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ABSTRACT Biogeography-based optimization (BBO) cannot effectively solve high-dimensional global
optimization problems due to its single migration mechanism and random mutation operator. To get better
performance, a dual BBO based on sine cosine algorithm (SCA) and dynamic hybrid mutation is proposed
in this work, which named SCBBO. Firstly, the Latin hypercube sampling method is innovatively used
to improve the initial population ergodicity. Secondly, a nonlinear transformation parameter and a inertia
weight adjustment factor are designed into the position update formula of SCA to make SCBBO suitable
for high dimensional environments. Then, a dynamic hybrid mutation operator is designed by combining
Laplacian and Gaussian mutation, which helps the algorithm to escape from local optima and balance the
exploration and exploitation. Finally, the dual learning strategy is integrated, so the convergence accuracy is
further improved by generating dual individuals. Meanwhile, A sequence convergence model is established
to prove the algorithm can converge to the global optimal solution with probability 1. Compared with
other state-of-the-art evolutionary algorithms, SCBBO effectively improves the optimization accuracy and
convergence speed for high-dimensional optimization problems. To further show the superiority of SCBBO,
its performance is compared on 1000, 2000, 5000 and 10000 dimensions, respectively. The comparsions
show that SCBBO’s optimization results on these dimensions are basically the same. Applying SCBBO
to engineering design problems, and the simulation results demonstrate that the proposed method is also
effective on constrained optimization problems.

INDEX TERMS Biogeography-based optimization, high-dimensional global optimization, sine cosine
algorithm, dual learning, engineering design problems.

I. INTRODUCTION

Optimization is the most common problem in engineering,
science, economy and society, such as system control,
mechanical design, network design, large-scale integrated
circuit design, biopharmaceutical and economic model.
The application of optimization technology in the above-
mentioned domains has produced enormous economic and
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social benefits. Practice shows that, under the same condi-
tions, the system efficiency, resources, economic benefits and
other aspects have been significantly improved through the
treatment of optimization technology, and the larger the scale
of the problem, the more obvious the corresponding effect.
With the development of engineering technology and science,
optimization problems tend to be large-scale, multi-peak,
nonlinear and strongly constrained. The objective function
is discontinuous and non-differentiable, and some of them
even have no clear function form.Traditional optimization
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methods, such as Newton method, quasi-Newton method,
conjugate gradient method, variable scale method and tunnel
method, are no longer applicable due to the following
problems: a). The traditional method requires continuous and
differentiable objective function. b). Before the algorithm is
implemented, the first-order or even higher-order derivatives
and inverse matrices of the function are required. The more
complex the objective function is, the more calculation is
required. ¢). The results of the problem are closely related
to the selection of initial values. d). The algorithm lacks
generality, and users need to select the most appropriate
method for specific problems. In order to solve the above
problems, many scholars have been inspired by nature and
designed various algorithms based on population by imitating
biological mechanisms or natural phenomena, which are
called swarm intelligence evolutionary algorithms (EAs).
EAs are not constrained by the restriction conditions (such
as differentiability, continuity etc.) and do not need derivative
and other auxiliary information. They have the characteristics
of high efficiency, simple operation, strong universality and
meets the objective requirements of current optimization
problems. Therefore, EAs have become the mainstream
optimization method.

In the past 40 years, swarm intelligence EAs have
developed rapidly and have been widely used in com-
munication [1], finance [2], power grid [3], military [4],
control system [5], [6] and other fields. Among them, the
biogeography-based optimization (BBO) proposed by Dr.
Simon of the United States in 2008 is a new swarm heuristic
algorithm [7]. Simon uses the mechanism of biological
migration and information interaction between habitats to
establish mathematical modeling to realize the optimization
process of the problem. BBO has the advantages of few
parameters, easy implementation, and good stability when
searching for the global optimal solution. So it has been
widely favored by scholars from all over the world since it
was proposed. Up to now, there are still many scholars doing
in-depth research on the algorithm. They have improved
or applied it to practical problems, and achieved some
results.

In the field of algorithm improvement, people mainly make
improvements in three directions. The first direction is to
adjust the migration rate model of BBO. Ma [8] designed six
migration rate models and found that the cosine migration
model has the best optimization performance, and concluded
that the performance of the nonlinear migration model is far
better than that of the linear migration model. Wei et al. [9]
inspired by the cosine migration model and designed a more
complex hyperbolic sine cosine migration model, which
further improves the optimization performance of BBO.
The second direction is to improve the operator of BBO.
BBO’s framework is mainly composed of three operators:
selection, migration and mutation. For the selection operator,
Feng et al. [10] designed a selection operator with a random
ring topology in 2017, which reduces the possibility of
better solutions being destroyed by inferior solutions. Later,
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Zhang et al. [11] deleted the original BBO roulette selection
operator in 2019, and adopted a example learning method
to select better habitats for migration, thereby improving
the convergence accuracy of the algorithm. An et al. [12]
put forward a probabilistic selection operator based on non-
dominated sorting in 2021, so that BBO can effectively solve
the multi-objective flexible job-shop scheduling problem.
For the migration operator, Literature [13] desigened an
enhanced biogeography-based optimization (BBO) referred
to as POLBBO. In POLBBO, an efficient operator named
polyphyletic migration operator is proposed. This operator
can not only generate new features from more promising
areas in the search space, but also effectively increase the
population diversity. Then, Bansal et al. [14] proposed a
new operator, namely the disruption operator to improve
the capability of exploration and exploitation in BBO. This
new algorithm is called DisruptBBO (DBBO). literature [15]
designed a disturbed migration operator and obtained the
PBBO. PBBO increases the local development capabilities
of BBO. Literature [16] designed a novel BBO by integrating
opposition-based learning mechanism (OBBO). In OBBO,
the opposite individuals are merged into BBO population
to improve the diversity, and the optimization performance
of this algorithm is obviously better than that of standard
BBO. Recently, Reihanian ef al. [17] introduced a new
two-stage migration operator in the framework of BBO to
enable the algorithm to search the problem space effectively.
For the mutation operator, the harmony search (HS) [19]
process was added to the mutation operator of BBO in
literature [18], and HSBBO was obtained. HSBBO not only
effectively increases population diversity, but also improves
the convergence accuracy. Zheng et al. [20] directly deleted
the random mutation operator of BBO and adopted the differ-
ential mutation mechanism to conduct effective search, thus
improving the algorithm’s ability to develop new solutions.
The last direction of improvement is to integrate BBO with
other EAs. Literature [21] presented a biogeography-based
krill herd (BBKH) algorithm to solve complex optimization
problems. Literature [22] proposed the BBOTS based on
tabu search algorithm (TS) [23]. It stores the performed
migrations in a taboo table and prohibits reverse migration of
populations to previous habitats. Yogesh ef al. [24] integrated
particle swarm optimization (PSO) [25] into BBO, and
applied it to speech signal and emotional stress recognition.
Zhang et al. [26] presented a novel hybrid algorithm based
on BBO and grey wolf optimizer (GWO) [27], named
HBBOG. In recent two years, with the continuous emergence
of new EAs, many scholars have integrated some new
algorithms into BBO. Farswan er al. [28] fused fireworks
algorithm (FWA) [29] with BBO to obtain the FBBO, which
has two search mechanisms. Then, Hamid [30] merged
the firefly algorithm (FA) [31] with BBO in 2021, and
obtained the hybrid algorithm FABBO. FABBO is essentially
a two-stage method. In the first stage, FA is used for
preliminary optimization, and some better solutions are found
by searching the problem space through a limited iteration.
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In the second stage, BBO is used to conduct more refined
search for these better solutions to obtain the optimal solution
with higher accuracy.

In the field of algorithm application, BBO has been applied
in many aspects at present. For example, literature [32] solved
the function optimization problem of discrete variables by
improving BBO. Literature [33] proposed a novel BBO based
on population competition strategy to solve the substation
location problem. Then, Pal and Saraswat [34] introduced
an innovative method for categorization of histopatholog-
ical images using an enhanced bag-of-feature framework.
To obtain the optimal visual words in bag-of-features, they
proposed a new spiral BBO variant which introduces a spiral
search and random search in the mutation operator to generate
the suitability index variables. By 2021, BBO has been
applied to fields such as industrial production and financial
optimization. For instance, Rostami et al. [35] designed an
optimal feature selection method for SAR image classifica-
tion based on BBO, artificial bee colony (ABC) and support
vector machine (SVM) in order to solve the feature selection
problem. Harrabi ez al. [36] designed a hybrid BBO algorithm
to solve job-shop scheduling problems with general time
delays. Literature [37] also proposed a hybrid meta-heuristic
method based on BBO and PSO to estimate the currency
demand in Iran. And Recently, Taghizadeh et al. [38] pro-
posed a maheuristic-based data replica placement mechanism
using BBO for data-intensive IoT applications on the fog
ecosystem.

Although BBO is easy to implement and has few
parameters, it is easy to fall into local optimal solution and
difficult to escape [39]. Especially in the late evolution, the
convergence rate of BBO is very slow. The improvement of
scholars from various countries has reduced the possibility of
BBO falling into local optimal solution, and the algorithm
has been improved to a certain extent [40]. However, the
convergence speed and optimization accuracy of BBO still
need to be improved, especially in the late evolution, the
search speed has not been effectively improved. However,
according to our extensive investigation, the present BBO
and its variants are not effective in solving high-dimensional
optimization problems. We review hundreds of studies on
BBO in the last decade and find that none of them solved
problems with more than 100 dimensions. The vast majority
of variants have only been tested on 30, 50 or 100 dimensions.
With the progress of society, practical problems put forward
higher and higher requirements for algorithms. In order
to achieve a breakthrough in this field, aiming at the
shortcomings of BBO, this paper proposes a dual BBO
with sine cosine algorithm (SCA) [65] and dynamic hybrid
mutation mechanism. As it integrates another evolutionary
algorithm, it mainly belongs to the third category in the
direction of improvement, so we named it SCBBO. SCBBO
improves the original algorithm migration operator and
mutation operator respectively, and integrates SCA and dual
learning strategy. The above improved methods make BBO
adapt to high dimensional optimization environment, and
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greatly improve the convergence performance of BBO. The
main contributions of this paper are as follows:

(1). In this paper, SCA algorithm and BBO algorithm
are innovatively combined to obtain a hybrid migration
algorithm. At the same time, a dynamic hybrid mutation
operator is designed to effectively balance the exploration and
exploitation of the algorithm. In addition, this paper designs a
dual learning strategy and combines it into BBO for the first
time. A sequence convergence model is established to prove
the convergence of SCBBO. This is a new proof.

(2). The ability of SCBBO to solve global optimization
problems can reach 10000 dimensions. To further show the
superiority of SCBBO on high dimensions, we test SCBBO’s
optimization ability on 1000, 2000, 5000, 10000 dimensions.
The results prove that the algorithm in this paper has
good stability and excellent optimization ability on high-
dimensional environment.

(3). SCBBO is applied to solve the engineering
design optimization. It solves pressure vessel design,
tension/compression spring design and welded beam design
respectively. By comparing the results of other literatures
and algorithms, we conclude that that SCBBO has better
applicability and optimization capabilities in engineering
design problems.

The remaining sections of this paper are as follows:
section II introduces the standard BBO and its calculation
process in detail; In section III, the algorithm SCBBO is
proposed. In section IV, the global convergence of SCBBO
is proved. In section V, the computational complexity of
SCBBO is analyzed. Then, section VI includes numerical
experiments and results analysis. section VII is the applica-
tion of SCBBO, using SCBBO to solve engineering design
optimization problems. Finally, section VIII summarizes the
whole work and points out the direction of future work. The
graphical abstract of this paper is shown in FIGURE 1.

Il. STANDARD BBO

Simon proposed the BBO in 2008. The basic idea is
that biological populations live in different habitats and
are affected by rainfall, vegetation diversity, geological
diversity, climate and so on. The suitability of each habitat
is different, and biological populations are distributed and
migrated accordingly. In an optimization problem, a habitat
corresponds to a candidate solution, and the habitat suitability
index (HSI) corresponds to the objective function value of
the candidate solution. The aforementioned factors affecting
HSI are called suitability index variables (SIVs), which
correspond to independent variables of candidate solutions.
If the candidate solutions are considered as individuals in
the population, the good individuals are like the habitats
with high HSI, and the bad individuals are like the habitats
with low HSI. Good individuals are more likely to share
their independent variables with poor individuals, and poor
individuals are more likely to accept the characteristics of
good individuals. The addition of new features may improve
the quality of individuals, and obtain a better function
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FIGURE 1. Graphical abstract of this paper.

target value, which is the mathematical idea of BBO [39],
[40]. BBO is an EA, which is mainly accomplished by the
following three steps.

A. INITIALIZATION
BBO uses Eq. (1) to randomly generate NP habitats as the
initial population, and each habitat contains D variables.

Xij = Xjmin + rand(0, 1) - (xjmax - xjmin) (D
where, i = 1,2,...,NP; j = 1,2,...,D. xj; is the j-th variable
of habitat x;, 0 x; = (Xi1,Xi2,... . XiD)- Xjmax and Xjp, are

the upper and lower limits of the j-th variable respectively.
After population initialization, HSI of each habitat can be
calculated based on fitness function of the actual problem.

B. MIGRATION

The population is sorted in descending order by the HSI of
each x;, so the original habitat x; will be assigned a new i.
The species number S; of habitat x; sorted can be calculated
using Eq. (2):

S; = Smax —i, i=1,2,---NP 2)

where, Spqy is the maximum number of species and is given
as an initial value.Immigration rate and emigration rate are
calculated based on the species number of habitats. Habitats
with high HST have a high probability of sharing features with
habitats with low HSI to improve the quality of those low
HSI habitats. At the same time, habitats with high HST will
resist change, so their immigration rate is low [7].Therefore,
habitats with high HSI have higher emigration rates and
lower immigration rates than habitats with low HSI, while
habitats with low HSI have the opposite results. In general,
the migration process follows the migration rate model.
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The original BBO used the linear migration model to cal-
culate the immigration and emigration rate, but literature [8]
proved that complex migration model has better optimization
performance than linear model. So, this paper adopts the
cosine migration model which is more consistent with the
natural law. Compared with linear migration rate model,
it can better reflect the nature of ecosystem migration and
increase species diversity. Therefore, the immigration rate A;
and emigration rate u; of habitat x; are calculated by Eq. (3):

2 1 7'[~Sl‘+l E T[~S,‘+1
i = — [ cos i =— | —cos )
=3 Sax Hi=5 Stmax

3)

where, I is the maximum immigration rate and E is the
maximum emigration rate, both of which are given as initial
values.

For each habitat x;, the characteristic variables to be
immigrated should be determined according to A; during the
migration process. The specific operation is to generate a
random number between (0,1) for each variable of habitat
x;. If it is smaller than A;, this variable needs to be replaced.
Then, in the remaining NP-1 habitats, the habitat x; to be
emigrated is determined by roulette according to px. Finally,
the variable of x; is used to replace the corresponding variable
of x;. Algorithm 1 shows the BBO migration process.

Algorithm 1 The Migration Operator of BBO
fori=1to NP
forj=1toD
if rand(0,1) < X;
select the x; according to the {,uk}ivﬁ |
Xij = Xigj
end if
end for
end for

C. MUTATION
Catastrophic events (e.g. famine, natural disaster, etc.) that
suddenly changes the HSI of a habitat, or an outbreak that
causes a species to move to another habitat, or a genetic
mutation that directly creates a new species, are all referred to
as mutation. Firstly, the species probability P; of each habitat
is calculated from the immigration rate A; and emigration rate
i through Eq. (4).
— i+ md) Pi+ piv1Piyr, Si=0
— (Ai + i) P
+Aic1Pic1 + piv1Piy1,
— (& + i) Pi + A1 Pz,

1 = Si = Smax -1
Si = Smax

“
The mutation rate of a habitat is inversely proportional

to its species probability [39]. Therefore, the relationship
between the mutation rate m; and the species probability P;
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of each habitat is as follows:

P;
m; = <1 - l ) * Mmax, Pmax = max ({Pl}i\;Pl) ®)

P max

where, m,;,,, is the maximum mutation rate, which is given as
an initial value. For each habitat x;, a number between (0,1)
is randomly generated, and if it is smaller than the mutation
rate m;, x; needs to be mutated. Then for each independent
variable of x;, a random number in the range of values is
generated to replace the original variable value. Algorithm 2
gives the mutation process of BBO.

Algorithm 2 The Mutation Operator of BBO
fori=1to NP
if rand(0,1) < m;
forj=1toD
updata x;; by Eq. (1)
end for
end if
end for

D. THE CALCULATION PROCESS OF BBO

Algorithm 3 presents the detailed calculation process
of BBO.

E. THE ADVANTAGES AND DISADVANTAGES OF BBO

Since the main work of this paper is to use BBO to solve
high dimensional global optimization problems, we mainly
discuss the advantages of using BBO to solve high dimen-
sional numerical problems. Through the analysis of BBO to
explain our motivation to improve BBO. Then, we analyze
the reasons why the presentt BBO is not suitable for the high-
dimensional optimization environment, so as to point out the
direction for the next improvements.

The advantages of BBO:

(1). Unlike other evolutionary algorithms (e.g. genetic
algorithm, differential evolution algorithm, immune algo-
rithm), BBO does not need to breed or cross to produce
the next generation of population, so it can greatly reduce
the complexity of the algorithm. Even if solving high-
dimensional numerical problems, it does not consume too
much memory.

(2). BBO does not require complex parameter tuning
like particle swarm optimization, ant colony optimization
or artificial bee colony algorithm. BBO’s parameters are
basically fixed and do not need to be reset according to the
nature of the problem. Therefore, the parameters do not affect
the convergence performance of the algorithm when solving
high-dimensional optimization problems.

(3). BBO has good utilization ability of population
information. It uses information from current population
to migrate species and evolve. Therefore, on the high-
dimensional environment, the population can still complete
feature sharing in all dimensions, so as to evolve towards the
optimal solution.
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The disadvantages of BBO:

(1). According to Eq. (1), BBO uses random initialization
to generate initial population. This method makes it difficult
to disperse the population in high dimensional space. The
population has no ergodicity, so the algorithm converges
slowly on solving high dimensional problems.

(2). BBO uses roulette to select habitats for emigration.
It cannot avoid the immigration of inferior individuals to
superior individuals. If habitat x; will be immigrated, it is
likely to be immigrated by habitat x;(j > i). It means that
habitats with lower HSI will immigrate to habitats with higher
HSI, and the features of poorer individuals will replace the
features of better individuals, thus reducing the fitness of
superior individuals. Therefore, the random selection of BBO
will reduce population diversity and thus not suitable for
high-dimensional environment.

(3). BBO’s search capability is weak. BBO searches the
problem space using information sharing between species.
This mechanism works well in low-dimensional environ-
ment. However, when solving high-dimensional problems,
a large number of new individuals are needed to search the
space, and only the new solution generated by the migration
operator is far from enough.

(4). BBO uses random mutation to escape from the local
optima. However, for the individuals with high fitness,
random mutation can easily destroy them, leading to worse
individuals and lower population diversity. This mutation
method is blind and cannot guarantee the mutation to the
direction of the optimal solution. But, when solving high-
dimensional optimization problems, it is difficult to find the
global optimal solution if the search is blind.

(5). BBO can not balance the exploration and exploitation
effectively. It only relies on the substitution of several
variables to search the problem space. Therefore, the
algorithm cannot effectively switch between local search and
global search in high-dimensional space.

Ill. PROPOSED ALGORITHM (SCBBO)

Although many variants of BBO have been put forward by
scholars from various countries, these variants still have many
defects on solving some complex problems. Especially for
the high-dimensional global optimization problems, there
is no variant can solve them effectively. In this section,
some existing BBO variants are deeply studied, and the
defects of different variants are analyzed. According to the
defectss of BBO and its variants, a dual BBO based on sine
cosine algorithm and dynamic hybrid mutation mechanism is
proposed and named SCBBO. We will introduce the design
principle and calculation process of SCBBO in detail.

A. LATIN HYPERCUBE SAMPLING METHOD

The convergence speed and accuracy of the algorithm
will be affected by the quality of the initial population.
From subsection II-E, The initial population of standard
BBO is randomly generated, so the diversity and the
rationality of the distribution in the search space cannot be
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Algorithm 3 The Calculation Procedure of BBO

initialize BBO parameters, which involve S,,,y, I, E, NP, and n,,

initialize the population of BBO by Eq. (1)
while (the termination condition is not met)

for each habitat, calculate the HSI and sort from best to worst

for each habitat, calculate the S; by Eq. (2), the A; and p; by Eq. (3)

for each habitat, calculate the P; by Eq. (4), the m; by Eq. (5)

perform the migration operator by Algorithm 1
perform the mutation operator by Algorithm 2
end while
output the optimal solution

guaranteed. Most BBO variants use random initialization
to generate initial populations, which is the main reason
why they are not suitable for high-dimensional environment.
At present, the improvement of population initialization
strategy mainly uses chaotic mapping [41], [42]. However,
chaotic mapping can only reduce the number of individ-
uals distributed in the edge region of the search space,
but can not effectively improve the ergodicity, and will
increase the amount of computation. In this paper, the
Latin hypercube sampling method is introduced to generate
more uniform distribution of initial points without additional
calculation.

Latin hypercube sampling is a multi-dimensional stratifi-
cation technique that can efficiently sample in the distribution
interval of variables [43]-[45]. The essence of this method is
to divide the interval into N equally spaced non-overlapping
sub-intervals, and conduct independent equal probability
sampling for each sub-interval, so as to ensure that the
sampling points are evenly distributed in the whole interval.
Taking the interval [0,1] as an example, random sampling
and Latin hypercube sampling are carried out respectively.
In the case of small sample numbers, random distribution
does not disperse the population well to the whole interval.
The comparison of the distribution of Latin hypercube
sampling and random sampling is shown in FIGURE 2,
in which 10 points are extracted from the interval [0,1]
throughing the two methods. It can be observed that Latin
hypercube sampling can also spread over the entire space for
a small number of samples. Therefore, this paper uses Latin
hypercube sampling method to generate the initial population
to improve the ergodicity.

B. HYBRID MIGRATION OPERATOR BASED ON SCA

Migration strategy has great influence on the search perfor-
mance of BBO. Although the discrete migration mechanism
of BBO can effectively utilize the current population
information, direct substitution of solution variables will lead
the blindness of migration. The variable of the better solution
is likely to be replaced by the inferior solution, thus reducing
the quality of the population, leading to the poor ability of the
algorithm to mine new solutions. Moreover, the BBO variants
proposed by other scholars still have some drawbacks.
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For example, although the PRBBO [10] reduces the possibil-
ity that the better solution destroyed by the inferior solution,
the selection operator of the random ring topology makes
migration only take place between adjacent habitats, which
largely reduces the ability of utilize population information.
EMBBO [11] adopts the example learning method to select
a better habitat than the current habitat for migration,
thus improving the convergence accuracy of the algorithm.
However, the whole population moves towards the local
optimal solution, which is prone to fall into the local optima.
TDBBO [46] designs a two-stage differential migration
operator, which effectively balances the search and develop-
ment capabilities of the algorithm, but has defects of high
computational complexity and slow convergence. Therefore,
in order to enhance the search ability, a hybrid migration
operator based on sine cosine algorithm is proposed in
this paper.

1) IMMIGRATION REFUSAL MECHANISM

From subsection II-E, the standard BBO is easy to migrate
the features of the inferior solution to the superior one,
so that the superior habitat is destroyed. In order to avoid
the destruction of the inferior solution to the superior one,
we design an immigration refusal mechanism. The specific
operation is to set a threshold t for the emigration rate
i of habitat x;. When the emigration rate wu; of habitat
xi is less than the threshold t, habitat x; will reject the
variables from habitat x;. The emigration rate of each
habitat is proportional to its HSI. Therefore, the higher
the emigration rate, the higher the HSI of the habitat,
that is, the better the objective function value. Setting a
threshold t can ensure that all habitats used for emigration
have high HSI, thus avoiding the destruction of superior
habitats. Taking a population with only 6 individuals as an
example, FIGURE 3 shows a sample graph of two migration
operators.

As shown in FIGURE 3, threshold t is similar to a
dividing line. Habitats x, x», x3 with an emigration rate
greater than t can share variables with other habitats, while
habitats x4, x5, X¢ With an emigration rate less than t can
only accept variables from other habitats and cannot share
information.
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(a) Random sampling distribution

FIGURE 2. Comparison chart of sampling distribution.

()
o) .
hCEe

(a) Direct migration operator

(b) Latin hypereube sampling distribution

(b) Migration operator with immigration refusal rule

FIGURE 3. Direct migration operator and migration operator with immigration refusal mechanism.

2) CONVEX MIGRATION OPERATOR
The immigration refusal mechanism effectively avoids the
damage of inferior solutions to the better ones, but does
not greatly improve the convergence speed and accuracy of
BBO. Therefore, when the emigration rate w; of habitat x
selected by roulette is less than the threshold t, a convex
migration operator is adopted for the migration of habitat x;.
The features of x; no longer just copy the features of x, but
are replaced by a “‘convex combination” of x; and the optimal
solution of the current population xpeg;::
Xj=(1—=0) x5+ 0 - Xpesij» 0 €rand(0, 1). 6)
There are three reasons for adopting convex migration.
Firstly, good individuals are less likely to degenerate as
a result of migration, because some of their original
characteristics are retained during migration. Secondly, poor
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individuals will accept at least part of the characteristics from
good individuals in the migration. Finally, such migration
ensures that the population evolves towards the direction
of the optimal value of each generation, no longer blindly
searches, and can converge quickly. The parameter 6 can
be either deterministic or dynamically changing. Through
a large number of experiments, this paper proposes the
strategy of changing parameter 6 dynamically and randomly.
Because the current optimal solution xp.s is likely to be the
local optimal solution, dynamic random adjustment of 6 can
improve the probability of the algorithm escaping from the
local optima.

3) SINE-COSINE MIGRATION OPERATOR

From subsection II-E, BBO only migrates the features of
habitats whose random number is less than the immigration
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FIGURE 4. Images of rysin(r,) and ry cos(ry).

rate, so its search capability is weak. The features of most
habitats remain unchanged, so the population diversity does
not increase significantly, which is also the main reason
why the algorithm is not suitable for high-dimensional
optimization environment. Therefore, this paper proposes
a method of migration in the form of “sine and cosine
function waves”, which together with immigration refusal
mechanism and convex migration operator constitutes the
hybrid migration operator.

The sine cosine algorithm (SCA) [47] has a simple
structure and is easy to implement. Its most significant feature
is that it achieves optimization based on the change of the
value of sine function and cosine function. Each individual in
SCA is updated through Eq. (7):

t s t t s
)% + rysin (r) - |r3xbestj —xijl, ifry < 0.5
io=

; ; A (7N
x;; +ricos (r) - |r3xbmj — xl.jl, if r4 > 0.5.
where, t is the current iteration number, ri = a —
at/MaxIt,r, € [0,2n],r3 € [0,2],r4 € [O,1],and
Maxlt is the maximum iteration number. In order to take
full advantage of SCA’s search capabilities, we analyzed
and discussed SCA in depth. In SCA, there are mainly four
parameters (rq, 72, 13, r4). Among them, the most critical is
the adaptive parameter ry, which controls the transformation
of the algorithm from global search to local development.
When the value of ry is large, the algorithm tends to search
globally. When r; is small, the algorithm tends to local
develope. Therefore, SCA uses the periodicity of sine and
cosine for global search and local development. FIGURE 4
shows the graphs of rysin(r2) and ricos(ry) when a = 2,
MaxIt = 500 and a = 2, MaxIt = 1000.

It can be seen from FIGURE 4 that when r; > 1, the
values of risin(ry) and ricos(rp) may be greater than 1 or
smaller than -1. When r; < 1, the values of r;sin(rp) and
ricos(ry) must be between -1 and 1. According to SCA design
principle, the algorithm performs global search first and then
local search. The volatility of rysin(r;) and ricos(r;) and
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their corresponding relationship with the algorithm search
strategy as shown in FIGURE 5. When |risin(r;)|> 1 or
|ricos(ra)|> 1, the algorithm performs global search. When
|r1sin(ry)|< 1or |ricos(ry)|< 1, the algorithm performs local
search. According to r; = a— at/MaxlIt, when the number of
iterations t > (1 — 1/a)Maxlt, r1 < 1 and the algorithm no
longer performs global search. Therefore, the original r| is a
monotone decreasing function, which is not good at balancing
the global and local search ability of the algorithm. In the
middle and late stage, the algorithm is mainly developed
locally in a small area, which is easy to fall into the local
optimal state. To overcome it, most scholars have studied
the modification of it [48]-[51]. Inspired by the waveform
change of sine function, we proposes a nonlinear amplitude
regulating factor } which is calculated by Eq. (8).

MaxlIt +t
ry _asm( <ax—+)> ®)
2 Maxlt

It can be seen from Eq. (8) that r{ and the original
r1 are both decreasing functions. However, based on the
fluctuation of sine function, r| is beneficial to improve
the convergence accuracy of the algorithm for multi-modal
and irregular problems while meeting the requirement of
large value in the early stage and small value in the
late stage of iteration. At the initial stage of iteration, r{
decreases slowly, which is beneficial to the population to
search for the optimal solution with a large step size and
accelerate the convergence rate. At the end of iteration,
the rate of rl* decline is accelerated, which is conducive
to more accurate search of the algorithm in the optimal
value neighborhood and improved convergence accuracy.
In order to fully prove the effectiveness and superiority of
parameter 7', we compared r}* with other four expressions of
r1, as shown in TABLE 1. FIGURE 6 shows a graph of these
parameters.

As can be seen from TABLE 1, under the same conditions,
when the number of iterations reaches half, r}z) < r{l) <
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TABLE 1. Expression comparison of the parameter ry.

Expressions for 1 (a = 2,b = 0.5) when rii) =1 whent = MaxIt/2
r? = a(l — t/MaxIt)? t ~ 0.3096 Maz It r? ~05

r%l) =a(l —t/MaxIt) t =0.5MaxIt rgl) =1

Eq. (8) t =~ 0.6667MaxIt rE =2

{3 = qe—t/Mazlt t ~ 0.6931 Mazlt 3~ 1.2131

r§4) = asin((w/2)(1 — t/Maxlt)) +b t =~ 0.8391Maxlt 7'54) =v2+05

25 S

5

The value of rgi)

0.5

3Maxlt/5 4MaxIt/5

2Maxlt/5
Iterations

Maxlt/s Maxlt

)

FIGURE 6. Image of parameter .

r§3) < rf < r§4) can be obtained. The global search

ability increases successively, while the local development
ability weakens. From FIGURE 6, r§2) pays more attention
to local search, and the algorithm searches for the optimal
solution of the problem in a small range most of the time,
so it is easy to fall into the local optimal solution. On the
3 C))
contrary, only a small part of values of r;™ and r|” are

between [0,1], which indicates that the algorithm conducts
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global search most of the time. Although the search speed can
be improved, the algorithm cannot conduct greatly accurate
search in the optimal value neighborhood, thus reducing
the convergence accuracy. By contrast, the rg*) proposed in
this paper can better balance the global search and local
development capabilities of the algorithm. While ensuring the
convergence speed, the algorithm can conduct more accurate
search in a small area.

According to Eq. (7), the original SCA uses individual x;
to guide itself, which has the problem of slow convergence.
In addition, x; may have a low HSI, thus reducing the popu-
lation quality and affecting the algorithm search. Therefore,
this paper uses the elite guidance approach to update the
position, so as to speed up the convergence. The specific
operation is to replace the guide with the optimal individual
Xpest Of the current population, which accelerates the search
speed through the xp.s. Furthermore, in order to make the
position information of the current optimal individual xpeg
gradually be fully utilized with the number of iterations,
we design a dynamic inertia weight o inspired by cosine
function waveform curve, which makes the algorithm not
limited to learning the global optimal value and improves
the convergence accuracy. Eq. (9) defines the expression of
inertia weight w.

w=y|:1—cos<n-

t
MaxlIt

©))
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where, y is the weight adjustment factor and its value is 0.5.
FIGURE 7 shows the variation of inertia weight @ with the
iterations. In the early stage of evolution, a larger weight is
needed to make the particles move to the optimal direction.
In the middle of evolution, the inertia weight w becomes
smaller, which preventing the algorithm falling into the local
optimal value prematurely, and ensuring the survival and
development ability of individuals with low HSI. At the end
of evolution, the population gradually does not need elite
guidance, so the position update mode gradually degenerates
to the unguided update mode with the decrease of the inertia
weight w.

To sum up, for habitat x;, when a random number generated
on a variable is greater than the immigration rate, this variable
still needs to be migrated. The new location update mode is
implemented through Eq. (10).

rq4 < 0.5

t * o t t
wx; .+ r7sin(rp) |r3x; o — x4,
x't_—i-l — { bestj 1 bestj ij

T | @y + 1 €08 (1) Ir3xhgy — X1, 74 = 05,
(10)

The migration operator of SCBBO is obtained by com-
bining the immigration refusal mechanism, convex migration
operator and sine-cosine migration operator. Algorithm 4
presents the migration process of SCBBO.

C. DYNAMIC HYBRID MUTATION OPERATOR

From subsection II-E, BBO can not balance the exploration
and exploitation effectively. The standard BBO uses random
mutation to generate new individuals, which is weak in
generating new solutions with high HSI. Especially in the
late stage of evolution, the solution set is close to the
theoretical optimal solution, so random mutation is not only
difficult to explore better solutions, but also easy to produce
more poor solutions. This is also one of the main reasons
why BBO cannot effectively solve the high-dimensional
optimization problems. In recent years, many scholars have
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Algorithm 4 The Migration Operator of SCBBO
fori=1to NP
forj=1to D
if rand(0,1) < A;
select the x; according to the {uk }f(vi |

if up >t
updata x;; by Eq. (6)
else
Xij = Xkj
end if
else
updata x;; by Eq. (10)
end if
end for

end for

also improved the BBO mutation operator, but they all have
different defects. For instance, MTBBO [52] proposed in
2020 divides the population into three different grades, and
carries out different mutations for individuals in different
grades. Although it can effectively improve the convergence
accuracy, it also increases the computational complexity.
The algorithm needs to perform three mutation operators
on the population, which consumes a lot of time. Both
PRBBO [10] and HGBBO [53] adopted gaussian mutation
help BBO to improve population diversity. However, the step
size of gaussian distributed random number is short, which
can not greatly help the algorithm to escape from the local
optimal solution. In addition, NBBO [17], EMBBO [11] and
WRBBO [54] directly delete the mutation operator to avoid
random mutation generating inferior solutions. Although the
computation is reduced, the algorithm only relies on the
migration operator to search new solutions, which has the
problem of slow convergence speed, and the population
diversity decreases rapidly, and the algorithm is easy to fall
into the local optimal state. Therefore, this paper proposes
a Laplace-Gauss hybrid mutation strategy that dynamically
adapts the iterations, which can balance the search and
development of the algorithm and help it escape from local
extremums.

The probability density functions of Laplacian distribu-
tion [55] and Gaussian distribution are defined as Eq. (11)
and Eq. (12) respectively.

fulxia, ) = %exp (—"?“') (11)

exp[ (= w?/20%]  (12)

1
fG(x’ M’G) - \/271_0‘

where, ¢ € (—00,00) and B > 0 are location parameter
and proportion parameter respectively. u is the mean, o is the
variance. The Laplacian distribution Lap(«, B) is defined by
the distribution function shown in Eq. (13), which is always
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symmetrically distributed with respect to «.

Flx) = {O.Sxexp(—|x_a|/’3)7 1<a

(13)
1—-05xexp(—|x —a|/B), x>«

In order to effectively utilize more random numbers in the
search space, « = 1, § = 2 in the Laplacian distribution
Lap(c, B) are set. u = 0, 0 = 1 in the Gaussian distribution
G(u, o). Therefore, the mutation formula based on dynamic
hybrid strategy is defined as Eq. (14).

Xij = WiXpestj(1 + Lap(1, 2)) + waXpesj(1 + G(0, 1))

{wl =1- (t/Ma;cIt)3 (14)
wo = (t/Maxlt)

Laplacian random number Lap(1, 2) has a larger fluctua-
tion range than Gaussian distribution random number G(0, 1),
as shown in FIGURE 8. Lap(1, 2) searches in a larger range
of the current optimal value, which is beneficial to maintain
the population diversity and help the algorithm escape from
the local optimal value. G(0, 1) can search more accurately
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within a small range of the current optimal value, which is
beneficial to improve the convergence accuracy. Meanwhile,
wi, wp are used to adjust the weight between Laplacian
random number and Gaussian random number. FIGURE 9
shows the change of weight coefficient with the iterations. w
and w are responsible for better exploration and exploitation
over the process of iteration. w; is used to complete global
search, that is exploration; w, is used to complete local
search, that is exploitation. In Eq. (14), the weight coefficient
wy of Lap(l,2) has a large value in the early stage of
evolution, so the algorithm can utilize more random numbers
and explore better solutions near the current optimal solution
with a large step. At the late stage of evolution, the population
will converge to the theoretical optimal solution region, and
with the increase of the iterations, w; gradually decreases,
while the weight coefficient wy of G(0, 1) keeps increasing.
The mutation step size of G(0, 1) is small, which is convenient
for the algorithm to search precisely in the optimal solution
neighborhood. It not only enhances the local development
ability of the algorithm, but also has little influence on
the convergence speed in the later period. Therefore, the
hybrid mutation strategy avoids falling into the local optimal
solution by dynamically adjusting the weight coefficients
and improves the search efficiency. Algorithm 5 gives the
calculation process of the dynamic hybrid mutation operator.

Algorithm 5 The Mutation Operator of SCBBO
fori=1to NP
if rand(0,1) < m;
forj=1toD
updata x;; by Eq. (14)
end for
end if
end for

D. DUAL LEARNING STRATEGY

Ergezer et al. [16] proposed the oppositional biogeography-
based optimization (OBBO) in 2014, which applied the
opposite-based learning strategy into BBO. OBBO merges
the reverse individuals of the population into BBO to improve
the optimization ability. Opposite-based learning is similar
to dual learning, which was first proposed by Collard and
Aurand [56]. They designed a genetic algorithm based on
dual learning (DGA) to generate dual individuals by taking
the maximum Hamming distance of poor individuals in the
population. Later, Yang and Yao [57] suggested that only the
part of poor individuals in the population should be selected.
In this paper, when improving BBO, the dual learning strategy
is integrated into the algorithm for the first time.

In SCBBO, when the dual learning strategy is applied to
the algorithm, only Nd individuals from the worst part of the
population are selected to generate dual individuals. Because
it’s unlikely that a good individual will produce a better dual
individual than the original one. In other words, the individual
closer to the optimal value is not worth generating its dual.
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Randomly generating dual individuals will not only waste the
evaluation times of function, but also reduce the population
quality. Therefore, only the dual of the inferior individual will
be generated. The specific operation is to take any point x,, on
the line segment from Wy to the current optimal individual
Xpest» and then the centrosymmetric point of Wy centered on
X, is the dual individual W). The advantage of this way is
to ensure that the dual of the poor individual moves in the
direction of the optimal value, and the population evolves in
a good direction, thus improving the convergence speed of
the algorithm. Algorithm 6 gives the calculation flow of dual
learning operator.

Algorithm 6 The Dual Learning Strategy of SCBBO
{Wr} <« {The worst Nd habitats in the population}
(Nd = NP/?2) for each habitat Wy
r = rand(0,1)
Xo =71 Wi+ —7) - Xpest
W,é =2-x,— Wi
end for
select the habitats in {W; }U{W}} as the next population

E. GREEDY SELECTION FOR THE BEST SOLUTION

Greedy selection strategy is not the innovation of this paper,
but it is essential. Algorithm 7 gives the specific operation.
The reason for designing Algorithm 7 is that the optimal
individual of the current population is used by the hybrid
migration operator, dynamic hybrid mutation operator and
dual learning strategy. Only when the optimal individual
of each generation does not degenerate can we ensure
that the population does not degenerate during evolution.
Therefore, in order to achieve the goal without increasing the
computation, we only perform greedy selection on the current
optimal individual.

Algorithm 7 Greedy Selection for the Best Individual
if HSI(x), ) < HSI(x), 1)
' 1—1

best

X lgest = Xpest
end if

In summary, this paper proposes a dual BBO based on sine
cosine algorithm and dynamic hybrid mutation mechanism.
SCBBO improves the standard BBO from the contents of
the four subsections of this section. Algorithm 8 shows the
calculation flow of SCBBO.

IV. CONVERGENCE PROOF OF SCBBO

At present, the convergence of most evolutionary algorithms
is proved by Markov model or dynamic model. In this section,
we will prove the global convergence of SCBBO with a
new method. The establishment of sequence convergence
model to prove the convergence of SCBBO is also a major
innovation of this paper. For a global optimization problem,
assuming that its optimal solution is x*, then f(x*) is the
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global optimal value. The optimal solution of SCBBO in
the #-th iteration is xlt, osr» and f(x;, ) is the current optimal
value. According to the sequence convergence theorem, the
equivalent condition that SCBBO can find the global optimal
value f (x*) is that a certain f (x} ) is in the § domain of f (x*),
thatis, |f (x],,,) —f (x*)| <.

During the evolution of SCBBO, each iteration exists a best
individual. The set formed by these individuals is:
it 1s)

1 2 t
Xpest = lxbest’ Xbests " > Xpestr " °

where, MaxIt is the maximum iteration number. Thus,
sequence A can be constructed according to Eq. (16):
A={a;,ap,---,a
{ar, az Maxit} (16)
a =f (x[’)est) t=1,2,---, MaxIt
As can be seen from subsection III-E, in SCBBO, the
optimal value of each generation will must be better or
equivalent that of the previous generation. Therefore, the
following formula must be true:

ar <ay < -+ < amaxs- 17

With the evolution, the population will gradually move
closer to the range where the optimal solution exists, that
is, the probability of the optimal individual in the population
entering the § domain of the global optimal solution increases
gradually. Eq. (18) is used to express the probability that the
optimal value f (x;) o) Of the current population converges to
the global optimal value f(x*):

pfz{lf(xiiest) _f(x*)|§3}’ t=12,--, Maxlt
(18)

According to Eq. (17) and (18), the following relationship

must exist:

P1<p2=<...Z<p;, t=1,2,--- Maxlt (19)

therefore, after ¢-th iteration, the probability that the current
optimal value does not converge to the global optimal value
is:

Pr=0—-p)d—=p2)---(d=pp) (20)

From Eq. (19), it can be seen that p; is monotone and does
not decrease, so the following formula is true:

Pr=0—-p)(A—p2)---A=p—1) A —pr)
=d=-pd—=p1)---A=p1)d—=p1)
=({-p) (21)

and, since p; is the probability, so 0 < p; < 1, then we

have 0 < (1 — p1) < 1. After many iterations, Eq. (22) can
be set up.

lim (1 —p)' =0 (22)
11— o0

According to Eq. (22), after a large number of iterations,
the probability that the algorithm does not converge to the
optimal value is 0. Therefore, as the iteration number ¢
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Algorithm 8 The Calculation Procedure of SCBBO

initialize SCBBO parameters, which involve S;,4x, I, E,NP,my4y, T and Nd

initialize the population of SCBBO by latin hypercube sampling
for each habitat, calculate the HSI and sort from best to worst

for each habitat, calculate the S; by Eq. (2), the A; and u; by Eq. (3)

for each habitat, calculate the P; by Eq. (4), the m; by Eq. (5)

while (the termination condition is not met)
perform the hybrid migration operator by Algorithm 4

perform the dynamic hybrid mutation operator by Algorithm 5

perform the dual learning strategy by Algorithm 6
perform the greedy selection by Algorithm 7

for each habitat, calculate the HSI and sort from best to worst

end while
output the optimal solution

increases, SCBBO will eventually converge to the global
optimal value f(x*) in the form of probability 1. The proof
is completed.

V. SCBBO COMPLEXITY DISCUSS

With reference to BBO, the computational complexity of
SCBBO is compared and analyzed. As for the calculation
process of the algorithms, comparing Algorithm 3 and
Algorithm 8, it can be seen that SCBBO moves the
calculation of habitat immigration rate, emigration rate,
species probability and mutation rate out of the iteration
loop. Because they are all based on rankings, so there is no
need to double count. However, the original BBO does not
avoid repeated calculation. In each iteration, it recalculates
the immigration rate, emigration rate, species probability and
mutation rate of each habitat, and the total calculation times
is 4 - Maxlt - NP. On the contrary, SCBBO only calculates
these data once in the whole evolutionary process, so the
total number of calculations is 4 - NP. Therefore, SCBBO
greatly reduces the computational complexity of migration
operator and mutation operator, and saves the calculation
of 4 - (Maxlt — 1) - NP times at least. Although the sine-
cosine migration operator of SCBBO adds some judgment
steps, it does not bring additional loops. Finally, the dual
learning strategy is added to SCBBO. In each iteration, Nd
individuals with low HSI will be selected to generate their
dual individuals. For every dual individual generated, two
additional calculations are performed. So the number of
computations increases to 2- Nd < 2 - NP in each generation,
and the total number of computations does not exceed 2 -
Maxlt - NP. Although SCBBO increases the computation in
the dual learning strategy, this has been compensated in the
migration and mutation operators.

To sum up, SCBBO fully reduces the computation amount
from migration and mutation operators, thus achieving the
purpose of reducing the running time. Although the process
of generating dual individuals increases some computational
complexity, it is fully compensated in the process of
migration and mutation. SCBBO as a whole saves at least
(2 - MaxIt — 4) - NP calculations compared with BBO.
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VI. EXPERIMENT AND ANALYSIS

In order to verify the effectiveness and superiority of
SCBBO on solving high-dimensional global optimization
problems, we carry out a series of simulation experi-
ments. As shown in TABLE 2, this paper summarizes
and selects 24 classical benchmark functions. They con-
tain complex functions such as unimodal, multimodal,
irregular, rotating and noisy, which can test the com-
prehensive ability of the algorithms. The experimental
environment for all numerical experiments in this paper is
MATLAB 2020a.

A. COMPARISON BETWEEN SCBBO AND TWO
CONSTITUENT ALGORITHMS

This subsection compares SCBBO with its two constituent
algorithms to verify that SCBBO improves the performance
of BBO and SCA. SCBBO does not increase additional
function evaluation numbers compared with BBO. So the
same iterations number means the same function evaluation
number. Therefore, we set Maxlt = 1000, and the
maximum mutation rate m,,,, of BBO is 0.05 [58]. To avoid
contingency, each algorithm runs 50 times independently
on 24 benchmark functions on 30,50, and 100 dimen-
sions, respectively. Finally, the mean (Mean) and standard
deviation (Std) of the 50 errors are calculated, and the
rank-sum test will be performed at a significance level of
0.05 TABLE 3 show the rank-sum test results, and the
last line summarizes the result of this comparison. The
test results are obtained as “(w/t/l)”’, whose representative
meaning is: w(+:win)/t(*:tie)/ I(-:lose). Where, “—"" means
that the performance of the contestant algorithm is worse
than that of SCBBO, “+” means that the performance of
the contestant algorithm is superior, and “~” means that
the performance of contestant algorithm and SCBBO is
similar.

As can be seen from TABLE 3, the overall performance
of SCBBO is significantly better than BBO and SCA on
30, 50 and 100 dimensions, so the performance of two
original algorithms are greatly improved. BBO performs
worse than SCBBO on all benchmark functions. SCA and has
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TABLE 2. 24 Benchmark functions.

Function Search Space fx*)
fi(x) = X2 ia? [-10,10]P 0
f2(z) = ZD sl + TR Jo) , \ [~10,10)7 0
f3(z) = 2 1 23+ (SR, 05i:) + (L2, 0.5i:) [~5,10)P 0
f4(z) = max2 | {|wl|} [—~100, 100]P 0
2
f5@) = T2, (Sisi ;) x (1+04IN(0,1))) [~100,100/° 0
. 2
f6(x) =2, (Z;ﬂzl z;) [~100,100/° 0
f7(z) = zf Liz? + rand [~100, 100]” 0
f8(z) = ’D 122 — 4150 z=z—0 [-100, 100]13 -450
Fo(a) =32 |l [-1,1]P 0
£10(z) = exp (0 5322, \x,|> 1 [~1.28,1.28)° 0
fli(z) = 2, (10) =1 z? [-100, 100]P 0
f12(z) = 52, |z +0.5)2 [-100, 100]° 0
f13(z) = 82, [¢2 — 10cos (2m2;) +10] — 330,z =z — o [-5.12,5.12]P  -330
_ @i, |74]< 0.5 _ D
fla(z) = P [22 — 10cos (272;) + 10] , 2 { round (2z;) /2, clse [-5.12,5.12] 0
15(x —20exp [ —0.2 —exp |+ D, cos (2mz;)| +e—120,z =z —o0 —32,32]P -140
f15(x) = ~20exp (~0.2/T2, 3% p[D 2, : ;
£16(x) = 2 | |2 sin (24) + 0.124] [~10,10]P 0
f17(2) = 1055 [Zfil (2 — 100)2} - [1‘[1.';1 cos (%)] 179, 2=z -0 [~600,600)°  -180
f18(z) = — cos <2m/2’3 2) +01x4/XPa2 41 [—100, 100]° 0
Fuma | i max i
f19(z) = {Z [a* cos (2mb* (z; + 05))]} — DY jmax [k cos (2mbF x 0.5)] (~0.5,0.5)7 0
a= 0.5,b_3 Emax = 20
£20(z) = £{10sin? (zy;) + 251 (g — 12 [1 4+ 10sin? (ryig1)] + (up — 1} + D12, u (@i, 10,100, 4)
k(zi—a)™,z; >a D
' - 0
yi = 0.25(x; + 1) + L, u(zi,a,k,m) =¢ 0,=—a<uxz;<a [=50,50]
k(—z; —a)™,z; < —a
f21(z) = 0.1{sin? 3rz1) + 271 (2 — 1)? [1 + sin® 3nzi41)] I
N e [—50,50] 0
+ (zp — 1) [1 +sin? (2n2p)]} + 32 u (2i,5,100,4)
F22(z) = z" LF (25, @i1) + F (20, 21), Fz,y) = (22 4+ 42)"2° - [sin2 (50 (22 + y2)°‘1) + 1] [~100,100° 0
f23(w) =32, |22 + 222 — 0.3 cos (3ww;) cos (3mwig1) + 0.3] [—100, 100]” 0
f24(z) = ZD 11100 (2i41 — 22)° + (2 = 1) ] +390,z=z—o0+1 [—100, 100]" 390

similar performance to SCBBO on two benchmark functions
(f9 with D 30, f10 with D 30 and 50), but
has a bigger error mean on the remaining 22 functions.
Horizontal comparison: SCBBO’s convergence accuracy is
much higher than BBO and SCA. It can be seen that the
improvement strategies in this paper effectively improves the
search ability of the algorithm. The hybrid migration operator
makes the population close to the optimal solution quickly,
and the dynamic mutation operator keeps the diversity of
the population and balances the exploration and balance
of the algorithm effectively. Longitudinal comparison: The
convergence accuracy of SCBBO basically does not decrease
with the increase of the dimensions. This shows that the
improvement strategies in this paper makes BBO suitable
for high-dimensional optimization environment and has
good scalability. This is because the Latin hypercube
sampling method makes SCBBO populations on different
dimensions have good ergodicity, while the dual learning
strategy can make the poor individuals in the population
close to the optimal solution. At the same time, the
hybrid migration operator and dynamic mutation operator
enable SCBBO to switch freely between global search and
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local search, so that it is not easy to fall into the local
optima, and can still converge quickly in high dimensional
environment.

Next, we compare the three algorithms’ convergence speed
and stability. According to the 50 times optimization results
of the three algorithms on 24 benchmark functions on 30,
50 and 100 dimensions, boxplots are drawn to compare the
stability. At the same time, a search with the smallest error
and the errors of each generation are selected to make the
best convergence graphs of three algorithms to compare the
convergence. As shown in FIGURE 3.

From FIGURE 3, SCBBO converges faster than BBO
and SCA on different benchmark functions. Although
SCA is similar to that of SCBBO on some benchmark
functions, the convergence curve of SCA fluctuates greatly
(e.g. f7,f9,f14,f17,f18 and f24) and the algorithm is
unstable. On functions f7,f9,f11 and f24, SCA does not
converge. This shows that SCA is easy to fall into the local
optimal solutions. On the contrary, the convergence curve of
SCBBO basically does not fluctuate, and the algorithm can
successfully escape from the local optima. This is because
the hybrid migration operator accelerates the convergence
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TABLE 3. Rank-sum test results of SCBBO and its two component algorithms with D = 30, 50 and 100.

P D BBO SCA SCBBO
Mean Std Mean Std Mean Std
1 D =30 1.59E+00 5.98E-01 2.21E-03 1.20E-04 0.00E+00 0.00E+00
D =50 1.56E+01 2.18E+01 3.97E-04 2.38E-06 0.00E+00 0.00E+00
D =100 3.59E+02 2.81E+03 6.24E-02 9.13E-02 0.00E+00 0.00E+00
72 D =30 1.24E+00 4.14E-02 6.36E-12 2.02E-21 0.00E+00 0.00E+00
D =50 3.65E+00 2.39E-01 1.23E-13 3.68E-25 0.00E+00 0.00E+00
D =100 1.61E+01 1.23E+00 2.03E-11 9.24E-21 0.00E+00 0.00E+00
3 D =30 1.17E+01 2.16E+01 5.97E-03 1.60E-03 0.00E+00 0.00E+00
D =50 6.46E+01 4.59E+02 7.37E-01 1.33E+01 0.00E+00 0.00E+00
D =100 8.06E+02 2.47E+04 8.67E-03 1.76E-03 0.00E+00 0.00E+00
4 D =30 1.02E+01 3.80E+00 6.07E+00 7.14E+01 0.00E+00 0.00E+00
D =50 2.01E+01 3.78E+00 4.11E+00 4.12E+01 0.00E+00 0.00E+00
D =100 4.12E+01 7.44E+00 8.92E-01 3.15E+00 0.00E+00 0.00E+00
5 D =30 2.23E+06 2.39E+12 2.07E+03 8.65E+07 0.00E+00 0.00E+00
D =50 5.88E+08 1.12E+17 4.5TE+04 5.12E+10 0.00E+00 0.00E+00
D =100 9.37E+11 1.73E+23 8.81E+04 1.86E+11 0.00E+00 0.00E+00
6 D =30 1.96E+03 7.96E+05 1.38E+00 1.06E+01 0.00E+00 0.00E+00
D =50 2.38E+04 6.11E+07 2.65E+01 5.32E+03 0.00E+00 0.00E+00
D =100 9.67E+05 4.60E+10 1.42E+04 4.89E+09 0.00E+00 0.00E+00
7 D =30 5.60E-02 3.33E-04 5.87E-02 4.70E-03 2.83E-05 5.31E-10
D =50 1.89E-01 3.06E-03 5.35E-02 2.42E-03 2.87E-05 6.43E-10
D =100 1.12E+00 5.25E-02 5.32E-02 1.07E-02 3.19E-05 1.04E-09
8 D =30 1.38E+01 2.55E+01 3.33E-02 8.28E-03 0.00E+00 0.00E+00
D =50 6.72E+01 3.60E+02 1.10E-09 2.95E-17 0.00E+00 0.00E+00
D =100 8.24E+02 1.41E+04 2.14E-02 1.12E-02 0.00E+00 0.00E+00
9 D =30 1.31E-05 1.45E-09 0.00E+00 0.00E+00 0.00E+00 0.00E+00
D =50 1.88E-05 7.84E-10 1.13E-07 1.27E-13 0.00E+00 0.00E+00
D =100 1.85E-05 1.01E-09 4.00E-06 4.88E-11 0.00E+00 0.00E+00
£10 D =30 9.08E-02 2.29E-04 0.00E+00 0.00E+00 0.00E+00 0.00E+00
D =50 2.74E-01 1.23E-03 0.00E+00 0.00E+00 0.00E+00 0.00E+00
D =100 2.30E+00 2.02E-01 1.07E-15 1.34E-29 0.00E+00 0.00E+00
11 D =30 3.96E+05 8.09E+10 4.54E+01 5.03E+04 0.00E+00 0.00E+00
D =50 1.33E+06 7.60E+11 4.63E+03 1.43E+08 0.00E+00 0.00E+00
D =100 7.86E+06 8.20E+12 3.31E+05 1.91E+12 0.00E+00 0.00E+00
12 D =30 1.47E+01 1.83E+01 8.00E-02 1.57E-01 0.00E+00 0.00E+00
D =50 7.02E+01 2.84E+02 1.12E+00 1.60E+01 0.00E+00 0.00E+00
D =100 8.30E+02 1.55E+04 5.20E+00 3.04E+01 0.00E+00 0.00E+00
D =30 0/0/12 0/0/12
w/t/l D =50 0/0/12 0/0/12
D =100 0/0/12 0/0/12

speed of SCBBO, while the dynamic mutation operator helps
it escape from the local optima. At the same time, greedy
selection ensures that the population does not degenerate,
so the convergence curve of SCBBO always decreases. This
also verifies the convergence proof in Section I'V. At the same
time, the 50 error values obtained by SCBBO on different
benchmark functions are very close, and the boxplot can
hardly be seen. However, BBO and SCA both have multiple
outliers, and the search performance is unstable. Therefore,
by carefully observing the convergence curves and boxplots,
it can be seen that SCBBO has better convergence and
robustness than BBO and SCA, which verify the effectiveness
of the improvement strategies again.

B. COMPARISON BETWEEN SCBBO AND OTHER BBO
VARIANTS

This section compares the SCBBO with seven excellent
BBO variants. They are all proposed in the past five
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years, and TABLE 4 shows the detailed information of
them. Consistent with subsection VI-A, eight algorithms
search the optimal values on 24 benchmark functions. The
performance of these BBO variants on low-dimensional
optimization problems is fully verified in their original
reference articles. So we mainly compare the performance
of SCBBO and them on high dimensions. In literatures
[48], [61]-[63], the dimensions greater than 100 are defined
as high-dimensional optimization problems. Thus, SCBBO
and the seven BBO variants search the optimal values of
24 benchmark functions on 200 dimensions. Set (MFEs)
of each function, and record the error between the optimal
value searched and the theoretical optimal value when
reaching MFEs. According to the method of seting MFEs
in CEC2017 [64], the MFEs of each benchmark function is:
dimension(D) x 10%.

Similarly, in order to avoid contingency, each algorithm
independently runs 50 times, then the mean and standard
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TABLE 3. (Continued.) Rank-sum test results of SCBBO and its two component algorithms with D = 30, 50 and 100.

F D BBO SCA SCBBO
Mean Std Mean Std Mean Std
D =30 4.81E+00 2.16E+00 4.95E-04 3.77E-06 0.00E+00 0.00E+00
f13 D =50 1.69E+01 9.46E+00 2.12E-12 7.35E-23 0.00E+00 0.00E+00
D =100 8.60E+01 1.08E+02 4.91E-08 5.87E-14 0.00E+00 0.00E+00
D =30 4.83E+00 1.95E+00 8.30E-02 1.69E-01 0.00E+00 0.00E+00
f14 D =50 1.49E+01 6.94E+00 2.16E-08 1.12E-14 0.00E+00 0.00E+00
D =100 6.16E+01 1.86E+01 4.97E-03 6.05E-04 0.00E+00 0.00E+00
D =30 1.87E+00 1.10E-01 7.14E-01 2.45E+00 8.88E-16 0.00E+00
f15 D =50 2.82E+00 5.26E-02 5.97E+00 1.20E+01 8.88E-16 0.00E+00
D =100 4.98E+00 8.96E-02 7.53E+00 1.49E+01 8.88E-16 0.00E+00
D =30 8.61E-02 6.44E-04 1.11E-04 2.93E-07 0.00E+00 0.00E+00
f16 D =50 3.74E-01 7.45E-03 2.58E-07 1.64E-12 0.00E+00 0.00E+00
D =100 3.56E+00 2.04E-01 3.00E-07 2.20E-12 0.00E+00 0.00E+00
D =30 1.11E+00 1.37E-03 1.07E-02 5.72E-02 0.00E+00 0.00E+00
f17 D =50 1.57E+00 3.10E-02 3.11E-02 2.37E-02 0.00E+00 0.00E+00
D =100 8.88E+00 2.06E+00 1.18E-02 2.57E-03 0.00E+00 0.00E+00
D =30 2.09E+00 8.31E-02 1.28E-03 2.54E-04 0.00E+00 0.00E+00
f18 D =50 3.77E+00 1.95E-01 6.10E-02 2.86E-03 0.00E+00 0.00E+00
D =100 8.87E+00 3.99E-01 4.10E-01 4.10E-02 0.00E+00 0.00E+00
D =30 3.20E+00 1.24E-01 5.68E-16 7.91E-30 0.00E+00 0.00E+00
f19 D =50 7.47E+00 4.05E-01 7.21E-11 2.17E-19 0.00E+00 0.00E+00
D =100 2.59E+01 2.16E+00 1.31E-10 391E-19 0.00E+00 0.00E+00
D =30 9.49E-02 1.35E-03 1.77E+00 1.01E+00 2.19E-02 7.99E-04
120 D =50 3.01E-01 1.50E-02 1.50E+00 1.66E-01 2.29E-01 2.74E-03
D =100 3.34E+04 1.85E+10 2.54E+04 1.30E+10 4.34E-01 3.29E-03
D =30 1.62E+00 4.68E-02 3.61E+02 2.65E+06 2.10E-01 6.30E-03
f21 D =50 3.66E+00 1.82E+00 4.81E+03 5.64E+08 3.17E+00 2.15E-01
D =100 3.86E+05 3.18E+11 3.60E+01 1.08E+04 8.62E+00 1.27E-01
D =30 4.11E+01 2.87E+01 5.25E-13 2.71E-24 0.00E+00 0.00E+00
f22 D =50 8.82E+01 6.35E+01 9.87E-12 1.40E-21 0.00E+00 0.00E+00
D =100 2.65E+02 2.00E+02 1.48E-10 4.74E-19 0.00E+00 0.00E+00
D =30 4.56E+01 2.15E+02 4.40E-01 3.69E+00 0.00E+00 0.00E+00
123 D =50 1.92E+02 2.53E+03 4.59E-01 2.40E+00 0.00E+00 0.00E+00
D =100 2.49E+03 1.90E+05 1.07E+00 2.24E+01 0.00E+00 0.00E+00
D =30 8.95E+03 4.79E+07 1.12E+05 1.58E+11 2.68E+01 7.55E-01
124 D =50 8.41E+04 2.49E+09 2.77TE+05 8.16E+11 4.80E+01 7.29E-01
D =100 5.63E+06 5.73E+12 8.99E+05 1.72E+09 9.82E+01 4.79E-01
D =30 0/0/12 0/0/12
w/t/l D =50 0/0/12 0/0/12
D =100 0/0/12 0/0/12

deviation of 50 errors are used as evaluation indexes. The
mean reflects the searching ability and the standard deviation
reflects the stability of the algorithm. Therefore, the mean is
the focus of comparison. TABLE 5 shows the optimization
results of SCBBO and seven BBO variants for 24 benchmark
functions on 200 dimensions. Where, the boldface represents
the best result of the eight algorithms, and the last column
represents the rank-sum test results, which has the same
meaning as that in TABLE 3.

As can be seen from TABLE 5, SCBBO obviously
has the best overall performance among all the BBO
variants. PRBBO gets the same result as SCBBO on f12
and worse on all remaining functions. Then, the error
mean of BBOSB is better that of SCBBO on only one
benchmark function (f21), and the results are not as good
as SCBBO on the remaining 23 functions. While, TDBBO,
WRBBO, DCGBBO and FABBO have larger mean and
standard deviation than SCBBO on all benchmark functions.
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In contrast, HGBBO is more competitive. It has better mean
and standard deviation than SCBBO on three benchmark
functions (20,121 and f24), and the same result as
SCBBO on f12. It can be seen that although these BBO
variants have excellent performance in low-dimensional
environment, they cannot effectively solve high-dimensional
global optimization problems. They are not suitable for
high-dimensional environment. Conversely, even when
D = 200, SCBBO still converges precisely to the theoretical
optimal values on 19 benchmark functions (f 1 —f6, f8§—f 14,
f16 —£19, £22 and f23). This shows that SCBBO has good
scalability and is suitable for high-dimensional optimization
environment. Latin hypercube sampling method makes the
initial population of SCBBO still have good ergodicity in
high dimensional space. Hybrid migration operator enables
SCBBO to search effectively and speeds up convergence.
Then, dynamic hybrid mutation operator makes SCBBO not
easy to fall into the local optima. Dual learning strategy helps
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FIGURE 10. Convergence curves and boxplots of BBO, SCA and SCBBO on different benchmark functions with D = 30, 50 and 100.

the poor individuals of the population move quickly to the
optimal solution.

Similarly, to clearly compare the convergence process
between SCBBO and the seven BBO variants, we plot the
convergence curves and boxplots of them on different bench-
mark functions. As shown in FIGURE 11, SCBBO has the
fastest convergence speed on all functions, and it is not easy
to fall into the local optima. On f1, 2, f4, 6,11 and 22,
SCBBO'’s convergence speed is faster than other algorithms
at the beginning of iteration. When the iteration enters the
middle, SCBBO rapidly converges to the optimal value, and
the number of iterations is at least 1000 times less than other
algorithms. Especially for functions f13, f14, f15, 18 and
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f19, the convergence curves of SCBBO are almost invisible.
From boxplots, SCBBO has excellent robustness and stable
search performance in the face of different high-dimensional
benchmark functions.

In summary, the overall performance of SCBBO is better
than that of PRBBO, BBOSB, TDBBO, WRBBO, HGBBO,
DCGBBO and FABBO. SCBBO has higher convergence
accuracy, faster convergence speed and better stability on
high-dimensional global optimization problems.

C. COMPARISON BETWEEN SCBBO AND OTHER EAs
To further verify the superiority of SCBBO for solving
high-dimensional global optimization problems, we compare
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TABLE 4. Details of seven BBO variants.

Year  Strategy Name Parameter Setting
BBO+Random ring topology mixed migration Lo

2017 PRBBO [10] I =FE =1, mmax = 0.005,¢ = 0.1, limit = 100
+Adaptive Powell method

. o I =FE =1,Mmaz = 0.05, perce = 20
2018  BBO+Brain storm optimization (BSO)+Greedy select BBOSB [59]
P’rep = 0.2,Pg = 0~6,Pone = 08,K = 25

BBO+Two-stage differential mechanism

2019 ) ) TDBBO [46] I=FE=1mma =001, p=0,0=1,¢=0.3
+Gaussian mutation
BBO+Random scale differential mutation

2019 WRBBO [54] [ =F =1,aq =rand®, = \/t/MaxIt
+Dynamic heuristic crossover+Elite storage
BBO+Hybrid migration+Global-best Gaussian

2020 ) ) ) HGBBO [53] I =FE =1 mpmaz = 0.02, mpyin, = 0.001, Bmaz = 13
mutation+Random opposite-based learning
BBO+Dynamic cross migration+dynamic Gaussian

2021 DCGBBO [60] I =FE =1,mmaz = 0.0, K = 10,a = 0.02
mutation+Trigger ablation rule hierarchical tissue P-system

2021  BBO+Firefly algorithm (FA) FABBO [30] I=E=1,v=01,K;=0,K, =1

it with seven state-of-the-art EAs proposed in the
past few years: GWO [27], WOA [65], SSA [66],
AEFA [67], AOA [68], ChOA [69], MPA [70]. Among
them, GWO, WOA, SSA and AEFA are highly cited
advanced algorithms in “Web of Science”, which are called
state-of-the-art algorithms. AOA, ChOA and MPA are the
novel algorithms proposed in the past two years, which
are suggested to solve high-dimensional global optimization
problems. Therefore, SCBBO can further verify its superior-
ity by comparing with these outstanding algorithms.

Then, eight algorithms search for optimization on
24 benchmark functions on 500 dimensions, and record the
optimal value searched when MFEs is reached. Similarly,
in order to avoid contingency, each algorithm independently
runs 50 times, and the mean and standard deviation of
50 times errors are used as evaluation indexes. TABLE 6
shows the rank-sum test results of eight algorithms, in which
the best results are shown in bold.

From TABLE 6, SCBBO still has the best overall per-
formance among the eight evolutionary algorithms, with the
minimum mean value obtained on 21 functions and zero error
on 20 functions. WOA converges to the theoretical optimal
value on eight benchmark functions (8, f9, f12 — f14, f17
and f'19), which is consistent with the results of SCBBO,
while the results on the remaining functions are inferior to
SCBBO. ChOA converges to the theoretical optimal value
only on f12, but the mean and standard deviation of the
remaining 23 functions are greater than SCBBO. Then, GWO
gets better results than SCBBO on f20, and the same results
on the other five functions (f12 — f14, f23 and f24), but
worse results on the remaining 18 functions. However, the
mean and standard deviation of all functions obtained by
AEFA and AOA are inferior to SCBBO. In contrast, SSA
and MPA are more competitive. The results obtained by
SSA on three functions (f20,f21 and f24) are the best
among the eight algorithms. The results of MPA are better
than SCBBO on three functions (f20,f21 and f24) and
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identical to SCBBO on eight functions (f9,f10,f12 —
14,117, 19 and f23). So, although these advanced algo-
rithms show excellent performance on low-dimensional
problems, their performance significantly decreases when
solving high-dimensional optimization problems. On the
contrary, even when D = 500, SCBBO converges precisely
to the theoretical optimal value on 19 functions. A careful
comparison between TABLE 5 and TABLE 6 shows that the
convergence results of SCBBO on 200 dimensions are almost
the same as on 500 dimensions. Therefore, the improvement
strategies in this paper makes BBO suitable for high-
dimensional optimization environment, and the algorithm
performance has good ductility.

For a better evalution of SCBBO and the compared
algorithms, FIGURE 12 shows convergence curves of the
eight algorithms on different functions. It can be observed that
SCBBO algorithm converges much faster than other EAs on
different benchmark functions, saving at least 800 iterations
and not falling into the local optima. Especially for functions
f15,f18 and f23, SCBBO converges rapidly and the
convergence curve is almost invisible. Then, the convergence
curve of WOA on f7 is unstable, while SCBBO maintains
a smooth convergence cruve. This is because the greedy
selection ensures that the population does not degenerate, but
always converges towards the optimal solution. Therefore,
even compared with the advanced evolutionary algorithms,
the algorithm proposed in this paper also shows the optimal
search performance and stability.

In a word, on high-dimensional global optimization
problems, the performance of SCBBO is significantly better
than that of GWO, WOA, SSA, AEFA, AOA, ChOA and
MPA in both solution quality and convergence speed.

D. PERFORMANCE COMPARISON OF SCBBO ON
DIFFERENT HIGH DIMENSIONS

With the rapid development of the present society, the practi-
cal problems in life have higher and higher requirements
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FIGURE 11. Convergence curves and boxplots of scbbo and seven bbo variants on different benchmark functions with d = 200.

for algorithms. An algorithm should converge quickly and be
able to solve high dimensional problems. To further analyze
and compare the performance of the proposed SCBBO on
high-dimensional global optimization problems, SCBBO is
optimized in the high-dimensional environment of D = 1000,
D =2000, D = 5000 and D = 10000, respectively. Similarly,
to avoid contingency, the algorithm runs 50 times on each
benchmark function, and the mean and standard deviation
of the 50 errors are recorded. As shown in TABLE 7,
to facilitate comparison, the results obtained by SCBBO on
500 dimensions are also included.

VOLUME 10, 2022

From TABLE 7, SCBBO can still converge precisely on
10000 dimensions, and the error obtained on 19 benchmark
functions are 0. Except for the multi-modal function {24,
the solution accuracy of SCBBO is basically unchanged on
different high dimensions. Furthermore, FIGURE 13 shows
the convergence curves of SCBBO on some benchmark
functions with different dimensions. It can be seen that
with the increase of dimensions, the convergence curves of
SCBBO are basically the same. Therefore, the algorithm
proposed in this paper has powerful searching ability, and
its performance is basically not affected by dimensions,
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FIGURE 12. Convergence curves of SCBBO and other seven EAs on different benchmark functions with D = 500.

which can effectively solve the high-dimensional global
optimization problems.

VII. APPLICATION OF SCBBO ON ENGINEERING

DESIGN PROBLEMS

This dection further verifies the effectiveness and advance-
ment of SCBBO by solving three constrained real
optimization problems in engineering design (pressure vessel
design, tension/compression spring design and welded beam
design). These engineering design problems have been
extensively studied and solved in many literatures, so we
selected the methods and research results in the past few years
for comparison to better clarify the performance of SCBBO.
In SCBBO, the population size NP is 50, and the maximum
number of iterations Maxlt only needs 100.

A. PRESSURE VESSEL DESIGN

The goal of the pressure vessel design problem is to minimize
the cost of fabrication (pairing, molding and welding). The
design of the pressure vessel is shown in FIGURE 14. Both
ends of the pressure vessel are capped with a cap, and
the cap at one end of the head is hemispherical. L is the
section length of the cylinder part without considering the
head, R is the inner wall radius of the cylinder part, T
and T, are the wall thickness of the cylinder part and the
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head respectively. Therefore, L, R, T; and T}, are the four
optimization variables for the pressure vessel design problem.
The objective function and four optimization constraints of
the problem are expressed as follows:

X = [x1,x2, x3, x4] = [Ts, Th, R, L]
Minimize f(X) = 0.6224 x1x3x4+

1.7781 xox3 + 3.1661 x7x4 + 19.84 x7x3
S.t.g1(X) = —x; +0.0193x3 <0

g(X) = —x +0.00954 x3 < 0

g3(X) = —mx3xs — 4mx3 /3 + 1296000 < 0
g4(X)=x4-240<0

Where 0 < x; <100,i =1, 2;

10 <x; <200,i=3,4

(23)

We apply SCBBO to solve pressure vessel design problem,
and compare its results with 16 excellent algorithms proposed
in the past decade, as shown in TABLE 8. As can be seen from
TABLE 8, the results obtained by SCBBO in pressure vessel

design are superior to other comparison algorithms, and the
cost is minimal.

B. TENSION/COMPRESSION SPRING DESIGN

Spring is an important part in industrial production, and
there are many factors that affect the structural performance
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of it. As shown in FIGURE 15, the design problem of the
tension/compression spring is to minimize the weight of the
spring while meeting the constraints of minimum deflection,
vibration frequency, and shear stress. The problem consists
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FIGURE 13. Convergence curves of SCBBO with D = 500, 1000, 2000, 5000 and 10000 on some benchmark functions.

FIGURE 14. Schematic view of pressure vessel design problem.

of three continuous decision variables: the wire diameter (d),
the mean coil diameter (D) and the number of active coils
(P). Through the relationship between design parameters and
performance of spring, the following mathematical model can
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TABLE 8. The experimental results of SCBBO and other algorithms for pressure vessel design problem.

Time

Algorithm

Optimal values for variables

Optimal cost

T, Th R L
2012 CGDA 0.8125 0.4375 42.0975 176.6484 6059.8391
2013 BA 0.8125 0.4375 42.0984 179.6366 6059.7143
2013 UABC 0.8125 0.4375 42098446 176.636596 6059.714335
2014 GWO 0.8125 0.4345 42.089181 176.758731 6051.5639
2015 AFA 0.8125 0.4375 42.0984 176.6366 6059.7143
2015 MFO 0.8125 0.4375 42.098445 176.636596 6059.7143
2016 SCA 0.817577 0.417932 41.74939 183.5727 6137.3724
2016 WOA 0.8125 0.4375 420982699 176.638998 6059.7410
2017 TEO 0.8125 0.4325 42.0984 173.6366 6059.71
2018 EEGWO 13.09291 6.792196 42.09758 176.6495 6059.8704
2019 ISCA [48] 12.96419 7.150134 42.09829 176.6392 6059.7489
2019 L-SHADE 1.7913 0.6373 61.4220 29.4625 10502.06
2019 HGSO [71] 1272354 0.624693 65.46899 10 7433.4480
2021 -GWO [72] 0.779031 0.385501 40.36313 199.4017 5888.3400
2021 RSO [73] 0.775967 0.383127 40.313297 200.00000 5878.5395
2021 AVOA [74] 0.778954 0.3850374 40360312 199.434299 5886.676593
(this work) SCBBO 0.7885488 0.3910279 40.84456 192.8193 5859.3088

FIGURE 15. Schematic view of tension/compression spring design problem.

TABLE 9. The experimental results of SCBBO and other algorithms for tension/compression spring design problem.

Time

Algorithm

Optimal values for variables

Optimal cost

d D P
2012 CGDA 0.0516925 0.3568108 11.2835059 0.012665
2013 BA 0.05169 0.35673 11.2885 0.0126652
2013 UABC 0.051691 0.356769 11.285988 0.012665
2014 GWO 0.05169 0.356737 11.28885 0.012666
2015 AFA 0.051667 0.356198 11.319561 0.0126653
2015 MFO 0.051994457 0.36410932 10.868421862 0.0126669
2016 SCA 0.05078 0.334779 12.72269 0.0127097
2016 WOA 0.051207 0.345215 12.54854 0.0126763
2017 TEO 0.051775 0.358792 11.168390 0.012665
2018 EEGWO 0.051673 0.35634 11.3113 0.012665
2019 ISCA [48] 0.0520217 0.364768 10.8323 0.012667
2019 L-SHADE 0.0839 0.93420 4.50460 0.04275
2019 HHO 0.0570 0.4991 6.2180 0.01281
2021 RSO [73] 0.051075 0.341987 12.0667 0.012655697
2021 AVOA [74] 0.051669833 0.356255347 11.316126 0.012665240
2022 HBA [75] 0.0506 0.3552 11.373 0.01207
(this work) SCBBO 0.0522106 0.369395 10.763 0.009765
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FIGURE 16. Schematic view of welded beam design problem.
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TABLE 10. The experimental results of SCBBO and other algorithms for welded beam design problem.

Optimal values for variables

Time Algorithm 7 7 p 5 Optimal cost
2008 DEDS 0.2444 6.2175 8.2915 0.2444 2.3810
2009 EMEA 0.2443 6.2201 8.2940 0.2444 2.3816
2012 KH 0.150197 5.31408 9.045851 0.205745 1.861801
2014 ISA 0.2443 6.2199 8.2915 0.2443 2.3812
2016 GWO 0.205409 3.478839 9.035941 0.205774 1.725700
2016 WOA 0.189953 3.99627 8.71047 0.227041 1.871528
2016 EHO 0.4834 2.4950 4.4538 0.8488 2.3234
2018 MTSA 0.24415742 6.22306595 8.29555011 0.24440474 238241101
2019 ISCA [48] 0.24415742 6.2178 8.2919 0.24437 2.3810
2019 HGSO [71] 0.2054 3.4476 9.0269 0.2060 1.7260
2019 L-SHADE 0.4819 3.2140 5.4763 0.5753 3.43372
2019 HHO 0.1961 3.7449 9.0061 0.2071 1.75163
2021 I-GWO [72] 0.20573 3.47049 9.036624 0.20573 1.724853
2021 RSO [73] 0.205397 3.465789 9.034571 0.201097 1.722789
2021 AVOA [74] 0.205730 3.470474 9.036621 0.205730 1.724852
2022 HBA [75] 0.2057 3.4704 9.0366 0.2057 1.72451
(this work) SCBBO 0.205398 3.258989 9.038399 0.205801 1.696157
be obtained: in beam (o), deflection of beam end (§) and buckling load of
bar (Pp). The mathematical model of welding beam design is
X = [x17x27x3] = [d,D,P] as fOHOWS:
Minimize f(X) = (x3 + 2) xzx%
3
X5X3 X =[x1,x2,x3,x4]=1[h, L, ¢, b]
StgiX)=1-—2-— < o )
T1785x; Minimize f(X)=1.10471 x;x>
o) 4x3 — x1x2 N 1 “0 10.04811 x374 - (14.0 + x2)
2 = <
12566 (xox; —x7) ~ 5108x7 — 1 St.g1(X)=1(X) — Tmax < 0
140.45 x
gGX)=1-—>""1 <0 £ =0(X) — Omax <0
243 83(X)=8(X) — Smax < 0
X1 +x2
g(X) = 15 -1=<0 g4(X)=x1 —x4 <0
Where 0.05 < x; <2,0.25 <xy <1.3,2 <x3 < 15. g5(X)=P—-P.(X) <0
(24) g6(X)=0.125—-x; <0

The objective function in Eq. (24) is a typical multi-
variable constrained optimization problem. In order to obtain
better spring design parameters, many scholars applied the
improved EAs to this engineering optimization problem.
To illustrate the design effect of SCBBO, 16 outstanding
algorithms of nearly ten years are also applied to the
objective function and the optimization results are compared.
The spring design parameters and objective function results
obtained by each algorithm are shown in TABLE 9. As can
be seen, the results obtained by SCBBO in the design of
tension/compression spring are better than other EAs, and the
spring weight is the minimum.

C. WELDING BEAM DESIGN

The goal of the welding beam design problem is to obtain the
minimum manufacturing cost. As shown in FIGURE 16, four
design variables of welded beam need to be optimized: the
thickness of weld (%), length of attached part of bar (/), height
of bar (7), and the thickness of bar (b). While optimizing the
design variables, ensure that the seven constraints are not
violated. These constraints are shear stress (7), bending stress

VOLUME 10, 2022

g7(X)=1.10471 x?
+0.04811 x3x4 - (14.0+x2) —0.5<0
Where 0.1 < x1,x <2,0.1 < x3,x4 < 10.

z(z)=\/ (T + () + (/") /\/0.25 (2 + (h+1)?)
6,000 . 504,000 65, 856, 000
v T T (30 x 106) br3’
6,00014+0.51),/0.25 (12 + (h + 1))
~2[0.707 ki (12/12 4 0.25(h + 12)]
P.(¥)=64, 746.022(1 — 0.0282346 1)ib°>

/

()=

(25)

SCBBO is applied to solve the welding beam design
problem and compared with 16 optimization algorithms.
as shown in TABLE 10, SCBBO has the best optimization
result, and the results of GWO, HGSO, I-GWO, RSO, AVOA
and HBA are similar to SCBBO.

In conclusion, SCBBO achieves better optimization results
than other EAs on three complex engineering design
optimization problems. Therefore, SCBBO can be widely
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used in constrained optimization problems and is an advanced
algorithm worthy of being popularized and adopted.

VIIl. CONCLUSION
In order to improve the performance of BBO for high-
dimensional global optimization functions, this paper pro-
poses a new BBO variant based on sine cosine algorithm
and dual learning strategy, named SCBBO. The uniqueness
and innovation of this paper can be summarized as follows:
(a). This paper uses Latin hypercube sampling method to
generate initial population, which improves ergodicity of
population distribution. At the same time, the shortcomings
of the position updating formula of SCA are analyzed.
Then the nonlinear transformation parameters and inertia
weight adjusting factor are designed, which are combined
with the original BBO’s migration operator to obtain a
hybrid migration operator that adjusts the search state
with the iterations. (b). By combining Laplacian random
number and Gaussian random number, a dynamic hybrid
mutation operator is obtained, and the dual learning strategy
is integrated into BBO, which effectively balances the
exploration and exploitation of the algorithm and helps it
improve the convergence speed and accuracy. (¢). A sequence
convergence model is established to prove that SCBBO
has global convergence, and the computational complexity
of SCBBO is analyzed by comparing with the original
BBO. (d). 24 benchmark functions are used for comparative
simulation experiments, and the results prove that the ability
of SCBBO to solve global optimization problems can
reach 10000 dimensions. In engineering design optimization
problems, SCBBO can obtain better design parameters,
which shows that SCBBO has higher practical application
value.

In the future work, SCBBO can be combined with more
complex optimization problems in other fields, such as image
processing, neural networks, support vector machines, etc.
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