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ABSTRACT We present a unified system model and framework for the analytical performance study of
two heterogeneous and physically-distinct, but coexisting, networks that work harmoniously at the same
time, space, and frequency domains. The two-tier network model considered in this paper is an overlaying
of femtocells on a macrocell. Overlaying femtocells improves the performance by offloading traffic from
macrocells and providing spatial diversity. The mmWave channel model employed considers the number of
clusters and rays within each cluster to vary due to the end-user mobility. This is a new and different model
compared to the widely used channel models for mmWave two-tier networks. Optimal power control is
formulated as a sum-rate maximization problem for downlink and uplink transmissions at two-tier networks
and a power allocation scheme is proposed by following Shannon-Hartley theorem. A comprehensive and
interesting performance investigation is provided, where it is shown that the upper bound on the number
of admitted secondary users has a linear relationship with the outage probability threshold, logarithmic
relationship with SINR and exponential relationship with channel gain factors. Simulation results show that
the proposed scheme with sub-channel iterative Lagrange multipliers search algorithm is very effective at
managing the cross-tier interference and can outperform a competitive scheme from literature that is based
on cognitive radio technology. The computational complexity analysis of proposed algorithms are also given,
since the complexity of second algorithm can be a performance-complexity trade-off issue for systems with
limited computation power and time requirements.

INDEX TERMS Mobile mmwave channel model, optimal power control, optimal spectrum sensing,
mmwave two-tier networks.

I. INTRODUCTION
The fifth-generation (5G) networks and the internet of
things (IoT) promise to transform our lives. They will connect
billions of devices and enable everything from driver-less
cars to smart-homes, offices, cities, and the world. In order
to enable these applications, much faster and more reliable
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communications are needed compared to the current fourth
generation (4G) networks. It is envisioned that a 100x
increase in area capacity compared to long-term evolu-
tion (LTE) networks will be required in 5G [1]. Multi-tier
networks that overlay each other with heterogeneous radio
technologies and physical properties are a promising tech-
nology that can minimize coverage gaps, provide spatial
diversity gain and support the ultra-high data traffic demand
of hot-spots in future mmWave Systems [2]. A popular
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example of multi-tier networks is the two-tier Macro-
Femtocell networks [3]–[5].

It is shown that while designing such a multi-tier network,
the co-channel operation of macrocells and femtocells can
result in inter-tier interference that may worsen the perfor-
mance if appropriate interference cancellation techniques are
not employed [6], [7]. One of the basic solutions to mitigate
interference in a two-tier network is by defining one tier to
consist of macro users (MUs), also called as primary users
(PUs), and the other to consist femto users (FUs), also called
as secondary users (SUs), who have cognitive potential to
detect unoccupied channels [8], [9]. In [10], a spectrum split
up method is utilized to reduce the cross-tier interference
between macrocell and femtocell networks, named as frac-
tional frequency reuse (FFR) method. FFR can be achieved
by dividing up the entire available spectrum into multiple
sub-bands and putting a constraint on access over the femto-
cell networks to achieve interference coordination [11]–[14].

A popular technique to provide better network coverage
and data transmission reliability is to employ large-scale
antenna arrays (LSAA) to achieve strong directional beam-
forming gain that can avoid interference signals between
geographically distributed users in mobile mmWave mas-
sive MIMO [15]. Although prior channel state informa-
tion (CSI) at the transmitter is an important factor in
the implementation, the increased dimensionality of chan-
nel matrices due to LSAA at the transmitter causes
unacceptably large beam training overhead, serious pilot
contamination in massive MIMO and higher computational
complexity [16]. The authors in [17]–[22] presented the
path-loss model and MIMO channel model for line-of-sight
(LoS) and non-LoS (NLoS) case studies, and characterized
angular-spread models for intracluster (multipath component
distribution) and intercluster (cluster distribution) evolving
across a LSAAwith the Laplacian and Gaussian distributions
at millimetre-length electromagnetic waves.

In [23], a full-duplexing (FD) based interference align-
ment (IA) algorithm for small cell network operation
has been proposed that can significantly improve the
spectral efficiency (SE). Minimize spectrum consump-
tion clustering (MSCC) and minimize interference leakage
clustering (MILC) schemes are employed for IA to mitigate
inter- and intra-cluster interferences. A Zadoff-Chu (ZC)
sequence based scheme that is feasible even for ultra-dense
networks (UDN) and massive MIMO settings was presented
in [24] for signal spreading in conjunction with the proposed
α − η − k − µ fading model.
In [24], [25] interference mitigation scenarios to deal

with various challenges such as doppler shift, blockage
effect, power of the scattered waves and non-linearity of
the space are studied. Doppler shifts in terms of angle
of arrivals (AoAs) and angle of departures (AoDs) of the
signal were compensated under beamforming network to
develop a quasi time-invariant mmWave MIMO channel
similar to [28]–[35]. Besides interference mitigation, radio
resource management plays a crucial role in achieving high

performance in next generation networks [36]. [37]–[41] con-
sidered Lagrangian dual decomposition technique in orthog-
onal frequency division multiple access (OFDMA)-based
femtocell heterogeneous networks (HetNets) to design vari-
ous optimization problems on power allocation, subchannel
assignment, user association, load balancing and spectrum
sharing subject to delay-sensitive (DS) and delay-tolerant
(DT) constraints.

The work in [42] utilized mmWave FBSs to optimize the
network throughput and microwave MBSs to improve energy
efficiency (EE). Compared to the presented data-aided (DA)
estimator for multicell decoupled two-tier femtocell networks
in [43], [44] studied downlink (DL) and uplink (UL) decou-
pling (DUDe) in HetNets and presented significantly better
performance. For the data-driven decision making in two-tier
self-organizing networks (SONs), machine learning is con-
sidered in [45], where Distributed Cooperative Q-Learning
(DCQL) scheme is used for power allocation in densely
deployed femtocells and demonstrated much improved EE.

Further [46] proposed a deep reinforcement learning (RL)
based scheme to manage the DL interference and signifi-
cantly improved the system capacity. In [47], authors inves-
tigated coverage probability over Rician fading channels by
considering Marcum Q-function for unmanned aerial vehi-
cles (UAVs) assisted femtocell networks and validated its
energy-efficient solution. Licensed assisted access (LAA)
based small cell networks have been proposed in [48] to
maximize the network throughput while FBSs share licensed
and unlicensed channels with MBSs and Wi-Fi, respec-
tively, where closed form expressions are established with
the exchange of Lagrangian parameters through joint power
and channel allocations. Other interesting research work on
dragonfly, ant lion, modified firefly and ABC optimization
algorithms are provided by [49]–[51].

Despite these interesting researches, the channel model
considered in the aforementioned studies assumes the number
of clusters and rays within each cluster to be fixed [54], [55].
However, in mobile mmWave massive MIMO based commu-
nications, the number of clusters and rays within each cluster
varies due to user mobility [52]. In case the mmWave channel
is not accurately modeled and appropriate signal processing
is performed at the receiver, the received signal’s quality may
be significantly degraded, resulting in unreliable and slow
communications. To address these open issues, in this paper
we consider a novel channel model that has not been studied
for mmWave two-tier networks before and propose optimal
power control schemes for mobile mmWave massive MIMO
based two-tier networks. The contributions of this paper are
listed as follows:
• A closed-form mathematical expression for a novel
channel model at mmWave two-tier networks is for-
mulized, where the variable number of clusters and rays
within each cluster is modeled by well-known probabil-
ity distributions.

• An optimal power control scheme that employs a
multi-channel iterative lower-bound coefficients search
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algorithm is proposed to jointly maximize the sum-rate
of DL andUL transmissions at mobilemmWave two-tier
networks. Two lemmas are given and proved to obtain
the optimal power allocation solution. Lemma 1 is used
to transform the non-convex power allocation problem
into its convex approximation and lemma 2 is given to
prove that the transformed problem is strictly convex
over given channel pairs.

The rest of the paper is organized as follows. In Section II,
we present a system model considering co-existence scenario
with FBSs deployment at MBS cell edge area in order to
improve the network’s quality of service (QoS) and formulate
an optimization problem by following Shannon–Hartley the-
orem to maximize capacity for both UL and DL subject to the
power constraints. To solve the issue of power regulation for
the dense deployment of femtocells, new analytical deriva-
tions are provided along with a few properties in the form of
lemmas in Section III. Then, two computationally tractable
algorithms focusing on a large number of sub-channels and
the iterative water-filling method are applied along with com-
parative complexity analysis. Simulation results are presented
in Section IV. The paper is concluded with some remarks in
Section V.

TABLE 1. The notations of main network parameters.

II. SYSTEM MODEL
We assume a cellular network comprising super high fre-
quency (SHF) macro base station (MBS) and mmWave femto
base stations (FBSs). The UL and DL characteristics of
a two-tier HetNet have been investigated. The MBS oper-
ates on the sub-6 GHz frequency band and the FBSs are

deployed along the cell edge area, see Figure 1. FBS assists
in improving the system capacity and also provides secondary
network coverage service, i.e., as a backup coverage toMBSs,
by jointly sharing sub-6GHz and mmWave bands. Femto-
cells underlaid macrocell network with joint operation at
sub-6GHz and mm-wave bands play a key role to avoid
outage and open up new opportunities to enable beyond
fifth-generation (B5G) networks for the industrial internet of
things (IIoT). At the same time, this type of operation may
cause severe co- and cross-tier interferences, hence, there is
a need for well interference management [24].

MBSs are deployed as a homogeneous poisson point pro-
cess (HPPP) with intensity %m ∈ R2. The cell edges are
modeled as a PPP with intensity %e ∈ [0, 2π ] × R+. The
deployment of FBSs along the cell edge side is assumed to be
a PPP with intensity %f ∈ R+. If the distance between a user
and an accessible nearby LOS MBS is denoted by dml , then
this notation changes to dmn for the NLOSMBS located at the
closed proximity. Likewise, dfl and dfn are the notations used
to denote the distance from a user to a LOS FBS or a NLOS
FBS, respectively, located at the closed proximity. Therefore,
the distributions of dml , dmn, dfl and dfn for y as the location
of the user at the associated BS can be expressed by [53]

fdml (y) = 2π%mye−π%my
2
, y < rm, (1)

fdmn (y) = 2π%mye−π%m(y
2
−r2m), y > rm, (2)

fdfl (y) = 2%f e−2%f y, (3)

fdfn (y) = 2π%eFdfn (y)

2%f y ∫ y

0

e
−2%f

√
y2−r2f√

y2 − r2f
drf

 , (4)

where rm denotes macrocell LOS radius; and rf denotes
femtocell LOS radius; Fdfn (y) denotes cumulative distribution
function (CDF) and can be expressed by

Fdfn (y) = e
2π%e

y− ∫ y

0
e
−2%f

√
y2−r2f drf


. (5)

Let symbol x to indicate the network entity that facilitates the
communication service to a given user, where x = f if the
user is connected to a FBS and x = m if the user is connected
to a MBS. Then, path-loss between k th BS and ith UE on
nth sub-band can be expressed as below,

4x
n,i,k = ξd

α
n,i,k , (6)

where ξ indicates path-loss gain at a reference distance
an,i,k,t = 1; dn,i,k =

√
a2n,i,k,t + b

2
n,i,k,t denotes the three

dimensional (3D) distance between k th BS and ith UE on
nth sub-band at t time instant; an,i,k,t denotes the distance
between k th BS and ith UE on nth sub-band at t time instant;
bn,i,k,t is used to denote absolute antenna height difference
between k th BS and ith UE on nth sub-band at t time instant;
α is assumed for path-loss exponent which characterizes the
LOS and NLOS path-loss exponents and can be expressed as
follows: α , ςdn,i,k ᾰ + [1 − ςdn,i,k ]α̂ where ς ∈ {1, 0} is
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a Bernoulli random variable and it is becoming 1 if there is
non-existence of NLOS components else 0; ᾰ and α̂ are rep-
resenting LOS and NLOS path-loss exponents, respectively,
of a BS.

In this system model, suppose each transmission link con-
sists of Z clusters regardless of MBS or FBS scattering paths.
We also assume that there is Y rays between transmitter and
receiver for the number of clusters z ≤ Z [52]. Therefore, the
channel matrix belongs to each link can be expressed as,

H x
n,i,k =

Z (t)∑
z=1

YZ (t)∑
y=1

hxzyF
x
Rx (θ

x
Rx ,zy)v

x
Rx (θ

x
Rx ,zy)F

x
Tx (θ

x
Tx ,zy)

× vx
?

Tx (θ
x
Tx ,zy), (7)

where Z (t) ∼ max{Poisson(ζ ), 1}, [52, refer to (6)] and
YZ (t) ∼ D(1,Z ) [52, refer to (11)] such properties of
the mmWave channel are discussed in [54] and [55] and
studied in [52]; vxRx and vxTx are used to denote 3D spatial
response vector for the equipped antennas at the transmitter
and receiver; vx

?

Tx represents complex conjugate of spatial
response vector vxTx ; F

x
Rx and FxTx denote field factors that

cause antenna gain in the channel computation; θxRx ,zy and
θxTx ,zy represent horizontal AoA and horizontal AoD related
to each ray that associated to each of Z clusters; hxzy denotes
multi-path channel fading of Rician type and can be expressed
by

hxzy =

√
mzyK
K + 1

[hxzy]d +
√

mzy
K + 1

[hxzy]s, (8)

where mzy denotes the average channel gain at nth sub-band
for the channel fading function related to baseband signal
and mzy = E{|hxzy(n)|2}; K indicates Rician shape parameter;
[hxzy]d and [h

x
zy]s are considered for direct- and scattered-paths

of the desired transmission link and they can be expressed as
follows:

[hxzy]d = exp(−jfx
n,i,k ) (9)

[hxzy]s =
1
ATx

ATx∑
l=1

exp (2π f̂dmTs − jζ ), m = {1, 2, · · · ,M},

(10)

where fx
n,i,k is an arbitrary numerical value during the com-

putation and it is dependent only on the distance between ith

UE and k th BS; ATx denotes number of equipped transmit
antennas at the transmitter and the baseband signal is sup-
posed to be modulated with the sampling period Ts keeping
M symbols in a single data frame; ζ is an arbitrary phase
shift that uniformly distributed over [0, 2π ], f̂d = E{fd } be
the expected value of Doppler frequency shift due to velocity
v in which E{.} is the statistical expectation operator and
fd =

fcv
c cosφ where φ is uniformly distributed over [−ω2 ,

ω
2 ];

fc denotes carrier frequency; c stand for velocity of light.
The contribution of beamforming gain in the received sig-

nal strength (RSS) from a BS to a UE can be estimated by

[Gxn,i,k ]d = |B
x
TxH

x
n,i,k (B

x
Rx )

T
|
2, (11)

where BxTx and (BxRx )
T denote beamforming vector at the Tx

and transpose of beamforming vector at the Rx .
[56] presents a heterogeneous network with a MBS posi-

tioned at the centre and and 4 FBSs positioned under the
network coverage of MBS at the cell edge area, particu-
larly located at (2, 2), (−2, 2), (−2,−2), (2,−2). The total
number of MUs denoted by NMU is randomly positioned
under the network coverage area of MBS. A co-existence
scenario where a large number of femtocells implanted at
cell edge area of macrocell network but this consideration
is not much useful to achieve the objective due to involving
of interference effect. Figure 1 deals with a network where
FBSs are deployed under the network coverage of MBS and
use the same band of frequency with macrocell. This work
exclusively focus on the analysis of UL/DL transmissions
alongside a bit discussion of UL/DL transmissions.

Here, the two-tier network based on OFDMA technique
incorporatesNM number ofMBSs andNF number of FBSs in
a cell. The assigned BW at edge area of the network coverage
of MBS is divided up into three sub-bands by employing the
FFRmethod [57,58]. One sub-band can incorporate a number
of sub-channels denoted by NSC and they are accessible to
facilitate the users positioned at the area near to the cell-centre
and the area belong to the cell edge by means of network
service.

Thus, SINR,1 denoted by γ xn,i,k , of a typical user positioned
at the middle taking the network service from the MBSs or
FBSs can be written as:

γ xn,i,k =
4x
n,i,k [G

x
n,i,k ]d

I xn,i,k + I
x ′
n,i,k + σ

2
n,i,k

, (12)

where

I fn,i,l =
∑NM

l=1,l 6=k
4m
n,i,l[G

m
n,i,l]I , ∀l ∈ {1, 2, . . . ,NM };

I f
′

n,i,j =
∑NM×NF

j=1
~nj 4

f
n,i,j[G

f
n,i,j]I , ∀j ∈ {1, 2, . . . ,NF };

Imn,i,l =
∑NM

l=1
4m
n,i,l[G

m
n,i,l]I , ∀l ∈ {1, 2, . . . ,NM };

Im
′

n,i,j =
∑NM×NF

j=1,j 6=k
~nj 4

f
n,i,j[G

f
n,i,j]I , ∀j ∈ {1, 2, . . . ,NF };

I xn,i,k and I x
′

n,i,k are denoted as co-tier and cross-tier interfer-
ences respectively, where 4x

n,i,l and [Gxn,i,k ]d , used to define
transmit power and beamforming gain of the desired sig-
nal respectively. ~nj ∈ {1, 0} assumes to be 1 if nth sub-
channel is allocated to FBS j, else 0. The co-tier interference
takes place among the network elements of the same types
(e.g., between adjacent femtocells) and the cross-tier interfer-
ence occurs among network elements that belong to different

1The probability density function (PDF) of SINR can be expressed as
below,

fPDF =
1

2
√
µγ̄ xn,i,k

(
exp

(
−

y
(1+
√
µ)γ̄ xn,i,k )

)
− exp

(
−

y
(1−
√
µ)γ̄ xn,i,k )

))
, y ≥ 0;

where µ denotes channel estimation error and γ̄ xn,i,k denotes average SINR.
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FIGURE 1. A millimeter-wave mobile broadband (MMB) network, where MBS acts as MMB base station and FBSs co-exist within the hexagon
network coverage with densely deployed IoT devices.

tiers (e.g., between a macrocell and a femtocell). They can
be used interchangeably based on whether x = f or x = m.
Additive White Gaussian noise (AWGN) is denoted for noise
power by σ 2

n,i,k .
Problem Formulation:
Case I (For x = m): The case where a user is connected

to a MBS. By following (12), the SINR of ith MU located at
k th MBS on nth sub-channel can be expressed as,

γ
m(DL)
n,i =

pn,kGn,i,k

Im(DL)n,i,k + I
m(DL)?
n,i,k + σ 2

n,i,k

. (13)

Likewise, the SINR at k th MBS for ith MUs on nth sub-
channel can be expressed as,

γ
m(UL)
n,k =

pn,iGn,i,k

Im(UL)n,i,k + I
m(UL)?
n,i,k + σ 2

n,i,k

. (14)

Based on Shannon Hartley capacity formula [59], the DL
and UL capacity for x = m can be written as,

CDL
MU =

NM∑
i=1

Nsc∑
n=1

9n,iB log2(1+ γ
m(DL)
n,i ). (15)

Let each MBS consists, b = NMU
NM

CUL
MBS =

NMU∑
k=1

Nsc∑
n=1

9n,kB log2(1+ γ
m(UL)
n,k ). (16)

Case II (For x = f ): The case where a user is connected
to a FBS. By following (12), the SINR of jth FU located at
l th FBS on nth sub-channel can be expressed as,

γ
f (DL)
n,j =

pn,lGn,j,l

I f (DL)n,j,l + I
f (DL)?
n,j,l + σ 2

n,j,l

. (17)

Likewise, the SINR at l th FBS for the FUs on nth sub-
channel can be expressed as,

γ
f (UL)
n,l =

pn,jGn,j,l

I f (UL)n,j,l + I
f (UL)?
n,j,l + σ 2

n,j,l

. (18)

Based on Shannon Hartley capacity formula, the DL and
UL capacity for x = f can be written as,

CDL
FU =

NF∑
j=1

Nsc∑
n=1

8n,jB log2(1+ γ
f (DL)
n,j ). (19)
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Let each FBS consists, d = NFU
NF

CUL
MBS =

NFU∑
l=1

Nsc∑
n=1

8n,lB log2(1+ γ
f (UL)
n,l ). (20)

Now, we formulate the capacity maximization problem for
the macro-femto heterogeneous networks as follows:

argmin
{9n,i,9n,k ,8n,j,8n,l ,pk ,pi,pl ,pj}

{CDL
MU + C

UL
MBS + C

DL
FU + C

UL
FBS},

(21)

Subject to:

γ
m(DL)
n,i ≥ γth1, γ

m(UL)
n,k ≥ γth1, ∀n ∈ Nsc,

i ∈ NM , k ∈ NMU , (21.a)

γ
f (DL)
n,j ≥ γth2, γ

f (UL)
n,l ≥ γth2, ∀n ∈ Nsc,

j ∈ NF , l ∈ NFU , (21.b)

9n,a +9n,a+1 ≥ 1, ∀n ∈ Nsc, a ∈ NM , (21.c)

9n,a +9n,a−1 ≥ 1, ∀n ∈ Nsc, a ∈ NM , (21.d)

9n,b +9n,b+1 ≤ 1, ∀n ∈ Nsc, b ∈
NMU
NM

, (21.e)

9n,b +9n,b−1 ≤ 1, ∀n ∈ Nsc, b ∈
NMU
NM

, (21.f )

8n,c +8n,c+1 ≥ 1, ∀n ∈ Nsc, c ∈ NF , (21.g)

8n,c +8n,c−1 ≥ 1, ∀n ∈ Nsc, c ∈ NF , (21.h)

8n,d +8n,d+1 ≤ 1, ∀n ∈ Nsc, d ∈
NFU
NF

, (21.i)

8n,d +8n,d−1 ≤ 1, ∀n ∈ Nsc, d ∈
NFU
NF

, (21.j)

Nsc∑
n=1

pn,a ≤ pmax1, ∀n ∈ Nsc, a ∈ NM , (21.k)

Nsc∑
n=1

pn,b ≤ pmax2, ∀n ∈ Nsc, b ∈
NMU
NM

, (21.l)

Nsc∑
n=1

pn,c ≤ pmax3, ∀n ∈ Nsc, c ∈ NF , (21.m)

Nsc∑
n=1

pn,d ≤ pmax4, ∀n ∈ Nsc, d ∈
NFU
NF

, (21.n)

where pmax1, pmax2, pmax3 and pmax4 are maximal powers of
an MBS, an MU, an FBS and an FU, respectively.

Given the capacity optimization problem, next section pro-
vides the analytical derivations for power control and two
search algorithms for the optimal solution, along with their
complexity analysis.

III. POWER REGULATION ON CHANNEL PAIRS
While femtocells are operated in close proximity for
high-density deployment scenarios, co-tier interference
becomes the main concern for the network performance
although the ideal channel allocation technique can ensure
controlled interference irrespective of co-tier or cross-tier to
satisfy the QoS requirements.

Suppose that fn1 and fn2 be the set of links between the
FBS and the FU can perform the operation of communication
on the channel pair n1 and n2. Similarly,ϕn1 andϕn2 assume to
be the set of links betweenMBS andMU on the same channel
pair. Now, achievable sum-rate on the given channel pair can
be expressed as follows,

R(pn,k , pn,i, pn,l, pn,j)

=

NM∑
i=1

NF∑
j=1

Nsc∑
n=1

log2(1+ γ
m(DL)
n,i )

+ log2(1+ γ
m(UL)
n,k )+ log2(1+ γ

f (DL)
n,j )

+ log2(1+ γ
f (UL)
n,l ). (22)

As sum-rate maximization maximizes the capacity in the
cognitive femtocell networks, hence, sum-rate maximiza-
tion problem employing power control can be expressed as
follows:

P1 : argmin
{pn,k ,pn,i,pn,l ,pn,j}

{E[R(pn,k , pn,i, pn,l, pn,j)]}, (23)

Subject to: n ∈ {n1, n2}, {i, k, j, l} ∈ {fn1 ∪ fn2 ∪ ϕn1 ∪

ϕn2} and power constraints (21k)-(21n); where E[] indicates
the expectation over the channel pair. γm(DL)n,i , γ

m(UL)
n,k , γ

f (DL)
n,j

and γ
f (UL)
n,l are provided by (13), (14), (17) and (18),

respectively. The sets fn1 ,fn2 , ϕn1 and ϕn2 are decided
by 9n,i, 9n,k ,8n,j,8n,l, respectively. Only the power con-
straints (21k)-(21n) parts are taken into account by assuming
the fulfilment of QoS needs with proper channel allocation.

The problem of selecting a set of cochannel users and allo-
cating power among them to maximize the weighted system
sum rate subject to a given power constraint is shown to be
a non-convex combinatorial problem [60-62]. Such problems
can be transformed into a convex problem by deriving the
tightest lower-bound of the logarithmic function of weighted
system sum rate [60-62]. Thus, the problem P1 given in (23)
is not a strictly convex problem due to the fact that (22)
is a non-concave function. Therefore, in order to achieve
universal optimum of P1, it is the necessary condition that
P1 should be a convex optimization problem.

In the following sections, we propose flexible power con-
trol scheme to obtain the solution over the channel pair.

A. FLEXIBLE POWER CONTROL SCHEME
For the proposed flexible power control scheme, we derive
and employ the concave property, i.e., tightest lower-bound
of log2(1 + u) for u ≥ 0, to get the optimal solu-
tion of non-convex problem P1. In this context, the below
lemma [60] is a useful lower-bound solution to transform the
P1 problem into a convex approximation.
Lemma 1: A lower bound inequality of the logarithmic

function is written by,

log2(1+ u) ≥ ψ log2 u+ φ, for u ≥ 0;
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where ψ and φ denote lower bound co-efficients and are
given by,

ψ =
u0

1+ u0
,

φ = log2(1+ u0)−
u0

1+ u0
log2 u0, for u0 ≥ 0.

However, ψ log2 u+ φ is very close to log2(1+ u) and the
lower bound is tight and equal to log2(1+ u) at u = u0. �
By Lemma 1, P1 can be extended to a new problem as

given below:

P2 : argmin
{pn,k ,pn,i,pn,l ,pn,j}

{E[R1(pn,k , pn,i, pn,l, pn,j)]},

Subject to: n ∈ {n1, n2}, {i, k, j, l}

∈ {fn1 ∪ fn2 ∪ ϕn1 ∪ ϕn2},

Power constraints (21k)-(21n), (24)

where R1(pk , pi, pl, pj) is given by (25), as shown at the bot-
tom of the page, inwhichψ [t]

n,i, ψ
[t]
n,k , ψ

[t]
n,j, ψ

[t]
n,l, φ

[t]
n,i, φ

[t]
n,k , φ

[t]
n,j,

φ
[t]
n,l , γ

m(DL)[t]
n,i , γm(UL)[t]n,k , γ f (DL)[t]n,j and γ f (UL)[t]n,l represent

lower bound co-efficients and DL/UL SINR corresponding
to nth sub-channel at t th iteration.
With the assumption of p̄n,k = log2(pn,k ), p̄n,i =

log2(pn,i), p̄n,l = log2(pn,l) and p̄n,j = log2(pn,j), R1(pn,k ,
pn,i, pn,l, pn,j) is re-expressed as a concave function in (26), as
shown at the bottom of the page. Then, we transform P2 into
a new problem P3 as follows:

P3 : argmin
{pn,k ,pn,i,pn,l ,pn,j}

{E[R2(p̄n,k , p̄n,i, p̄n,l, p̄n,j)]}, (27)

Subject to:
Nsc∑
n=1

pn,k ≤ pmax1, ∀n ∈ Nsc, k ∈ NM , (27.a)

Nsc∑
n=1

pn,i ≤ pmax2, ∀n ∈ Nsc, i ∈
NMU
NM

, (27.b)

Nsc∑
n=1

pn,l ≤ pmax3, ∀n ∈ Nsc, l ∈ NF , (27.c)

Nsc∑
n=1

pn,j ≤ pmax4, ∀n ∈ Nsc, j ∈
NFU
NF

, (27.d)

Lemma 2: The problem P3 is a strictly convex over given
channel pair.
Proof: In order to describe the local curvature of a function

of multiple variables with the help of Hessian matrix, we con-
sider s(x1, x2) = s(p̄n,k , p̄n,i) = log2(I

m(DL)
n,i,k + Im(DL)?n,i,k +

σ 2
n,i,k )+ log2(I

m(UL)
n,i,k + I

m(UL)?
n,i,k + σ 2

n,i,k ). If all second partial
derivatives of s exist and are continuous over the domain
of the function, then the Hessian matrix Hs of s is a square
2× 2 matrix and can be defined and arranged as follows:

Hs =


∂2s

∂x21

∂2s
∂x1x2

∂2s
∂x2x1

∂2s

∂x22

 =
[
s11 s12
s21 s22

]
.

By applying the Sylvesters criterion [63], the strict con-
cavity of s(x1, x2) can achieve on the space spanned by
(x1, x2) for s11 > 0 and s11s22 − s12s21 > 0. Likewise,

log2(I
f (DL)
n,j,l + I

f (DL)?
n,j,l +σ

2
n,j,l)+ log2(I

f (DL)
n,j,l + I

f (DL)?
n,j,l +σ

2
n,j,l)

is also a strictly concave function. Hence, (26) can be said
to be a strictly concave/convex by obeying the law given
in [64] which is any non-negatively weighted sum of concave
functions remains concave. Therefore, Lemma 2 follows. �
An optimization problem P3 with constraints given in (27)

that describe the boundary of the region can solve by applying
the method of Lagrange multipliers and the Lagrangian is
given by

L(p̃, λ1[t]n , λ2[t]n , λ3[t]n , λ[4[t]n )

= E[R2(p̄n,k , p̄n,i, p̄n,l, p̄n,j)]

±

Nsc∑
n=1

λ1[t]n (pn,k − pmax1)±
Nsc∑
n=1

λ2[t]n (pn,i − pmax2)

R1(pn,k , pn,i, pn,l, pn,j) ,
NM∑
i=1

NF∑
j=1

Nsc∑
n=1

{
ψ

[t]
n,i log2(γ

m(DL)[t]
n,i )+ φ[t]n,i + ψ

[t]
n,k log2(γ

m(UL)[t]
n,k )+ φ[t]n,k + ψ

[t]
n,j log2(γ

f (DL)[t]
n,j )

+φ
[t]
n,j + ψ

[t]
n,l log2(γ

f (UL)[t]
n,l )+ φ[t]n,l

}
. (25)

R2(p̄n,k , p̄n,i, p̄n,l, p̄n,j) =
NM∑
i=1

NF∑
j=1

Nsc∑
n=1

{
φ
[t]
n,i + ψ

[t]
n,i[p̄n,k + log2(G

[t]
n,i,k )− log2(I

m(DL)[t]
n,i,k + Im(DL)?[t]n,i,k + σ

2[t]
n,i,k )]

+φ
[t]
n,k + ψ

[t]
n,k [p̄n,i + log2(G

[t]
n,i,k )− log2(I

m(UL)[t]
n,i,k + Im(UL)?[t]n,i,k + σ

2[t]
n,i,k )]

+φ
[t]
n,j + ψ

[t]
n,j[p̄n,l + log2(G

[t]
n,j,l)− log2(I

f (DL)[t]
n,j,l + I f (DL)?[t]n,j,l + σ

2[t]
n,j,l)]

+φ
[t]
n,l + ψ

[t]
n,l[p̄n,j + log2(G

[t]
n,j,l)− log2(I

f (UL)[t]
n,j,l + I f (UL)?[t]n,j,l + σ

2[t]
n,j,l)]

}
(26)
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±

Nsc∑
n=1

λ3[t]n (pn,l − pmax3)±
Nsc∑
n=1

λ4[t]n (pn,j − pmax4), (28)

where p̃ = [p̄n,k , p̄n,i, p̄n,l, p̄n,j] denotes approximation vec-
tor; λ1[t]n , λ2[t]n , λ3[t]n , and λ4[t]n are Lagrange multipliers.2

The Lagrange function is

g(λ1[t]n , λ2[t]n , λ3[t]n , λ4[t]n )

= argmax
{p̄n,k ,p̄n,i,p̄n,l ,p̄n,j}

L(p̃, λ1[t]n , λ2[t]n , λ3[t]n , λ4[t]n ), (29)

and the Lagrange problem with fixed ψ [t] and φ[t] is

P5 : argmax
{λ

1[t]
n ,λ

2[t]
n ,λ

3[t]
n ,λ

4[t]
n }

g(λ1[t]n , λ2[t]n , λ3[t]n , λ4[t]n ), (30)

Subject to: λ1[t]n ≥ 0,3 λ
2[t]
n ≥ 0, λ

3[t]
n ≥ 0, λ

4[t]
n ≥

0, where ψ [t]
= [ψ [t]

n,i, ψ
[t]
n,k , ψ

[t]
n,j, ψ

[t]
n,l] and φ[t] =

[φ[t]n,i, φ
[t]
n,k , φ

[t]
n,j, φ

[t]
n,l] denotes approximation vectors.

By following the 1st -order necessary conditions of equal-
ity and inequality constrained problem, we derive the near
optimal stationary power points of (28) with respect to p̄n,k
keeping λ1[t]n fixed,

∂L
∂ p̄n,k

= 0
(a)
= ψ

[t]
n,i ± λ

1[t]
n pn,k loge 2, (31)

where (a) follows the property given in (32).

∂

∂ p̄n,k

(
2p̄n,k

)
= 2p̄n,k loge 2 = pn,k loge 2, (32)

where, p̄n,k = log2(pn,k ).

2The Lagrange multiplier is a real number, so it doesn’t matter if we
use ±λ for exact equality constraints but ‘+’ is the preferred sign for an
inequality constraint, r(p1, p2) ≤ 0.

3Lower bound property: If λ1[t]n � 0, then g(λ1[t]n , λ
2[t]
n , λ

3[t]
n ,

λ
4[t]
n ) ≤ p̃?

Proof: If p̃ is feasible and λ1[t]n � 0, then

E[R2(p̃)] ≥ L(p̃, λ1[t]n , λ
2[t]
n , λ

3[t]
n , λ

4[t]
n ) ≥ argmax{p̃} L(p̃, λ

1[t]
n , λ

2[t]
n ,

λ
3[t]
n , λ

4[t]
n ).

Hence, maximizing over all feasible p̃ implies g(λ1[t]n , λ
2[t]
n , λ

3[t]
n ,

λ
4[t]
n ) ≤ p̃?. �

Based on the expressions in (31), the following equations of
the near optimal stationary power points at iteration (t + 1)
hold, 

p[t+1]n,k =
ψ

[t]
n,i

λ
1[t]
n loge 2

,

p[t+1]n,i =
ψ

[t]
n,k

λ
2[t]
n loge 2

,

p[t+1]n,l =
ψ

[t]
n,j

λ
3[t]
n loge 2

,

p[t+1]n,j =
ψ

[t]
n,l

λ
4[t]
n loge 2

.

(33)

We propose multi-channel iterative lower-bound coeffi-
cients search (MC-ILBCS) algorithm in order to determine
the optimum lower-bound coefficients with the initialization
ψ [1]
= 1 and φ[1] = 0 to perform in high-SINR approxima-

tion, where ψ [t] and φ[t] denote the t th estimation for ψ and
φ, respectively.

FIGURE 2. The power plane illustration for two-users.

For a pair of users, (26) can be reformulated as in
(34), as shown at the bottom of the page, where p̃′ =
[p̄′n,k , p̄

′
n,i, p̄

′
n,l, p̄

′
n,j] and p̃′′ = [p̄′′n,k , p̄

′′
n,i, p̄

′′
n,l, p̄

′′
n,j] denote

approximation vectors; w = {w′,w′′} indicates set of weights
for data rates of the users; λ

′[t]
n = {λ

1′[t]
n , λ

2′[t]
n , λ

3′[t]
n , λ

4′[t]
n }

and λ
′′[t]
n = {λ

1′′[t]
n , λ

2′′[t]
n , λ

3′′[t]
n , λ

4′′[t]
n } represent set of

assigned Lagrange multipliers in the context of user-pair.

argmax
{p̃′,p̃′′}

[
E[w′R′2(p̃

′)]+ E[w′′R′′2(p̃
′′)]+

Nsc∑
n=1

λ1
′[t]
n (p′n,k − p

(′,max1))+
Nsc∑
n=1

λ2
′[t]
n (p′n,i − p

(′,max2))

+

Nsc∑
n=1

λ3
′[t]
n (p′n,l − p

(′,max3))+
Nsc∑
n=1

λ4
′[t]
n (p′n,j − p

(′,max4))+
Nsc∑
n=1

λ1
′′[t]
n (p′′n,k − p

(′′,max1))+
Nsc∑
n=1

λ2
′′[t]
n (p′′n,i − p

(′′,max2))

+

Nsc∑
n=1

λ3
′′[t]
n (p′′n,l − p

(′′,max3))+
Nsc∑
n=1

λ4
′′[t]
n (p′′n,j − p

(′′,max4))
]
, (34)
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Algorithm 1 Multi-Channel Iterative Lower-Bound Coeffi-
cients Search

1. Initialize t = 1, ψ [1]
= 1 and φ[1] = 0

2. Compute p̃ as the solution to the concave problem (28)
3. Update p[t+1]n,k , p[t+1]n,i , p[t+1]n,l and p[t+1]n,j according to
(33)
4. Compute γ [t] according to (13), (14), (17) and (18)
5. Update R(pn,k , pn,i, pn,l, pn,j) according to (22)
6. Update ψ [t+1] and φ[t+1] according to Lemma1
7. if γ [t+1]

− γ [t]
≤ δ then

8. Exit
9. else
10. t ← t + 1 and repeat step 2
11. end if

If (p(
′,wn),R(

′,wn)
2 , p(

′′,wn),R(
′′,wn)
2 ) denote optimum solution

for total powers and data rates corresponding to a particu-
lar λn and w, then optimum solution of the problem with
Lagrange Multipliers (λ′n, λ

′′
n) and weights (w1,w2) implies

that λ′np
′
+ λ′′np

′′ < λ′np
(′,w,λn) + λ′′np

(′′,w,λn) and w1R′2 +
w2R′′2 < w1R

(′,w,λn)
2 + w2R

(′′,w,λn)
2 .

We need to adjust λn and w in order to satisfy the
following constraints: p(

′,w,λn) = p(
′,max), p(

′′,w,λn) =

p(
′′,max),R(

′,w,λn)
2 ≥ R(

′,th)
2 and R(

′′,w,λn)
2 ≥ R(

′′,th)
2 , so that

weighted power sum and weighted data rate sum become
higher than any other tentative set of consideration either in
the colored triangle or rectangle region.

In the consideration of two optimum solutions such

as (p(
′,wa,λan),R

(′,wa,λan)
2 , p(

′′,wa,λan),R
(′′,wa,λan)
2 ) and (p(

′,wb,λbn),

R
(′,wb,λbn)
2 , p(

′′,wb,λbn),R
(′′,wb,λbn)
2 ) for (wa, λan) and (wb, λbn)

respectively, the optimum solution (p(
′,wa,λan), R

(′,wa,λan)
2 ,

p(
′′,wa,λan),R

(′′,wa,λan)
2 ) for (wa, λan) turns into the following

expression,

w′aR
(′,wb,λbn)
2 + w′′aR

(′′,wbλbn)
2 − λ(

′,a)
n p(

′,wb,λbn)

− λ(
′′,a)
n p(

′′,wb,λbn) ≤ w′aR
(′,wa,λan)
2 + w′′aR

(′′,waλan)
2

− λ(
′,a)
n p(

′,wa,λan) − λ(
′′,a)
n p(

′′,wa,λan), (35)

As the part of (35) is on the right certainly uti-
lize the condition that optimizes the Lagrangian for
(w′a, λ

(′,a)
n ,w′′a, λ

(′′,a)
n ), no other conditions corresponding to

(p(
′,wb,λbn),R

(′,wb,λbn)
2 , p(

′,wb,λbn),R
(′′,wb,λbn)
2 ) turn into a higher

value for the Lagrangian.
Based on the same statement, the optimum solution

(p(
′,wb,λbn),R

(′,wb,λbn)
2 , p(

′′,wb,λbn),R
(′′,wb,λbn)
2 ) for (wb, λbn) can

lead into the following expression,

w′bR
(′,wa,λan)
2 + w′′bR

(′′waλan)
2 − λ(

′,b)
n p(

′,wa,λan)

− λ(
′′,b)
n p(

′′,wa,λan) ≤ w′bR
(′,wb,λbn)
2 + w′′bR

(′′wbλbn)
2

−λ(
′,b)
n p(

′,wb,λbn) − λ(
′′,b)
n p(

′′,wb,λbn). (36)

By adding (35) and (36), we get

−(w′b − w
′
a)(R

(′,wb,λbn)
2 − R

(′,wa,λan)
2 )

− (w′′b − w
′′
a)(R

(′′,wb,λbn)
2 − R

(′′,wa,λan)
2 )

+ (λ(
′,b)
n − λ(

′,a)
n )(p(

′,wb,λbn) − p(
′,wa,λan))

+ (λ(
′′,b)
n − λ(

′′,a)
n )(p(

′′,wb,λbn) − p(
′′,wa,λan)) ≤ 0. (37)

Further, (37) for a pair of users can be re-expressed for
N -user as [

−(1w)T (1λn)T
] [1R
1p

]
≤ 0, (38)

where 1w = [1w′,1w′′ · · ·1wN ]T , 1λn = [1λ′n,1λ
′′
n · · ·

1λNn ]
T , 1R = [1R′,1R′′ · · ·1RN ]T , and 1p =

[1p′,1p′′ · · ·1pN ]T denote vectors for the corresponding
weights, Lagrange multipliers, data rates and powers.

Based on the condition of w and λn, (38) can be classified
into the following cases:

At fixed w, (1λn)T1p ≤ 0

∣∣∣∣
1w=0

, (39)

At fixed λn, (1w)T1R ≥ 0

∣∣∣∣
1λn=0

. (40)

(38) is a useful expression for establishing a operation to
determine w and λn that carry out the constraints. Due to
negative product of 1λn and 1p, 1λn for the required 1p
should be somewhere around the colored triangle plane on
the opposite side of the 1p vector. With the regulation of
λn by varying the 1λn vector, (39) promises with certainty
to achieve very near to (p

′,max , p
′′,max) provided that 1λn is

not very high. It is illustrated in Figure 2 that the 1λn drives
(p
′,w,λn , p

′′,w,λn ) to the next point on the inner side of the
circle.

Hence, the Lagrange multipliers’ solutions can then iter-
atively express by applying the gradient descent method as
below,

λ1[t+1]n =

[
λ1[t]n +$

[t](
Nsc∑
n=1

pn,k − pmax1)

]+
,

λ2[t+1]n =

[
λ2[t]n +$

[t](
Nsc∑
n=1

pn,i − pmax2)

]+
,

λ3[t+1]n =

[
λ3[t]n +$

[t](
Nsc∑
n=1

pn,l − pmax3)

]+
,

λ4[t+1]n =

[
λ4[t]n +$

[t](
Nsc∑
n=1

pn,j − pmax4)

]+
,

(41)

where $ [t] stands for a sequence of scalar step size at
t th iteration and [Z ]+ = max(0,Z )4.
Since MC-ILBCS algorithm can only achieve a lower-

bound solution that is suboptimal, we propose another algo-
rithm based on sub-channel iterative Lagrange multipliers

4For a real number Z , [Z ]− = max(−Z , 0) = −min(0,Z )
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Algorithm 2 Sub-Channel Iterative Lagrange Multipliers
Search

1. Initialize t = 1 wmin = 0, wmax = 1, λ1n(min) = 0,
λ1n(max) = 1, λ2n(min) = 0, λ2n(max) = 1, λ3n(min) = 0,
λ3n(max) = 1, λ4n(min) = 0, λ4n(max) = 1,$ = 1.
2. for all sub-channels n do
3. while γn − Rth2 > ς do
4. w = wmin+wmax

2
5. while

∑Nsc
n=1 pn,k − pmax1 > ς do

6. λ1n =
λ1n(min)+λ

1
n(max)

2
7. pn,k ← argmax{p̄n,k ,p̄n,i,p̄n,l ,p̄n,j} L

(p̃, λ1[t]n , λ
2[t]
n , λ

3[t]
n , λ

4[t]
n )

8. if
∑Nsc

n=1 pn,k > pmax1 then
9. λ1n(min) = λ

1
n

10. else
11. λ1n(max) = λ

1
n

12. end if
13. end while
14.while

∑Nsc
n=1 pn,i − pmax2 > ς do

15. λ2n =
λ2n(min)+λ

2
n(max)

2
16. pn,i ← argmax{p̄n,k ,p̄n,i,p̄n,l ,p̄n,j} L

(p̃, λ1[t]n , λ
2[t]
n , λ

3[t]
n , λ

4[t]
n )

17. if
∑Nsc

n=1 pn,i > pmax2 then
18. λ2n(min) = λ

2
n

19. else
20. λ2n(max) = λ

2
n

21. end if
22. end while
23. while

∑Nsc
n=1 pn,l − pmax3 > ς do

24. λ3n =
λ3n(min)+λ

3
n(max)

2
25. pn,l ← argmax{p̄n,k ,p̄n,i,p̄n,l ,p̄n,j} L

(p̃, λ1[t]n , λ
2[t]
n , λ

3[t]
n , λ

4[t]
n )

26. if
∑Nsc

n=1 pn,l > pmax3 then
27. λ3n(min) = λ

3
n

28. else
29. λ3n(max) = λ

3
n

30. end if
31. end while
32. while

∑Nsc
n=1

∑Nsc
n=1 pn,j − pmax4 > ς do

33. λ4n =
λ4n(min)+λ

4
n(max)

2
34. pn,j← argmax{p̄n,k ,p̄n,i,p̄n,l ,p̄n,j} L

(p̃, λ1[t]n , λ
2[t]
n , λ

3[t]
n , λ

4[t]
n )

35. if
∑Nsc

n=1 pn,j > pmax4 then
36. λ4n(min) = λ

4
n

37. else
38. λ4n(max) = λ

4
n

39. end if
40. end while

search. This algorithm achieves an optimal solution, but it
comes with additional computational complexity.

Algorithm 2 (Continued.) Sub-Channel Iterative Lagrange
Multipliers Search

41. if γn > Rth2 then
42. wmax = w
43. else
44. wmin = w
45. end if
46. end while
47. while A >deviation do
48. λn=optimum λn
49. while distance ≤ preceding A do
50. (preceding A) = A
51.$ = $ × 2
52. 1λn = −$ (pmax − pλn )
53. Compute (31) by exhaustive search.
54. A = ||pmax − pλn+1λn ||
55. end while
56. end while
57. end for

TABLE 2. Complexity analysis.

B. COMPUTATIONAL COMPLEXITY ANALYSIS
The operation of algorithm 1 includes an outer cycle that
iterates through computation and update of (28), (33), (13),
(14), (17), (22) and Lemma 1, and an inner loop that regulates
the RSS associated to a user until the set data rate is reached.
The complexity associated with inner loop due to optimal
water level search and bitloading is 2Nsc. Including log2(

1
ηλ
)

iterations for bisection search, the iterations for all the users,
and the iteration of the entire process, the overall complexity
of algorithm 1 is becoming: 2NscN log2(

1
ηλ
).

Algorithm 2 starts by searching upper and lower bounds on
λ1n, λ

2
n, λ

3
n, λ

4
n, that can be stored to λ1n(max), λ

2
n(max), λ

3
n(max),

λ4n(max) and λ
1
n(min), λ

2
n(min), λ

3
n(min), λ

4
n(min), respectively. The

leading complexity takes place in the outer loops of the algo-
rithm 2, where bisection is performed on λ1n, λ

2
n, λ

3
n, λ

4
n subject

to power constraints on the users should satisfy.
We assume that the precision of ηλ is the minimum require-

ment to achieve the target data rate. Therefore, this needs
log2(

1
ηλ
) iterations to optimize each Lagrange multiplier,

which results in log2(
1
ηλ
)4 iterations during bisection search.

In order to have accuracy of about less than 1% on both w
and λn, we require total of log2(

1
ηλ
)8 iterations with ηλ =

10−12. In the discrete bit loading with Nsc sub-channels for
N users, optimization function requires NscN (bn(max) + 1)N

evaluations where bn , [b1n, · · · , b
N
n ]

T , N = NFU + NMU .
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The total complexity associated with algorithm 2 is then:
NscN (bn(max) + 1)N log2(

1
ηλ
)2N .

FIGURE 3. Macrocell traffic offload ratio vs. number of FBS in the system.

TABLE 3. Simulation setup.

IV. NUMERICAL RESULTS AND DISCUSSION
In this section, numerical results are provided for the pro-
posed power control schemes. Since the channel model stud-
ied is novel, only a limited performance comparison with
state of the art research can be done, where the CDF of SE
for the scheme by [57] and this paper’s proposed schemes:
algorithms 1 and 2 are compared. However, a comprehensive
performance evaluation of proposed schemes with state of the
art is an interesting study topic for a future paper.

System performance has been evaluated based on the
derivations in sections II and III. The channel characteristics
based upon the corresponding transmission distance have
been computed according to the following assumptions. The
path-loss in dB corresponding to dn,i,k is calculated as [65]:
L(dn,i,k ) = [44.9 − 6.55 log10(hBS )] log10(dn,i,k ) + 34.46 +
5.83 log10(hBS )+ 23 log10(

fc
5 )+ en,i,kϕn,i,k , where hBS is the

BS height that is selected as 30m and 10m forMBS and FBS,

respectively; carrier frequency fc = 2.5 GHz; additionally,
en,i,k indicates the number of walls and ϕn,i,k indicates the
wall penetration loss. It is assumed that ϕn,i,k=5 dB for
en,i,k=1 and ϕn,i,k=12 dB for en,i,k=2.
Figure 3 shows the macrocell traffic offload ratio versus

number of FBS deployed in the system. It can be seen that
as the number of FBS increases the offload ratio increases
and with a very dense deployment of FBS it is possible
to completely offload macrocell traffic to FBSs. This can
be used for ultra-high speed and reliable communications
in future wireless networks. When the number of FBSs is
between 1 to 100, the increase at offload ratio is very high
and this increase slows down when number of FBSs are more
than 100. This shows that the addition of even small number
of FBSs initially provides significant gain.
Figure 4(a)-(c) shows the upper bound on the number

of admitted secondary users versus the outage probability
threshold, SINR and channel gain for different values of spec-
tral efficiency. Figure 4(a) shows that there is a linear rela-
tionship between the upper bound on the number of admitted
secondary users and the outage probability threshold. Also,
as the spectral efficiency increases, the number of admitted
secondary users increases. In figure 4(b), the relationship
between the upper bound on the number of admitted sec-
ondary users and SINR is shown to be logarithmic, where for
a given spectral efficiency, most of the increase is obtained
at the low SINR regime, between 1-5 dB. Figure 4(c) shows
that there is an exponential relationship between channel gain
and the upper bound on the number of admitted secondary
users. Also the number of admitted secondary users increases
as the spectral efficiency increases. It is evident from above
discussion that channel gain has the most effect on increasing
the number of admitted secondary users, accordingly engi-
neers that aim to increase this value shall focus on improving
channel gain.
Figure 5 shows the CDF of SE for various FFR values,

where UL Tx power per user = {0.1, 0.5}W and the number
of FBSs = 16. It can be seen from the figure that for both
UL Tx power scenarios the performance increases as the
FFR value increases from 1 to 3 and then it degrades as
the FFR = 4. Thus, the optimal reuse factor is shown to
be 3; this is in accordance with the literature. Performance
improvement due to varying the FFR value demonstrates the
effectiveness of FFR technique for interference management
for cell-edge users. Further, the increase of UL Tx power
per user significantly improves the performance where the
performance gain stays constant for considered FFR values.

Figure 6 shows the CDF of SE for the scheme by [57]
and this paper’s proposed schemes: algorithms 1 and 2.
The scheme by [57] is based on cognitive radio technol-
ogy and comprised of two steps that are channel sensing
with fractional frequency reuse and resource scheduling to
manage heterogeneous interference problem. Proposed algo-
rithm 1 uses multi-channel iterative lower-bound coeffi-
cients search and algorithm 2 employs sub-channel iterative
Lagrange multipliers search, where the details are given in
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FIGURE 4. The upper bound on the number of admitted secondary users versus (a) outage probability, (b) SINR and (c) channel gain.

FIGURE 5. CDF of SE for various FRFs, where UL Tx power per
user = 0.1 and 0.5 W and the number of FBSs = 16.

FIGURE 6. CDF of SE for optimal FRF, where UL Tx power per
user = 0.5 W and the number of FBSs = 16.

section III-A. It can be seen from the figure that the scheme
by [57] is very effective at mitigating severe interference
since it achieves the lowest percentage of users achieving

FIGURE 7. Cross-channel gain estimation versus number of femto users.

SE between 0 to 0.5 bits/s/Hz compared to algorithms 1 and
2. However, for the rest of the SE region considered in the
simulations, the proposed scheme with algorithm 2 outper-
forms the other scheme by [57] and the algorithm 1. Thus,
algorithm 2 is a good candidate for next generation ultra-high
speed communications where high SE regions are interested.
Further, it should be noted from table 2 that algorithm 2
has a higher computational complexity compared to algo-
rithm 1. For systems with limited computation power and
time requirements, there can be a performance-complexity
trade-off.

Figure 7 shows the cross-channel gain estimation versus
number of FUs. It can be seen from the figure that as the
number of FUs decreases, the cross-channel gain decreases.
This is due to a smaller number of users distributed over
the geographical area and accordingly a reduced multi-user
gain. Cross-channel gain is especially important for mobile
applications that may require frequent vertical handovers.
Having high cross-channel gain improves reliability for these
applications and thus high user-density systems are favorable
for their deployment.
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V. CONCLUSION
This paper proposes a channel model for mobile mmWave
massive MIMO based two-tier networks. The user mobility
introduces a variable number of clusters and rays within
each cluster at the mmWave channel. These properties of
the mmWave channel have not been studied for two-tier
networks. Studying this new channel model and power con-
trol schemes have been proposed. A flexible power control
scheme is given that maximizes the total system capacity.
It uses a multi-channel iterative lower-bound coefficients
search algorithm to find the optimum solution. Number of
SUs admitted to the system, SE, cross-channel gain estima-
tion and macrocell traffic offload ratio metrics are investi-
gated and discussed.

Finally, it should be noted that the proposed channel model
and schemes can be extended to multi-tier networks where
the number of tiers is larger than two. As the first study
of the channel model and proposed schemes in a multi-tier
network architecture, this paper considers a two-tier case for
the algorithms and mathematical derivations to be easy to fol-
low. Lack of available data and priori research studies on the
proposed channel model are limitations of this study. Authors
encourage researchers to use this model at their studies to
increase the availability of data and provide opportunity for
performance comparison between different proposals.
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