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ABSTRACT Massive multiple-input multiple output (MIMO) systems have been introduced as a resolution
for next generation cellular systems. The complexity of computing the precoding in massive MIMO is
increased. So, studying a scalable precoding in massive MIMO system is a challenge task. In this paper,
we propose a scalable precoder based polynomial for multiuser massive MIMO system, where base station
(BS) is equipped with antennas that simultaneously communicate user equipments (UEs). This precoder
applies matrix polynomial instead of matrix inversion. An energy efficiency (EE) optimization problem is
formulated. This paper also studies optimal design parameters, which are the optimal transmit power, active
UEs and number of antennas at BS. Mathematical formula for the EE-maximizing parameter estimations was
mathematically analyzed with different orders of polynomial precoder. The impact of increasing polynomial
orders is studied on the system performance. Comparison between proposed precoding technique and
conventional techniques (i.e., zero forcing (ZF) precoder, minimum mean square error (MMSE) precoder
and linear precoder) is provided. Results have shown that maximal EE and area throughput are achieved
by deploying polynomial precoder in multiuser massive MIMO system. It can achieve better performance
compared with conventional techniques. Utilization of polynomial precoder enhances the performance and

provides high EE values.

INDEX TERMS Multiuser, massive MIMO, polynomial precoder, optimization, energy efficiency.

I. INTRODUCTION

Recently, there has been interest in massive MIMO systems
due to its ability to maximize the spectral efficiency, energy
efficiency, reliability and robustness with low complexity
transmit precoding and multiuser detection [1]-[2]. Multiuser
massive MIMO is a communication scheme where a BS with
a large antennas number communicates with user equipments
(UEs). The use of large scale antenna arrays can improve
the energy efficiency (EE) for wireless systems due to the
improvement in array gain and spatial resolution [3]-[6]. Low
cost hardware at both the BS and UE side is achieved by using
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massive MIMO. At BS, the expensive and power ineffective
hardware is substituted by low cost power units that can work
consecutively in massive system [7].

Precoding is a preprocessing method that employs channel
state information (CSI) at BS to match the transmission to
the instantaneous channel conditions. Linear precoding may
be considered a straightforward and efficient method that can
reduce the MIMO system complexity [8]. It is considered
as optimum in specific situations that using partial CSI [9].
There are several linear precoders like zero forcing (ZF),
MMSE, matched filter (MF) and regularized ZF (RZF).

The ZF and MMSE precoding involve channel inversion,
with the channel pseudo inverse [8]. The MF precoding is
interference limited at high signal to noise ratio (SNR) but
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its performance is preferable than ZF at low SNRs. The
RZF precoder uses a regularization parameter in the channel
inversion. Peel et al. [10] presented a vector perturbation
scheme to decrease the RZF transmit power. By doing this,
RZF can operate near channel capacity. It is so difficult to
implement because large matrices fast inversions in every
coherence period is required [8], [10].

The complication of some linear precoding schemes is still
uncompromising when antennas number M and UEs number
K are large. The arithmetic operations number for these
precoding schemes is proportional to K>M. A prominent
exclusion is the MF, whose complexity increases as MK . But,
the method needs roughly more antennas at BS to proceed as
well as RZF [8], [11]. So, it is more difficult to apply massive
MIMO system because it cripples the throughput.

In order to achieve the gain in massive MIMO, a two-stage
precoding scheme with limited RF chains is studied [12]. This
precoder is divided into a phase only radio frequency (RF)
precoder and baseband precoder. The RF precoder is applied
for the spatial correlation matrices to overcome inter-cluster
interference. In addition, the baseband precoder is applied
for channel state information. This precoder can decrease the
overhead of the channel state information signaling.

The authors in [13] explain phased zero-forcing precoder
for massive multiuser MIMO systems. In this scheme, only
phase control at the RF domain is applied, and then the chan-
nel based baseband zero-forcing precoding is performed. The
system is demonstrated under Rayleigh fading and sparsely
scattered millimeter wave channels. This scheme can give
desirable performance.

A distributed MIMO system is illustrated in [14], where
many transmitters can cooperatively share a common
receiver. In order to improve the system performance, a linear
Hermitian precoder is studied, where each source has the
channel state information of its own path and the other paths
have a slow fading. Linear Hermitian precoding can convert
the equivalent channel into a Hermitian matrix form.

ZF precoder was investigated in multiuser schemes, where
ZF can decouple the multiuser channel into autonomous
signal user channels [15]. In addition, ZF precoder includes
channel inversion via channel pseudo-inverse or other gener-
alized inverses [16]. Matched filter (MF) precoder is studied
for communication system [17]. It is interference limited at
high values of signal to noise ratio but at low SNR, it can
outperform the ZF precoder [16].

ZF precoder has low performance especially when the
channel is ill-conditioned. Vector perturbation approach-
based precoding has been explained in [18]. In order to
decrease the energy penalty provided by ZF precoder, this
scheme is inspired via Tomlinson—Harashima precoding,
where a complex vector is added to each data vector. The
receiver with a modulo function is applied to calculate the
transmitted symbols under noise. A technique based on a
linear minimum mean squared error was studied [19]. Also, a
method based on optimizing mutual information is illustrated
in [20].
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FIGURE 1. Multiuser massive MIMO system in a single cell scenario with
random UE distribution u(x).

The problem of ZF and MMSE precoders’ massive MIMO
system is high complexity and low EE due to matrix inversion
for large matrices in massive MIMO [8], [21]. To control this
issue, we propose a scalable precoder based polynomial for
multiuser massive MIMO system. It employs a matrix poly-
nomial instead of matrix inversion. The main idea depends
on approximating the matrix inverse using matrix polynomial
with J-terms.

The energy efficient and low complexity precoding scheme
in multiuser massive MIMO system represents the primary
focus of this paper. In this paper, we propose linear pre-
coding method based on matrix polynomial for the single
cell multiuser massive MIMO system. This paper also stud-
ies the effect of increasing polynomial orders on the EE
and system performance. The EE optimization problem for
multiuser massive MIMO system that based on polynomial
precoder is mathematically illustrated and derived for differ-
ent polynomial orders.

The paper is structures as follows. In Section II,
we describe the multiuser massive MIMO system. Section III,
gives a brief review of the uplink rate and average uplink RF
power for ZF detector. The downlink rate and average down-
link RF power for proposed polynomial precoder are mathe-
matically presented and derived in Section IV. The model for
power consumption is illustrated in Section V. In Section VI,
the EE optimization problem for multiuser massive MIMO
system based polynomial precoder is mathematically solved
and derived. Simulation parameters and results are given in
Section VII. Finally, the concluding remarks are given in
Section VIIIL.

Il. MULTIUSER MASSIVE MIMO SYSTEM MODEL

Assume a multiuser massive MIMO system with BS of
M -antennas simultaneously serves K antenna UEs in the
same time-frequency resource [22]. It is operating at band-
width B Hz in a single cell. Assume the distribution of UEs
u(x) in a circular cell is random as shown in Fig. 1. The
communication between M antennas at BS with K UEs is
chosen in a round-robin scheme from UEs set. The UEs
locations are handled as random variables taken from a UE
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distribution u(x). We assume the position of BS in the center
of a cell [23]-[24].

Let x; € R? denotes the kth UE physical location and
the function p (xx) represents large-scale fading because
of shadowing and path loss at UE location xi. The spac-
ing among antennas at BS is chosen in a way channel
components are uncorrelated among antennas. The channel
vector hy = [hk,l, hka, ..., hk’M]T € CMx1 has entries
{hi.n}. A rayleigh-fading distribution is assumed with hy ~
CN (Opt, p (xx) Ing).

The UE-channels are assumed fixed in time frequency
coherence blocks of U = B¢cTc, where Be (in Hz) denotes
coherence-bandwidth and T¢ (in second) denotes coherence-
time. The coherence block U channel uses consists of U¢ "
channel uses for uplink transmission and U¢P" channel uses
for downlink transmission. The uplink and downlink trans-
mission ratios are represented by ¢ and ¢PL, respectively,
with ¢PL + ¢UL = 1. The pilot signaling occupies TV"K,
and tPLK channel-uses in the uplink and downlink, with
tPL UL > | to enable orthogonal pilot sequences among
UE:s [24], [26].

We consider that the BS and UEs are perfectly synchro-
nized and time division duplex (TDD) protocol is considered
[23], [25]. The pilots of uplink make the BS to calculate UE
channels. TDD protocol requires the same number of M and
K in the uplink and downlink.

IIl. UPLINK RATE AND AVERAGE UPLINK RF

POWER FOR ZF DETECTOR

n the uplink, the BS is assumed to acquire perfect CSI from
the uplink pilots. We use ZF algorithm for data detection. The
detector function removes the interferers’ signals, which is
done by inverting the channel response [7], [9]. Denoting by
Y = [y1,y2, ..., yk] € C¥*X the ZF matrix with the column
vk being assigned to the kth UE is [7], [9]:

Y=H(HHH)71 (1

where ()7 denotes the Hermitian transpose operation of
channel matrix and H = [hy, hy, ..., hg] contains all the user
channels. The achievable uplink rate of the kth UE under ZF
detector and perfect CSI is given by [23], [26]:

UL UL LK SUL 1.

R;-=¢ 1— UL Ry~ bit/second 2)
and the uplink gross rate of the transmission from the kth UE
is [23], [25]:

P "

K
2
> pYE T+ o2 [yl
=105k

R,I(JL =Blog |1+

3

where PUL = [p{L, pit, .., ng]T is the uplink powerallo-
cation vector and is given by [9], [11]:

-1
PUL = 52 (DUL) 1x Joule/channel use @
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Here, 1k is the all one column vector of size K, o2 is the noise
variance and (k, £) th element of a diagonal matrix DU €
CK>K is [11], [30]:

], -
k.l
- ‘hfye

where y, denotes the SINR at the kth UE and computed as
(ZR/ B _ 1). The average uplink RF power is given by [24]:

puL _ BfULE 17 puL
RF — UT K waltt (6)

%‘hkﬁyk‘z fork = ¢ .
)2 for k # €

where 0 < nUL < 1 is the efficiency of power amplifier
at UEs.

Lemma 1: If ZF detector is applied with M > K + 1, then
the gross rate is given by [25]:

R = Blog(1 +a (M — K)) )
where o enotes the design parameter. The uplink RF power
is given by [25]:

PRr 7r = SoaK ®)

where the coefficient Sy is given in TABLE 4 in Appendix A.

IV. DOWNLINK RATE AND AVERAGE DOWNLINK RF
POWER FOR PROPOSED POLYNOMIAL PRECODER

In the downlink, linear processing is used for data precoding.
We denote by Z = [z1, 22, ..., 2x] € C¥*K the precoding
matrix. We propose precoder based matrix polynomial, which
is given by [27]-[29]:

5 )
Z—ga)g (HH )H ©)

where @ = [wp, w1, ..., w;]T denote the real valued coef-
ficients of the precoder matrix polynomial. The achievable
downlink rate with linear processing is given by [23], [26]:

TDLK _
RPL = (Pt (1 - UgDL) RP™ (10)

and the downlink gross rate of the transmission is [23], [25]:

DL |pH ., |2
_ h)'z
R?LzBlog 1+ Pk | k ki

(11)

K

2
> PP | + o2 l?
=104k

where PPl = [pPt pPL ., p%L]T is the downlink power
allocation vector and is given by [11], [30]:

—1
pPL — 52 (DDL) 1x (12)
and

1 2
—‘hfzk‘ fork =¢
Vi

[DDL]k,e - (13)

2
— bz fork e
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The average downlink RF power is given by [24]:

B DL
L ) [ 1,T(PDL} watt (14)
n

where 0 < nPY < 1 is the efficiency of power amplifier
at BS.

Lemma 2: If first order polynomial precoder (J = 1) is
used with M > K + 1, a diagonal matrix DPL ¢ CKxK
is:

[DDL]:torder _ 7 1 ‘hk Zk‘
R(J=1
)
, 2
. Z (hth )
(2R(J /B _ —~
(15)
and the power allocation is:
pDL.Worder _ 2 <2R(J=1)/B _ 1)
1 . -2
x 3w (hkhf) hh?| 1% (16)
=0
PDL,lS'arder _ 02(21‘«1:1)/3 1
! o+ -
x 3w (hkhf) 1k (7
=0
Then, the RF power is given by:
. M+1 K+1\ |7
PE}I;,I order =5 aM+1) s + Ss
aK—-1)+K K
(18)

where the coefficients Sy, S, and S3 are listed in TABLE 4.
Proof: This result is proved in Appendix B.
Lemma 3: If second order polynomial precoder (J = 2) is
used with M > K + 1, a diagonal matrix DPL ¢ CK*K is:

2" order
DDL]
[o"],
’ 2
v H
(2R(J =2)/B _ Zo (hkh ) (19)
and the power allocation is:
pDL.2" order
5 -2
2 AR(J=2)/B )t
= 022 DY o (hkhk) 1x (20)
£=0

Then, the RF power is given by:

DL,2" order
Py

a(M3 +2M?* +2M + 1)
"o (K= 1) (M2+M+1) +K(1+M)
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-2

1 K?2+3K +2
x 52+< ; >53 (LM 1)

K2

where the coefficients Sy, S, S3 and Sy are listed in TABLE 4.
Proof: This result is proved in Appendix C.

Similarly, the RF powers for third, fourth and fifth orders

of proposed polynomial precoder, respectively are given by:

PDL, 3" order

= =S (ZR(J:3)/B _ 1)

+1 K24+3K +2
Sz+< X )53 + (—) S4

K2
5 _
K34+ 6K 4+ 11K +6
+ ( e )Ss (22)
and
PEII:,A’horder — SI(ZR(J=4)/B 1)
K+1 K% 43K +2
S — ]S — S
X |52 + ( X ) 3+< X2 ) 4
K>+ 6K>+ 11K +6
+ 23 Ss
5 _
K34+6K +11K+6
+ ( e S6 (23)
and

pPL 5" order

RU=5)
RE =852 -1

K+1 K% 43K +2
S S+ ———=) s
2+( % )3+< 2 )4

K>+ 6K>+ 11K +6
+ Ss

K3

K>+ 6K>+ 11K +6
+ I Se

2 -2
K*+6K> + 13K + 12K + 4
[(4

S7
(24)

V. POWER CONSUMPTION MODEL

We use a circuit power consumption scheme for multiuser
massive MIMO system, which is designed as a function of
antennas number at BS(M), UEs(K) number, and design
parameter (). The total power is given by [31]-[34]:

Pr = Prix + Prc+Pce+Pc/p+Ppru+PLp (25)

where Ppyy is the fixed power consumption [31], Prc is the
power consumption for transmitters/receivers chains, Pcg is
the power of the channel estimation process, Pc,p accounts
for channel coding and decoding units and Pgy accounts for
load-dependent backhaul that is proportional to the average
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sum rate. The power consumption for linear processing at the
BS is [25], [28]-[29], [35]:

2BMK (PE+ UK B
Prp = 1—
U UlLps

Lgg

JKZKZM )+ MK 2K — 1
X[z( +K) @M — 1)+ MK ( —>}

(26)
In a closed form, the total power is:
Pr
2 2 DL UL
. . T +4T K\ -
=Y CK'+M Y DiK'+ AK (1 - g) R
‘ ‘ U
i=0 i=0
(27)

where the coefficient A, C; and D; are listed in TABLE 5 in
Appendix D.
Proof: This result is proved in Appendix E.

VI. ENERGY EFFICIENCY OPTIMIZATION WITH
POLYNOMIAL PRECODER

A. PROBLEM STATEMENT

Definition 1: The EE denotes the ratio among the mean sum
rate and the mean total power consumption for uplink and
downlink, which is given by [36]-[38]:

S (B {RPY} +E {RL))

EE = = (28)
PRL + PRL + Pr

Plugging Eq. (2) and (10) into Eq. (28), the EE becomes:

K (1 _ W) R
EE = (29)

DL UL
Prr +Prp +Pr

Problem 1: The optimum EE for multiuser massive MIMO
system based polynomial precoder with M > K + 1,
is achieved by solving the optimization problem:

DL UL -

K(l S i )K>R
max EE!"order — 30
MeZ, KeZy a=0 PRL + PRE + Pr 0)

B. EE OPTIMIZATION WITH FIRST ORDER

POLYNOMIAL PRECODER

In this subsection, we will solve the EE optimization in
Problem 1 for first order polynomial precoder. Then, the
Problem 1 becomes:

EE]”order

K<1_w>[g(]=1)

maximize
MEZ+,K€Z+,C{20

U
(3D

— pDL, 1% order UL 15 order
PRF + PRF,ZF + PT
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After arranging the terms, the above equation becomes (32),
as shown at the bottom of the next page, where the coeffi-
cients A, C; and D; are given in TABLE 5 with J = 1. We will
estimate M, K and « values for maximizing the EE. Also,
We will deduce the mathematical equation for the optimum
EE to solve the optimization problem by using a sequential
algorithm

1) OPTIMAL NUMBER OF USERS (K)

We assume that the number of antennas per UE and sum SINR
equal to M /K = B and K = &, respectively. We search
the K value that maximizes the EE in Eq. (32). Let Ry =
(tPL + L) B/U, then the optimization problem becomes
(33), as shown at the bottom of the next page. We approximate
the logarithmic term using two point Gauss-Legendre Log
(2P-GLLOG) [43]:

In (1 4+ x) 6x + 3x2

log 1 +x) == 57"~ (6+6x +22) In (2) 3

After that, the optimization problem becomes:

lsl o
13" order __ f1(K) order
- fz(K)IS’order

maximize f (K 35
Kxezjz f(K) (35)
where
fi (K)V"order — Ry K® + RyK” + R3K® + R4k’
+RsK* 4+ R¢K> + R7K> + RgK + Ry

(36)
and
f2 (K)]‘"order
= R1oK"® + R 1K' + R;pK'" + Ri3K 10
+R14K® 4+ RisK® + Ri6K” + R17K® + RigK>
+R19K* + RyoK? + Ry K* + Rk (37)

where the coefficients 21221 R; are given in TABLE 6 in
Appendix F.
st
Theorem 1: The function f (K)'" 4" is quasi concave for

K € R if the level sets S, = (K :f (K)W”’d” > K| are
convexfor any k € R [39, Section 3.4]. This implies that the
global maximizer of f (K )w”’d” for K satisfies the stationary

condition L%f (K)!"order — 0 which gives the polynomial:
£ (K) 1order | dinl (K)IS’order -f (K)ls’arder
d st
= (K 1order _ 0 38
x —ha(K) (38)

Let K, Z(O)’l%rd” the real roots of the above polynomial, then
the optimal number of UEs that give optimum EE is:

Kl”order — meax {Kéo),IS’order] (39)

where |-] is either the closest smaller or larger integer
(0),1% order
to K, .
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2) OPTIMAL NUMBER OF ANTENNAS AT BS (M)

We will compute the optimal number of antenna M *:1" order >
K + 1 that maximizes the EE'"?%¢" | The optimization prob-
lem is (40), as shown at the bottom of the page. We rewrite

the denominator as:
K+
Sr+ ( ) S + Z CK )

Sia K+1 .
M S S D,K'
+ (a(K—l)+K 2+< X )3 +§ i )

(tPL+r") K a(M+1)
) log|( 1+ ———
U a(K—1)+K
(4D
Definition 2: The Lambert function W (x) is defined by the
equation x = W (x) eV ® for any x e C [40].
Lemma 4: For the optimization problem

glog (a + bz)
maximize 42)
>-4¢ c+dz+ hlog(a+ bz)
with constant coefficients a € R, ¢c,h > 0, and b,d, g > 0.
The unique solution is given by [40]:
be_a
Z* _ ew(de )+1 a (43)
B b
Now, we will apply this solution to the above problem in

S1o

SoaK +——21%
(0“ e K-D+K

+AKB (1 —

2 .
(a(KS_lle_K ‘SZ + ( )Si’ + Z DiKl ,

i=0
DL UL
g1 = KB|1-— “TT)K), and
DL UL
hy =AKB|1 — ( +J )K). Then, the optimal number of

BS antennas is:

biey _Ll)
€W< dye e +1 —a

M*,ls’order — (44)

3) OPTIMAL DESIGN PARAMETER ()
The optimization problem for the design parameter o
is (45), as shown at the bottom of the next page. Let

DL UL -2
L = KB(I—W), by = ‘S2~I—(KT+]>S3‘

2 ) 2 i
Z CK'+M Z D;K'
i=0 i=0

logarithmic term using two point Gauss-Legendre Log
(2P-GLLOG) [43]. Then, the optimization problem becomes:

1% order

and {3 = . We approximate the

maximize ¢ (o)
a>0

_ Ulol3 + U2(>l2 + Uz 46)
N Uso* + Usa® + Use? + Ura + Us

where the coefficients Y5 | U; are given in TABLE 7 in
Appendix G. The global maximizer of ¢ (o) "order for g

Eq. (40). Leta; = 1 + m, by = m, c] = satisfies the stationary condition c%“’ (oc)l%’d” = 0, which
Ko 2 2 i gives the polynomial:
SOOéK+—‘Sz+(—)S3‘ +> CK'],d = 4
a(R=bk K = (U1Us) @® + QU2Us) & + (UaUs +3U3Us — U Ug) @
maximize EE!" o’
MeZy ,KeZy,a>0
K (1 _ —(’DL“UL)K) RU=1)
- 2 2 DL UL (32)
S1 et |5, + <KT)S3‘ + 00K + 3. CiKi + M 3 DK+ AK (1= ) R = 1)
i=0 i=0
maximize f (K )l‘w"rd”
MeZ4 ,KeZy,a>0
+a/K
B K (B — RoK) log, (1 + ) .
$1 2L |2 + (B8 )53‘ T Sod + Y CKi+ Y DK 4 AK (B~ RoK) log, (1+ L8 )
i=0 i=0
maximize ¢ (M) Vorder
K€Z+
(4K (M+1)
KB(I—T lOg(l-i-O[?I(_w)
Sia(M+1) K+1 i i (4K a(M+1)
mSZ'F v S3 +S()OtK+ZClK +MZDK + AKB I—T log 1+(m
i=0 i=0
(40)
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+2(U3Us — U U7) &> + (U3Ug — 3U  Ug — Uy U7) o

— QUyUg)a — (UsUs) =0 (47)
Let aéo)’lnord” the real roots of the above polynomial, then

the optimal « that give optimum EE is:

0[>i<,1”omler

(0), l“urder-‘

= max Lae (48)

C. EE OPTIMIZATION WITH SECOND ORDER
POLYNOMIAL PRECODER

The EE optimization problem based second order polynomial
precoder is given by:

EEZ”d order

K(l—%)k(l:b

= DL, 2" order UL
PRF + PRF,ZF

maximize
M€Z+,KEZ+,(¥ZO

(49)

21d order
+ PT

We replace values of R (J = 2) as in Eq. (50), as shown at
the bottom of the next page. The coefficients A, C; and D; are
calculated and given in TABLE 5 with J = 2 in Appendix H.

1) OPTIMAL NUMBER OF USERS (K)

We are looking for the K value to maximize the EE in
Eq. (50). We assume M/K = B and aK = a, then the
optimization problem becomes (see Eq. (51), as shown at the
bottom of the next page), where Ry = (tP + %) B/U and

a(B*K3+BK+1)

B(ap+1)K3+(ap—ap+1+1)K2+a(1-B)K—a”
The logarithmic term in cy—p is approximated using
2P-GLLOG [34] and is given by:

cj=2 = log, (1 +

Cr=2

B 01K® 4+ 020K>4+03K* + 04K + 05K? + 06K + 07

~ 03KO + 09K +010K* + 011K? + 012K2 + 013K + 014
(52)

14
where the coefficients Y o; are listed in TABLE 8.

i=1
After arranging, the problelm becomes:

15 1
Zi:o &K'
16 i
=0 GiK’

m%/;(eirznize f (K)Z”dorder — (33)
+

where the coefficients Y1°, ¢; and Z;io Gj can easily be
deduced. The global maximizer of f (K )znd”’d” forK € R

- . .. nd .
satisfies the stationary condition %f (K)?"order — (), which
gives the polynomial:

16 15 15 16
Y GK x Y igK T =Y gk x Y jGKIT =0
=0 i=1 i=0 j=1

(54)

The optimal number of UEs that give optimum EE is:

KZ”darder K(o),2"dora'er—‘
14

= max L (55)

where K l(o)’znd order i< the real roots of the above polynomial in
Eq. (54). When the polynomial orders increase, the number
of roots is increased. These roots give more EE values. So,
we will choose the root that give maximum EE for optimiza-
tion problem.

2) OPTIMAL NUMBER OF AdNTENNAS AT BS (M)
We will find M*2order that  maximizes  the
EEZ"“07er  The optimization problem is (56), as shown

at the bottom of the next page, where cj—p = log>

(1 i a(M3+M+1)
a(K—1)M?+ (K —a+K)M+(@K —a+K) /*

Let the constants:
(Pt + U)K
U

K+1 KZ4+3K+2
- 1S LI YV L L Ml Y
w2 |2+< X ) 3+( e ) 4

W1=KB<1—

-2

2
w3 = SoaK + ZC,'Ki
i=0

2 .
w4 = E o DK".

The problem becomes:

2" order

megeirznjze ¢ (M)
Wwi1Cj=2
+ w3 +waM + Avicj=2
(57)

woS (M3 +M+1)
a(K—1)(M2+M+1)+K(M+1)

After arranging and approximation the logarithmic term, the
problem becomes:

21 o rder _

(58)

maximize ¢ (M)
M€Z+

. st
maximize ¢ (o) °"e"
a>0

(‘L’DL+‘[UL)K

KB(I— i

(M+1)
>log (1 + ale(fl)+[(>

i=0

2 ) 2 ) -2 DL ;UL)g
(ZO CKi+M _ZD,-K’) + (—5&3‘%% 52+ (K5 ) 53] +SoKa) +AKB (1 = 70 Y tog (14 L4550y )
=
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8
where the coefficients ) v; are listed in TABLE 9 in
i=0
9
Appendix I and )" V; can be deduced. The global max-
j=0

.. nd o e . .
imizer of ¢ (M)>"°™r satisfies the stationary condition

ﬁ(ﬁ M )znd"’de’ = 0, which gives the polynomial:

9 8 8 9
DOViMI x Y TiviM T =Y M x Y VMt =0
j=0 i=1 i=0 j=1
(39

The optimum number of antennas at BS that give maximum
EE is:

1 nd
M*2 4 order _ m?X LMEO),Z order—‘ (60)

3) OPTIMAL DESIGN PARAMETER («)

. . nd .. nd
We will find a*2" €7 that maximizes the EEZ" 07de”
Let the constants:

(.L.DL + TUL) K) .

W1=KB(1— U

The optimization problem is:

.. nd

maximize ¢ (o) "
a>0

WiCj=2

waS1a(M3+M+1)
a(K—1)(M2+M+1)+K(M+1)

+SoaK + ws + Awicj—2
(61)

a(M34M+1)
a(K—1D)M?+(@K —a+K)M+(@K —a+K) /*
After arranging and approximation the logarithmic term, the
problem becomes:

where c;—> = log, (1 +

)2”d0rder _ Qlaz + Qo

T Q303 + Qua? + Qsa + Qe
(62)

maximize ¢ (o

where the coefficients Y%, 0; are listed in TABLE 10 in
Appendix J. The global maximizer of ¢ (a)znd‘”d” satisfies
the stationary condition ‘%w (oz)znd”’d"’ = 0, which gives the
polynomial:

Q1Qsa* +2Q2Q30 + (Q2Q4 — Q1Q5) @?
—2Q1Q¢r — QQs =0 (63)

-2
K+1 K2 +3K +2 nd
wy =[S+ (T) S3+ <T> S4| 3 Let aéo)’z order the real roots of the above polynomial, then
5 5 the optimal « that give optimum EE is:
ws = Z CK'+M ZDiKi 2 order _ o Laéo)’zndorder—‘ 64
i=0 i=0 ¢
(‘[DL+‘[UL)K 3
a(M3+M+1)
i BK (1 - U >1°g2 <1 + a(K—l)(M2+M+l)+K(M+1)>
RUJ=2) = . <M3 " 1) 5 ; . (50)
1o (M= + M+ K+1 K24+3K+2\ .| ; ;
S S S. SoaK CK'+M DiK!
oK —D)(M2+M+1)+KM+1) ”( K ) 3+< K’ 8| o +§ " ;0
DL | UL g 3
+ABK |1 — 7( ) logy [ 1+ oM + M +1)
U aK -1 M2+M+1)+KM+1)
max f (K)2nd — . § K (B — R()K) E‘]=2 (51)
MeZy sla(/s31<3+/31<+1) K+1 K243k +2\ |7
— = = = S — S —F | S
B@p+1)K>+@p—ap2+ K> +a(1-p)K —a 2+( K ) 3 K2 4
2 2
+Soa + Y iK'+ BY DK™ + AK (B— RoK) &y
i=0 i=0
(rDL+rUL)K
KB (1 - U) Gy
nd
max ¢ (M)2 order — (56)
MeZy Siar (M3 + M +1)

a(K—1)(M2+M+1)+KM+1)

(),

2 2

+ ) CK'+ MY DiK'+AKB

i=0 i=0
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TABLE 1. Algorithm for optimization problem EE for first order
polynomial precoder.

1) Initialization Generate a feasible value for (M, K, a).
2)Setn = 0;
3) Repeat Update the value of K from Eq. (39).
Klstarder = max thgo),lﬂorderl
’

4) Replace the value of M with optimal value from Eq.
(44).

bici _ag
eW( die e )+1 —a
M*,lstorder - 1

by

5) Optimize the parameter a according to Eq. (48).
o order _ max la{()o)qstorderl

6)n=n+1;
7) Until The optimal values of M and K are unchanged
and constant.

a0 Dl Global Optimum: .
' - ‘ M=131, K=81: .
=%,

,,"'.)

0
200
150
100
50

0o

204

10~

Energy Efficiency [Mbit/Joule]

150

100
50

Number of Antennas (M) Number of Users (K)

FIGURE 2. Energy efficiency with first order polynomial precoder (J = 1)
in single-cell scenario with perfect CSI.

D. OPTIMIZATION ALGORITHM

The optimization problem for each M, K and « is obtained
separately when the two other parameters are given. The
global optimum for M and K is obtained by searching over all
possible combinations of the pair and estimating the parame-
ter o that proportional to transmit power and received SINR
for each pair (M, K). We will increase M and K and stop if
the EE maximization begins to lower. The optimization for
system parameters M, K and « is made sequentially accord-
ing to alternating optimization algorithm. TABLE 1 shows
the algorithm steps of optimization problem EE for first order
polynomial precoder. These steps are also made for higher
order polynomials J = 2, 3,4 and 5 as illustrated in results.

VII. SIMULATION PARAMETERS AND RESULTS

The simulation parameters of multiuser massive MIMO
system are listed in TABLE 2. We simulate the system for
polynomial precoder with different orders. We compare and
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FIGURE 3. Energy efficiency with second order polynomial precoder
(4 = 2) in single-cell scenario with perfect CSI.

==\ Global Optimii: .

]

I |

Energy Efficiency [Mbit/Joule]
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FIGURE 4. Energy efficiency with third order polynomial precoder (J = 3)
in single-cell scenario with perfect CSI.

illustrate the performance of massive MIMO based polyno-
mial precoding with ZF and MMSE precoders. Fig. 2 shows
the values of EE for first order polynomial precoder (J = 1)
in single-cell scenario with perfect CSI. The figure illustrates
that there is a global EE-optimum 29.56 Mbit/] at M =
131 and K = 81.

Fig. 3 shows the corresponding set of achievable EE val-
ues under second order polynomial precoder (J = 2). The
global optimum is found at M = 136, K = 84 and
EE = 29.9 Mbit/J. The optimum value of EE increases from
29.56 to 29.9 Mbit/J, when polynomial order increases from
(J = 1) to (J = 2), respectively. When the polynomial order
increases and equals three, there is another global optimum
point at M = 144, K = 94 and EE = 34.74 Mbit/] as shown
in Fig. 4.

The proposed polynomial precoder with third order gives
global optimum point at EE = 34.74 Mbit/J which is high
compared to EE = 30.7 Mbit/J and EE = 30.3 Mbit/J
for ZF and MMSE precoders [25], respectively as shown
in TABLE 3.

59897



IEEE Access

M. G. El-Mashed et al.: Design Parameters for Massive Communication Systems Under Energy-Efficient Polynomial Precoder

TABLE 2. Simulation parameters [24].

Parameter Value Parameter Value
Cell radius: d, ;4 250 m Prix 18W
Minimum distance: d,;,, 35m Psyn 2W
Transmission bandwidth: B 20 MHz Pgg 1w
Channel coherence bandwidth. B 180 KHz Pyg 01w
Channel coherence time: T, 10 ms Pcop 0.1 W/(Gbit/s)
Coherence block (channel uses): U 1800 Ppec 0.8 W/(Gbit/s)
Total noise power:Bo2 —96 dBm Pgr 0.25 W/(Gbit/s)
Relative pilot lengths: V%, £PL 1 ¢PL gut 0.6,0.4
Computational efficiency at BSs: Lgg | 12.8 Gflops/W nVL, Pt 0.3,0.39
Computational efficiency at UEs: Lyg 5 Gflops/W Polynomial orders (J) 1,2,3,4,5

TABLE 3. EE, M and K for different precoding schemes at optimum point.

Number  Number EE

of of  (Mbit/Joule)
Antennas Users

(M) (K)

ZF [15] 165 104 307
MMSE [15] 145 95 303
Polynomial

Precoder (J=1) 131 81 29.56
Polynomial

Precoder (J=2) 136 84 29.9
Polynomial

Precoder (J=3) 144 94 34.74
Polynomial

Precoder (J=4) 152 99 35.84
Polynomial

Precoder (J=5) 164 110 37.28

Energy Efficiency [Mbit/Joule]

Number of Antennas (M)

FIGURE 5. Energy efficiency with fourth order polynomial precoder

S
o

[5]
o

204

104

(/ = 4) in single-cell scenario with perfect CSI.

We observe that massive MIMO based higher order poly-
nomial precoding achieves higher EE. Fig. 5 and Fig. 6 show
energy efficiency with fourth (J = 4) and fifth (J = 5) orders
polynomial precoder, respectively. The global optimum point

59898

: Global Optimun: . .
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IS
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FIGURE 6. Energy efficiency with fifth order polynomial precoder (J = 5)
in single-cell scenario with perfect CSI.
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Polynomial Precoder (J=1)

Polynomial Precoder (J=2) |4

—— ZF Precoder [15]

—— MMSE Precoder [15]

-=-=-- Polynomial Precoder (J=3)
Polynomial Precoder (J=4) ||

Polynomial Precoder (J=5)

50

100 150
Number of Antennas (M)

200

FIGURE 7. EE versus antennas number at BS with various precoder

schemes in single-cell scenario with perfect CSI.

for fourth orderis M = 152, K = 99 and EE = 35.84 Mbit/J.
We compare different global optimum points at different
polynomial orders with ZF and MMSE precoders as illus-
trated in TABLE 3.
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FIGURE 8. Area throughput versus number antennas at BS in the
single-cell scenario.

The global optimum point for fifth order is M = 164,
K = 110 and EE = 37.28 Mbit/] which is better compared
to lower order values. The EE optimum for massive MIMO
based higher order polynomial precoder is much higher than
system based ZF and MMSE. Fig. 7 illustrates the maximum
EE as a function of the BS antennas number. The multiuser
massive MIMO system based ZF gives better performance
than first and second order for polynomial precoder. The EE
is improved when we increase polynomial order.

Fig. 8depicts the area throughput that maximizes the EE
for various M. There was an improvement in optimal EE for
higher order polynomial processing as compared to ZF and
lower order values for polynomial precoder.

It is extravagant to implement a considerable antennas
number at BS and after that co-process them using high com-
plexity precoders like ZF and MMSE scheme that is limiting
both the area throughput and energy efficiency. The polyno-
mial precoder has J degrees of freedom that can be optimized.
It is desirable to choose the polynomial precoder order J
that achieves a maximum EE with respect to precoders based
matrix inversion. Polynomial precoder with higher order val-
ues can achieve both unprecedented area throughput and great
EE. From the results, the multiuser massive MIMO system
based polynomial precoder scheme gives better performance
than system based classical ZF and MMSE precoders.

Fig. 9 compares the energy efficiency for different precod-
ing techniques. We can observe that the proposed polyno-
mial precoder with (J = 4) with more users can improve the
energy efficiency of multiuser massive MIMO system. This
figure illustrates that the energy efficiency with polynomial
precoder (J = 4) gives the highest energy efficiency although
the number of users K increase. MMSE performs the higher
energy efficiency than other techniques. The proposed poly-
nomial precoder based massive MIMO system is a good for
obtaining the maximal energy efficiency in the future cellular
networks.

Fig. 10 compares total transmit power versus number of
antennas for different precoding techniques. The proposed
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FIGURE 9. Energy efficiency versus users number.
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FIGURE 10. Total transmit power versus antennas number at BS in
single-cell scenario.

precoder employs low amount of transmission power com-
pared with the other precoders. The transmit power for sys-
tem based polynomial precoding is low. This illustrates that
massive MIMO can be designed using low-power consumer
grade transceiver equipment at the BSs.

The transmit power per BS antenna reduces with M as
depicted in Fig. 11. The transmit power with polynomial
precoder is smaller than ZF, MMSE and linear precoding. The
values of the transmit powers are smaller than for classical
macro BSs system (which can work at 6.35 W per antenna
[44]) and shows that the energy efficiency optimal solution
with polynomial precoder can be employed with low power
users.

The complexity of the polynomial precoder is calculated
and compared with the conventional precoders. We use the
number of floating point operations (FLOPs) to determine
the computational complexity, where each multiplication or
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— ZF [15]
— Linear precoding [12]
— MMSE Precoder [15]
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J=5)
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10"t
0 50 100 150

Number of Antennas (M)
FIGURE 11. Transmit power per BS antenna versus number of antennas.

addition is expressed as one FLOP. Our calculation is based
on the FLOPs number at the BS for producing t vectors
of precoded data. The complexity of the polynomial pre-
coder is determined for generation of t vectors via Horner’s
rule [45]. The precoded vectors can be expressed as Z =

5—% (a)o + o HHA (I + Z_?HHH (I + %HHH o ,)))_First,

we multiply HY with a scaled version of the channel matrix
H. After applying calculations J times, the resulted vector
is multiplied with H” / /M. We require (2K —1)M +
(2M — 1)K FLOPs for each multiplication with the channel
matrix [46]. Therefore, the total complexity is given by
t(J+DQRK—-1)M+J2M — )K).

Another method for calculation is to determine matrix

J
polynomial Z = HY / VM Y o, (HHY )1Z and then oper-
£=0
ate T vector matrix multiplications to obtain the vectors of

transmitted data. Therefore, the complexity is 2K — 1) Mt+
0.5L (K> + K) (2M — 1) + MK (2K — 1) FLOPs.

In case of MMSE precoder, the matrix of precoding is
obtained once in every T symbol intervals. Also, the multi-
plication is operated 7 times. The 0.5 (K2 + K) 2M —1)is

required to obtain the covariance matrix HH? from H. For
matrix inversion with size K x K , it operates (K 34+ K2+K )
[46]. Then, the multiplication of H with the inverse matrix
operates KM (2K — 1). After that, (2K — 1) Mt is calcu-
lated for matrix multiplications and to give T precoded data
vectors. Finally, the overall complexity is KM 2K — 1) +
0.5(K*+K)2M — 1) + (K> + K>+ K) + 2K — DMT.

There are any divisions in the complexity calculations of
the polynomial precoder, which becomes attractive in its
applications. In addition, the operations are sequential pro-
cess, where floating point operations are required because
of stability issues. It can be applied via processors with
parallel fixed point, which can achieve lower implementation
complexity.

Finally, the results proved that the proposed multiuser
massive MIMO system with polynomial precoder can give
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TABLE 4. The coefficients for polynomial orders.

Coefficients{S;}
5 B{o?(dihh — did)
O (e + 2) (dFax — d2in)
¢ B{Lo2d
! ﬂnDL(drznax - drznin)
o _ |woldzs — ik
2 (2—-x)
o _ wde - i
3= (2 -2x)
o _ Joadi et — da
4 (2-3kK)
5 |osd (i — a2
5T (2 —4x)
o o |@ad" @ — dini) (A’ — diin”
6 7'[(2 — K)(Z - 4K)(drznax - drznin)
o |t - aigy?
7 (2 — 3K)2(drznax - d%ﬂn)

maximum energy efficiency in the future cellular networks.
The utilization of polynomial precoder helps in improving
the system performance and achieves high values of energy
efficiency.

VIIl. CONCLUSION

In this paper, multiuser massive MIMO system based poly-
nomial precoder was proposed and its performance compared
with ZF and MMSE precoders. The optimization problem for
average RF power and EE was mathematically derived and
analyzed. This paper study the EE optimization problem that
illustrate how to choose the active UEs number K, BS anten-
nas number M, and transmit power to maximize the EE in
multiuser massive MIMO systems. Mathematical formulas
for the EE-maximizing parameter values are expressed under
polynomial precoder with different orders in the case of
perfect CSI. The complexity of polynomial precoder is low
because there is no precoding matrix inversion to compute as
found in ZF and MMSE. Also, the value of polynomial order
J can be chosen to the available hardware. It is competitive
in terms of both number of UEs, number of antennas at
BS and implementation complexity. Results have shown that
the utilization of polynomial precoder in massive MIMO
system enhances the performance and provides high EE
values.

APPENDIX A
See Table 4.
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APPENDIX B
PROOF OF LEMMA 1
The RF power for first order polynomial precoder is:

Bg‘DL 5 [ ARU=D
=50 ° 2 85 —1

DL, 1% order
P F

n
-2
; ! NGE
xE{15 Y o (hkhk) 1k} (65)
=0
Then,
- -2
BcPLG2(QRV=D/B _ 1) 1 041
- L Y o E tr((hkth) )
=0
(66)

For fixed user locations, we note that HHY € CKX*K pag
a complex distribution A = diag (p (x1),p (x2), ..., p (xr))
[41]. Then, an eigen-decomposition is applied to the channel
covariance matrix:

HH" = TATY (67)

where A and T denote the channel covariance matrix eigen-
value and eigenvector.

£+l 241
Efny xc} {tr((hkth) )} = Ex {tr((TATH) )}
= Ey [tr(TA”‘T”)} (68)
Then,

DL
pPL: 1 order __ B¢

o2@RU=D/B _ 1) | . By {tr(A)}

-2
+ w1.Exy {tr(Az)” (69)
Let the distribution function of UEs in a single circular cell
is [24]:
[lx1]
5 9 N dmin =< ||)C|| =< dmax
) = 7 (A = dpiy) (70)
0 otherwise.

and large scale fading due to path loss is [24]:
p)=d/Ixl* for Ix|l = duin (71)
By using [41, Eq. (15) and Eq. (16)], the first and second-
order moment is:
dﬂl(lX

Epxy {tr (A)} = Eqx {p ()} = /P(X)M(X)dx (72)

dmin

Then,

- dmux
d el
w (2 —d2,) J Il

min
min

d(d2 K _ g2 K>

T 12—k (A2, — d2,) 73)

max min
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TABLE 5. The coefficients for power consumption model based
polynomial precoder.

Coefficients {4 and C;}
A= Peop + Ppgc + Ppr

Co = Prix + Psyn
JB
2ULps

c _ B ZTUL+4TDL J
27 U\Lps  Lyg 2Lgs

Cy = Pyg —

Coefficients {D,}

Dy = Pgg

D B<2+ U- 1))
b L

(=2 + ) + 7+ 2)

D, =
27 ULpgs

After arranging the terms:

Eix) {tr (Az)} = Egx [(p(X))z} + %E{xu [(p(x))z}

(74)
Then,
K + 1 lTlllX
_ / (0 (0 u (x) dx
dmln
=2 (. 12=2 2-2
. (K + 1> d (d ‘ dmm K) (75)
K mT(2— ZK)( max dr:211n)
After that,
DL, 15 ord
PRF oraer
Bé.DLO_Z(zl_?(J:l)/B -1 wOC_Z <d31w’c( dr%mf)
- ﬂDL T2—k) (dm - dl%lll’l)

- -2
(K ; 1) o1d® (422 - d2) 6
K )7 @-2)(d2, —d>2,)

min

and the achievable rate of first order polynomial precoder
R (J = 1), is computed according to [21], [42]:

aM+1) )
«K—D)+K

Hence, the RF power is given in Eq. (18).

RPL, = Blog (1 + (77)

APPENDIX C

PROOF OF LEMMA 2
The RF power for second order polynomial precoder is:

DL,2" order
P F
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TABLE 6. The coefficients {R;}.

Ry = —Roni7s

Ry =15(Bry — RoTs) — Romi17

R3 =15(Brs — Rory) +1;,(Bry — Rors) — 6Ro1y

R, = 14(Bry, — Ryr3) + 17,(Brs — Rory) + 6(Bry — Ryrs) + 3Ry1y
Rs = 15(Br3 — Ro1y) + 17(B1y — Ro13) + 6(B15 — Ro13) — 3(Bry — RyTs)
Rg = Bryrg + 15(Brs — Ry1y) + 6(Bry, — Ryr3) — 3(Brs — Ry1y)
R, = Bryr; + 6(Br; — Rory) — 3(Br, — Ry13)

Rg = 6Br, — 3(Br; — Ry1y)

R, = —3Br,

= (In2nr1reD,/@)

Ryy =11, (15BD, 4+ 1179) + In271y16D, (B + 2)

o]
ey
S

|

Ry = 1y5(12BDy + 15719 + 11y0) + @iy (1sfD, + 1179) (B + 2) + 115Dy — AR1y 7

Ri3 =1y5113+61In2 (rZ[)_’DZ + 1579 ([)7 + 2)/(7( + 7”17'10) + rg(rS[)_’Dz + rlrg) +2In2 rlﬁ_Dz(—Zﬁ_ - 3)
+14(ABr, — ARy15) — ARy 15

Ryy =1ip1ig + @ryoris(B +2) + 15(raBDy + 1519 + 1y119) + 2In2 (=25 — 3) (154D, + 1179) + In 271, 5D,
+14(ABrs — ARy1,) + 1,(ABry — ARy15) — 6ARy1,

Rys = 112(1uTe + 13710 + 1omy1) + @ria1ia (B + 2) + 19113 + (Bry — Ror3) (1D, + 1579 + 1i110) + In 2 (158D, + 1175)
+14(ABry — ARy13) + 1,(AB1rs — ARy1,) + 6(ABry — AR7s) + 3ARy1y

Ryg = 112(1y10 + 13111) + @ryp (ryro + 13750 + 1111) (B + 2) + 1gr14 — 2102 (2B + 3)1ry5 + In2 (1,D, + 1519 + 1470
+14(ABr; — ARy1y) + 1,(AB1y — ARy13) + 6(ABrs — ARy1,) — 3(AB1y — ARy15)

Ry7 = 12(@BS, + 1ymyy) + @ryp(ryryg + 13110 (B + 2) + 15(raro + 13130 + 19111) + 2In2 (=28 = 3)ry, +In21y5
+ABr,r6 + 1;(ABr; — ARy1,) + 6(AB1y — ARy13) — 3(AB1s — ARy13)

Rig = (6In2S,/@) + ary,(@BS; + 1ri1) (B + 2) + rg(ryrio + 13711) =202 (28 + 3)(ryr + 13719 + 1o711) + 1027,
+ABr,1r; + 6(ABrs — ARy1,) — 3(ABr, — ARy13)

Rig = &rlz&Sl(,B_ + 2) + rg(&ESl + r4r11) —21In2 (Zﬂ_ + 3)(r4r10 +13171) FIn2 (19 + 13199 + 12711)
+6ABT, — 3(ABrs — ARy1y)

Ryo =15@S; —2In2(2f + 3)(aBS; + rary1) + In2 (ryry + 137111) — 3487,

Ryy = —21In2(2B +3)as; +In2 (aBs, +ryryq)

Ry, =In2as;

where

11 = S2 + 25,55 + S3r, = (@ + 1)SZ + aSir; = —a(S2 + 2)

T, = —aS2rs = (@ + 2)S2 + a@S? + 2(@ + 1)S,S;1s = 65 /@

3(28 +2/@+ ) =2 (F% +6(F —1/a+1))r, = (C, + BDy)

o = (C]_ + ﬁ_DO)Tn = (CO + CYSO)le = 61n 2/0_(2

Ty

3 = (r3ED2 + 1Ty + 1570 + 7’17“11)7”14 = (7”43_1)2 + 13Ty + 11y + 7’57"11)

59902 VOLUME 10, 2022



M. G. El-Mashed et al.: Design Parameters for Massive Communication Systems Under Energy-Efficient Polynomial Precoder

IEEE Access

-2
2
B¢PL 5o 041
=2 s2Ru=drs_y) Z we.E {tr((hkth) )}
n =0
(78)
Then,
PDL,znd order
RF

B¢PY 5 ku=—2
=5 QRI=D/E 1) |wo By {tr(A)}

-2
+ w1y {tr(A2)} + 2By {tr(A3)H (79)
After that,

PDL, 21 order

RF
BPlo? (2”’5 2 1)
- r)DL
7 2—k 2—k -2
wod (dmax - dmin )

72— k) (2 — d?

min)

7 — 2-2
K+1 w1d2 (dr%laxz’( - dmin K)

X + > 5
K 7 (2 —2k) (dmax - dmin)

7 — 2-3
. (K2 +3K + 2) wrd® (423 — 2

K? 7 (2= 3k) (d2, — d>

min)

(80)

Arranging the terms, then

DL,2™ order
PRF

oot (2452 1)

7.”7DL (dz —d?

max min)

o0 (43X =) oK 11 wa(a-d) 2
2—x) ( K ) @20
X
K> 13K 42 @2d® (4253 — a2 )
* ( K2 ) 2—31)
(81)

and the achievable rate of second order polynomial precoder
R (J = 2), is computed according to [21], [42]:

a(M3 4+ 2M?* +2M + 1)
a(K —1)(M2+M+1)+K(1+M)
(82)

Hence, the RF power is given in Eq. (21).

APPENDIX D
See Table 5.
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TABLE 7. The coefficients {U;}.

Uy =Lu(K—-1)

U, = 6KL,(M + 1)(K — 1) + Klyu,

Us = 61,K*(M + 1)

U, = In2 Squ,K(K — 1)

Us = (K —1)(n2l3u, + Aljuy + 61In2 SyuzK?)
+In2Squ, K2+ 1In2 S, Lu, (M + 1)

Ug = 6(K — 1)(In2 lyusK + ALK(M + 1) + In 2 SyK?)
+ K(In2 l3uy + Alyuy + 6 In2SquzK?)
+ 61028 LusK(M + 1)

U, = K(6In2 lyusK + 6ALK(M + 1) + 6 In 2 S,;K?)
+6In215(K — DK%+ 6In25,L,(M + 1)K?

Us = 6In2 ;K>

where

w, = 3M? + 6K(M + 1) — 3

Uy = 6K(M +K —1) + M(M — 4) + 1

u; =2K+M-1

TABLE 8. The coefficients {Z,}il o,-}.

o, =3ap*(2ap + ap? + 2)

0, = 6ap*(af —ap?*+1)

03 = 6a*B3(1-B)

0, = af(—-7ap? + 2ap +2)

o5 = a(7ap —4ap® +1)

06 = @*(1—2p)

0, = 2a?

og = 6p%(ap +1)(ap? + af +1) + a*f°
0y = 6ap*(ap —ap*+1)

00 = 6a’f*(1—2p*+2f+1/a)+6
01, = 6ap(—2ap?+apf +1)

01, = 2a*(3 - 38 — 28?)

013 = _6672
014 = @’
APPENDIX E

The values of consumption powers are [5]-[6], [31]-[34]:

Prc =MPpgs + Psyny + KPyg (83)
b 2BTUMK? N 4BrPLK? 84
= ULgs ULyg

(Pl + U)K
Pc/p=K (Pcop + Ppec) |1 — — 0 R (35)
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TABLE 9. The coefficients {Z?=o vj }

vo=a3(K3+K—2)+ a?K(Q2K + 1) + aK?
v; = wy[@®(8K? + 3K + 5) + aK(8K + 3a)]

vy = w;[a®(26K% — 52K — 1) + aK(38aK + 12K — 23a
wy[a®(25K2 — 47K + 22)

+ aK(36aK + 12K — 36a)]

=w;[24a3(K? — 2K + 1) + 6aK(4aK + K — 4a)]

ve = wy[3a3(4K? — 7K + 3) + 3a?K(4K — 3)]

= w;[3a3(2K? — 3K + 1) + 3a?K]

vg = 3w a3 (K — 1)

2

v

vl

14

~

TABLE 10. The coefficients {Zf=l Q,-}.

v, = wy[3a3(5K% — 8K + 3) + aK(28aK + 13K — 25a)]

)]

Q1 = W1q2q39,

Q2 = W1q2q30s

Q3 = 50K 429396

Qs = S1W2q196 + 4295(SoKq7 + Wsqe + Awyq,)
Qs = S1w2q197 + 42q3(6S0Kq3 + wsq; + Aw,qs)
Qs = 605 (S1w2q1 + W5q2q3)

where

G =M3*+M+1qg,=M?*+M+1)(K—1)
q3 = K(M + 1)q, = 3q1(2q,+41)

qs = 6419396 = 3In2(2q3 + 2q:q, + q7)

47 = 643In2(2q, + q,)

DL | ULy g\ _
(rPt+ L) 7

Ppy =K (Ppr) |1 —

Plugging these values into Eq. (25) yields:

Pr
= MPps + Psyny + Prix
+K|P /B + MB 2 + / !
Y 2ULgs Lgs = ULgs ULgs
2B7UL N 4BtPL JB
+K2 ULpgs ULyE 2ULpgs
MB
+ (J +2-2 (‘L’DL + ‘L’UL))
ULps

+ K (Pcop + Ppec + Psr)
(t" + UK
RSN S |

(86)

)

(87)

Rearrange the terms of above equation, and then the total

power is given in Eq. (27).
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APPENDIX F
See Table 6.

APPENDIX G
See Table 7.

APPENDIX H
See Table 8.

APPENDIX 1
See Table 9.

APPENDIX J
See Table 10.
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