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ABSTRACT Video-level sentiment analysis is a challenging task and requires systems to obtain discrim-
inative multimodal representations that can capture difference in sentiments across various modalities.
However, due to diverse distributions of various modalities and the unified multimodal labels are not always
adaptable to unimodal learning, the distance difference between unimodal representations increases, and
prevents systems from learning discriminative multimodal representations. In this paper, to obtain more
discriminative multimodal representations that can further improve systems’ performance, we propose a
VAE-based adversarial multimodal domain transfer (VAE-AMDT) and jointly train it with a multi-attention
module to reduce the distance difference between unimodal representations. We first perform variational
autoencoder (VAE) to make visual, linguistic and acoustic representations follow a common distribution,
and then introduce adversarial training to transfer all unimodal representations to a joint embedding space.
As a result, we fuse various modalities on this joint embedding space via the multi-attention module,
which consists of self-attention, cross-attention and triple-attention for highlighting important sentimental
representations over time and modality. Our method improves F1-score of the state-of-the-art by 3.6%
on MOSI and 2.9% on MOSEI datasets, and prove its efficacy in obtaining discriminative multimodal
representations for video-level sentiment analysis.

INDEX TERMS Multimodal representation learning, domain adaptation, variational auto-encoder (VAE),
adversarial training.

I. INTRODUCTION
Video-level sentiment analysis is a task to predict people’s
sentiment intensity with a given video clip. It is an essential
task for achieving high-level artificial intelligence (AI), and
is expected to be applied to dialogue agents, virtual reality
and social robotics, and so on [1]. To let AI systems have a
better understanding of people’s sentiment, existing methods
fuse multimodal representations obtained from video frame
(image), text and audio, and predict sentiment intensity by
doing regression analysis [7], [9]. How to obtain discrim-
inative multimodal representations that can capture differ-
ence in sentiments across various modalities is a core issue
for video-level sentiment analysis [2], [10], [11]. However,
due to diverse distributions of various modalities (e.g., one
same sentiment intensity corresponds to different unimodal
representations.) and the unified multimodal labels are not
always adaptable to unimodal learning (e.g., an unified mul-
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timodal label is highly negative, but text represents neutral),
the distance difference between unimodal representations
increases, and prevents systems from learning discriminative
multimodal representations.Mai et al. [16] propose adversar-
ial encoder-decoder-classifier framework to reduce modality
gap by using adversarial training [3], [30], and Yu et al. [15]
design an unimodal label auto generation module to better
learn unimodal representations for multimodal fusion. These
two methods reduce the distance difference between uni-
modal representations via different approach, aim to map
various modalities in a joint embedding space so that the
model can easily learn a common classifier. However, from
the evaluation result, their efficacy is limited on the small and
imbalanced sentiment dataset.

In this paper, to obtain more discriminative multimodal
representations that can further improve the performance
of video-level sentiment analysis, as shown in Fig. 1, we
propose aVAE-based adversarial multimodal domain transfer
(VAE-AMDT) to better reduce the distance difference
between unimodal representations and transfer various
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FIGURE 1. A conceptual diagram illustrates distribution of various
modalities is diversity. VAE-AMDT is designed to transfer unimodal
representations to a joint sentiment embedding space. As a result,
we obtain discriminative sentiment multimodal representations and
make it easier to predict sentiment intensity. ‘‘4’’ and ‘‘©’’ indicate
‘‘non-negative’’ and ‘‘negative’’ respectively.

modalities to a joint embedding space, so that the model can
easily learn discriminative multimodal representations and
find an effective classifier over various modalities. Varia-
tional auto-encoder (VAE) is an auto-encoder whose train-
ing is regularised so that the distributions returned by its
encoder are enforced to be close to a standard normal distribu-
tion [4], [5].We perform it with visual, linguistic and acoustic
modality respectively to make encoded latent representations
follow a common distribution so that the modality gap can
be reduced. Furthermore, motivated by [16], we introduce
discriminator trainedwith adversarial loss to classify encoded
latent representation of target modality as true but others
as false. As a result, we can better transfer encoded latent
representations from various modalities to a joint embed-
ding space as shown in Fig. 1. And then, we jointly train
VAE-AMDT with a multi-attention module on this joint
embedding space to learn more discriminative multimodal
representations. The multi-attention module is consist of self-
attention, cross-attention and triple-attention components,
we employ it to highlight important sentimental represen-
tations over time and modality. Especially, we perform
the cross-attention component under a ‘‘non-alignment’’
modality data setting to make our method can capture
sequence-level interactions between modalities and have
a much better multimodal fusion ability (e.g., text →
audio) [11]. We also perform self-attention to highlight
import elements in eachmodality, and triple-attention to high-
light important modality.

We conduct detailed experiments on the video-level sen-
timent analysis dataset MOSI [8] and MOSEI [6]. Our
method improves F1-score of the state-of-the-art method
Self-MM [15] by 3.6% on MOSI and 2.9% on MOSEI
datasets respectively. We also perform quantitative and

qualitative analysis on the test set of both datasets, and the
results suggest that VAE-AMDT is capable of reducing dis-
tance difference among unimodal representations, and fused
multimodal representation is discriminative for improving the
performance of video-level sentiment analysis.

II. RELATED WORK
A. UNIMODAL SENTIMENT ANALYSIS
Sentiment analysis from people’s facial expressions, voices
and speech texts have some impressive progress by
employing deep learning techniques [1]. Convolutional
neural networks (CNN) are employed to do facial expres-
sions recognition (FER) [19], [20]; Recurrent neural net-
works (RNN) are employed to do speech emotion recognition
(SER) [21]–[24]; Language models (e.g., BERT [13]) are
finetuned to do textual sentiment analysis [25]–[27]; All these
methods focus on learning effective latent representations
from single modality. However single modality is not enough
to provide comprehensive information to analyze people’s
complex sentiments. In contrast, our method focus on how to
fuse these unimodal latent representations to further improve
the performance of sentiment analysis.

B. MULTIMODAL FUSION
Recent works on video-level sentiment analysis are increas-
ing, and aim to gain more effective multimodal represen-
tations from various modalities. Several recent works [7],
[9]–[11] employ attention mechanism to fuse multimodal
representations through modeling interactions across various
modalities. Zadeh et al. [6] propose a dynamic fusion graph
to do inter-multimodal fusion and Wang et al. [10] dynam-
ically adjust word representations using its aligned facial
expressions and voice representations. However, these meth-
ods work with the forced alignment data setting, and are lim-
ited to build sequence-level interactions between modality.
Our method works with non-alignment data setting, so we
can use cross-attention to build sequence-level optimal inter-
actions cross modality.

To further improve the performance of multimodal fusion,
recent works [15], [16] focus on how to reduce distance
difference of unimodal representations since it is hard for
systems to learn a common classifier from various modal-
ity domains as shown in Fig. 1. Motivated by adversarial
training [29], [30], Mai et al. [16] introduce adversarial
encoder-decoder-classifier framework to transfer unimodal
representations to a joint embedding space, and Yu et al. [15]
designs an unimodal label auto generation module to better
learn unimodal representations so that the distance difference
between modality can be reduced. However, their efficacy
is limited on the small and imbalance sentiment dataset.
We perform adversarial training by using VAE-encoded uni-
modal representations to better reduce distance difference of
unimodal representations.

III. PROBLEM STATEMENT
In this paper, we aim to predict people’s sentiment intensity
with a given video clip. The video clip includes multimodal
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FIGURE 2. Overview of our method: we first perform self-attention (§ V-A1) and cross-attention (§ V-A2) using preprocessed sequence features V , L
and A, and then we perform VAE-AMDT that consisting of three VAEs and two generators G and one discriminator D to reduce distance difference
between unimodal representations (§ V-B). Finally, we use the encoded unimodal representations as the input of triple-attention (§ V-A3) to output
one sentiment intensity result. Here, unimodal representations xv , xl and xa indicate concatenations of the output of attention layers for each
modality. µv , µl and µa are encoded unimodal representations with VAE-AMDT.

signals: people’s face image frames (Iv), audio (Ia) and speech
text (It ). We regard this task as a regression task, and our
model takes Iv, Ia and It as inputs and outputs one sentiment
intensity y ∈ R. Here, R is in the range of [−3, 3].

IV. MODALITY DATA PREPROCESSING
Given a video clip, we first drop out data that does not
contain all of Iv, Ia and It to ensure our model works properly,
and then we process each unimodal signal following below
techniques to obtain their sequence features:

1) For the visual modality, we first use OpenFace [31] to
extract Iv, and then we initialize visual sequence fea-
tures V ∈ RTv×Dv by encoding facial expression repre-
sentations from Iv using a pretrained FER model [33].
Here, the FER model is pretrained on the VGG-Face
dataset [34]. Given an extracted face image, we perform
that pretrained FER model and use its prediction result
as facial expression representations. The facial expres-
sion result is represented with a 8-dimensional vector.
The More details in Albanie’s website1.

2) For the linguistic modality, we initialize language
sequence features L ∈ RTl×Dl by extracting sentence
embeddings of It using a pretraining language model
RoBERTa [28].

3) For the acoustic modality, we initialize audio sequence
features A ∈ RTa×Da by extracting log-mel filter banks
from Ia [22].

1https://www.robots.ox.ac.uk/ albanie/mcn-models.html

In this paper, to solve one problem of different video clip
lengths, we do padding and truncation to adjust the length
of V , L and A respectively. We set Tv, Tl and Ta to 64, 100
and 128, and Dv, Dl and Da to 8, 1024 and 128.

V. METHODOLOGY
In this section, we explain our method in detail. As shown in
Fig. 2, our method includes VAE-AMDT and a multi-attention
module that consists of self-attention, cross-attention and
triple-attention components. We jointly train VAE-AMDT and
the multi-attention module to reduce the distance difference
between unimodal representations and fuse multimodal rep-
resentations to do sentiment intensity prediction.

A. MULTI-ATTENTION MODULE
1) SELF-ATTENTION
The self-attention is designed to highlight key sequence ele-
ments [12], [13], and performed by taking V , A and L as
inputs and output self-attention vector x(v→v), x(l→l) and
x(a→a), as follows:

X(m) = fm(X ) (1)

α(m→m) = softmax(X(m) · XT(m)) (2)

x(m→m) = fs

(∑Tm
t=1 α(m→m) · X(m)

T(m)

)
(3)

where fm : RTm×Dm → RTm×D is a linear transformation.
We perform fm with X ∈ {V ,L,A} to output X(m),m ∈
{v, a, l} and they have a same dimensionD. We then calculate

VOLUME 10, 2022 51317



Y. Wang et al.: VAE-Based Adversarial Multimodal Domain Transfer for Video-Level Sentiment Analysis

attention weight α(m→m) and get self-attention vector x(m→m)
via a 2-layer MLP fs : RD

→ RD.

2) CROSS-ATTENTION
We perform cross-attention between any two modalities
to highlight correlated sequence elements over modality.
For example, corresponding to one speech text ‘‘I enjoyed
the party today’’., the word ‘‘enjoy’’ should attend to the
enjoyable facial expressions, and its cross-attention weight
α(m1→m2) should be learned with a high score. We usem1 and
m2 to indicate different modality. We perform cross-attention
in two attentional directions to get cross-attention vector
x(m1→m2) and x(m2→m1), as follows:

α(m1→m2) = softmax(X(m1) · XT(m2)) (4)

x(m1→m2) = fs

(∑Tm2
t=1 α(m1→m2) · X(m2)

T(m2)

)
(5)

As shown in Fig. 2, we concatenate self-attention and
cross-attention vectors for each modality to get unimodal
representations xm, as follows:

xv = x(v→v)||x(l→v)||x(a→v) (6)

xl = x(l→l)||x(v→l)||x(a→l) (7)

xa = x(a→a)||x(l→a)||x(v→a) (8)

where ‘‘||’’ is the concatenation operation. We take xv, xl and
xa as inputs of VAE-AMDT (§ V-B).

3) TRIPLE-ATTENTION
We fuse VAE-AMDT encoded unimodal representaions µv,
µl and µa by using triple-attention so that the important
unimodal representaions can be highlighted. We stack µv, µl
andµa in a list and then perform Eqs. (2) and (3) to get a mul-
timodal representation vector x. Finally, we perform linear
regression for sentiment intensity prediction by employing
mean squared error (MSE) loss function Lm, as follows:

Lm(y, ŷ) =
1
n

n∑
i=1

|fr (xi)− ŷi|2 (9)

where fr : RD
→ R1 is a linear transformation, used to output

one sentiment intensity result. n represents the size of data
batch and ŷ is ground truth label.

B. VAE-AMDT
VAE-AMDT is composed of three VAEs and two generators
G and one discriminator D (Fig. 2). We jointly train it with
the multi-attention module to transfer xv, xl and xa to a joint
embedding space and use its output µv, µl and µa to predict
sentiment intensity (§ V-A3). We show how to learn VAEs
and how G and D worked in the adversarial training process
as follows:

1) VARIATIONAL AUTO-ENCODER (VAE)
TheKullback-Leibler Divergence (KLD) term ofVEA allows
us to regularize the encoder to produce a latent vector z that

follows a standard normal distribution [4], [5]. As a result,
we have each mean layer µ(m) that follows a similar distri-
bution [5]. To further include modality type information in
the encoder, we define a one-hot vector to represent modality
types and concatenate it with the decoder vector m for each
modality. Following a MLP layer l, we maximize the loss
function Lvae to learn VAEs together as follows [4]:

Lvae(θ, φ) =
R∑
r=1

N∑
n=1

{−βKL(Qφ(z|xrn)||Pθ (z))

+EQφ (z|xrn)
[
logPθ (xrn|z,m)

]
} (10)

where φ and θ denote encoder and decoder parame-
ters respectively. R denotes the number of modalities and
N denotes the data size. We set β to 0.5. This is a trade-off
coefficient that allows the model prioritize one term over the
other. KL represents KLD term, used to constrain the varia-
tional posterior Qφ(z|x) close to the prior Pθ (z). The second
term on the right-hand side of Eq.10 indicates the values
of the expected log-likelihood generated by the decoder Pθ .
To maximize it to enforce z return to the original data space
with the constraint m. Here, m is the modality type vector.
When KL is minimized, the encoder Qφ is also constrained
by m. As a result, the modality type information can affect
the encoder optimization and to make the encoder represent
modality type information as well.

2) ADVERSARIAL TRAINING
We take VAE encoded unimodal representations µv, µl and
µa as the input. To further reduce the distance between any
two unimodal representations, we introduce two G to gen-
erate fake linguistic modal representations from visual and
acoustic modality and then design aD to discriminate the real
linguistic modal representation from generated fake repre-
sentations by employing an adversarial loss Lat . In addition,
we perform binary classification for the generator by using
binary cross entropy loss (BCELoss). We jointly train two G
and one D to as follows:

LGm = argmin
Em

V (Em),

V (Em) = Eµm∼Qψm (µm)
[
logE(µm)

]
+Eµm∼Qψm (µm)

[
log (1− Em(µm)))] (11)

where Em indicates generator of modality m ∈ {v, a}.

LD = arg min
Ev,Ea

max
D

V (Ev,Ea,D),

V (Ev,Ea,D) = Eµl∼Qψl (µl)
[
logD(µl)

]
+Eµ(v)∼Qψv (µ(v))

[
log

(
1− D

(
Ev(µ(v))

))]
+Eµ(a)∼Qψa (µ(a))

[
log

(
1− D

(
Ea(µ(a))

))]
(12)

Consequently, we have Lat for adversarial training.

Lat = LGv + LGa + LD (13)
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TABLE 1. The size of dataset.

C. LEARNING
We finally have a joint loss L for training the multi-attention
module and VAE-AMDT, as follows:

L = αLm + βLave + γLat (14)

where α, β, γ are hyperparameters, which are used to indicate
the importance of each loss value. We empirically set them
as 1.

VI. EXPERIMENT
A. DATASET
We evaluate our method on using video-level sentiment anal-
ysis dataset MOSI [8] and MOSEI [6]. Both datasets are
collected from online video: MOSI contains 2,199 opinion
video clips and MOSEI contains more than 65 hours video
from more than 1000 speakers and 250 topics. To ensure our
method behaves correctly, we drop out data that does not
contain all of modalities. Tab. 1 shows the number of data
in both datasets in detail. MOSEI dataset is over 6x larger
than MOSI dataset. Both datasets are annotated in the range
of the [−3,3] Likert scale, i.e., [-3: highly negative, −2: neg-
ative, −1: weakly negative, 0: neutral, +1: weakly positive,
+2: positive,+3: highly positive]. From the data distribution
over annotations in Fig. 3, we have very imbalanced data
annotations for both datasets. Especially, there is over 65%
of MOSEI dataset are annotated in the range of [−1, 1].

B. METRIC
We use the mean absolute error (MAE), accuracy (A2) and
weight F1 score as evaluation metric. A2 is a binary accu-
racy metric, the prediction result y < 0 are belonged to
‘‘Negative’’ class and y ≥ 0 are belonged to ‘‘Non-negative’’
class (Fig. 3). Furthermore, due to the small and imbal-
anced dataset, we also use precision-recall curve to show the
model’s performance at various threshold settings.

C. FULL MODEL HYPERPARAMETERS
We show full hyperparameters of our model on MOSI and
MOSEI dataset in Tab. 2. We use AdamW [35] as our opti-
mizer, with ε = 1e-8.We use cosine annealing schedular [36]
to adjust the learning rate (1e-8). We also show the feature
size of each attention component in our multi-attention mod-
ule (Fig. 2) in details. Our hidden layer size (fm) is different
from datasets, so that we have different hyperparameters for
training their best performance (Tab. 2: ‘‘Training’’).

D. PERFORMANCE
As shown in Tab. 3, under the same modality alignment
setting (non-alignment), our method achieves much lower
MAE result than Self-MM(+) by over 0.16 (MOSI) and
0.05 (MOSEI). Especially, a low MAE indicates that our

FIGURE 3. Annotation distributions on MOSI (a) and MOSEI (b). We show
‘‘negative’’ classes in red color and ‘‘non-negative’’ classes in blue color.

method is superior on the sentiment regression problem.
Compared to Self-MM(+), we also note that our method
improves MAE results better with MOSI than with MOSEI.
This suggests that VAE-AMDT is much effective for rela-
tively small datasets (Tab. 1). Here, Self-MM(+) is trained
by using the same preprocessed data in our method (§ IV).
Especially, we use a same pretrained RoBERTa model to
encode speech text for a fair comparison between Self-
MM(+) and our approach. We take out the data that lacks
some modalities so that we can fairly compare their per-
formance in terms of the modal fusion capability. To fairly
confirm the binary classification ability of models trained
with imbalanced annotations (Fig. 3), in addition to the accu-
racy (A2) comparisons, we also show precision-recall curve
for both MOSI and MOSEI in Fig. 4. The results suggest
that our method is superior to Self-MM(+). Even though
Self-MM(+)’s A2 result (84.6%) is higher than our method
(82.8%), when both precision and recall scores are over 80%
as shown in the precision-recall curve graph (Fig. 4b), our
method is still better than Self-MM(+). We also show the
result of our method trained in a 10-fold cross-validation
strategy (CV), which is a bit worse due to the small and
imbalanced dataset, but it is still better than Self-MM(+)
except A2 for MOSEI. This result also suggests that our
method is not overfitting to the training set.

We additionally compare the number of parameters of
Self-MM and our method. Self-MM finetunes the pretrained
BERT model [13], so it needs to reuse and update BERT’s
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TABLE 2. Full hyperparameters for our model. ‘‘dim’’ indicates the number of dimensions. ‘‘Self’’, ‘‘Cross’’ and ‘‘Triple’’ indicate self-attention,
cross-attention and triple-attention components respectively.

parameters, and the training parameters exceed 100M. This
is 33X larger than our method (3.3M). Since we utilize
the pretrained RoBERTa [28] to embed speech text during
preprocessing (§ IV), it is not essential to update massive
pretrained parameters. As a result, we can not only train our
method in a short time ( 13 th of Self-MM) as shown in Tab. 2,
but also achieves a model that is 1.5X faster than Self-MM
for inference.

E. EFFECT OF VAE-AMDT
We first show the comparison results of our method built
(w/o and w/) VAE-AMDT in Tab 4. The results suggest

that our proposed VAE-AMDT is effective for improv-
ing the performance of model only built by employing
the multi-attention module (§ V-A). We further study the
effect of VAE-AMDT through quantitative and qualitative
analysis.

1) MAXIMUM MEAN DISCREPANCY SCORE(MMD)
We do quantitative analysis by analyzing maximum mean
discrepancy (MMD) on both MOSI and MOSEI test sets.
The MMD is a kernel-based approach that is used to mea-
sure the distance between two probability distributions [32].
We use encoded unimodal representations µv, µl and µa to
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TABLE 3. Comparison of VAE-AMDT and state-of-the-art results in both MOSI and MOSEI. VAE-AMDT outperforms state-of-the-art Self-MM (MAE/F1) by
over 0.16/3.6 point (MOSI) and 0.05/2.9 point (MOSEI). Here, the lower the MAE, the better the performance. (*) indicates that the results are referenced
from the Self-MM paper. (+) indicates that Self-MM is trained by using the same preprocessed data in our method; (CV) indicates the result of the 10-fold
cross validation.

FIGURE 4. The precision-recall curve is created by using VAE-AMDT’s test prediction results on both datasets. The curve indicates that
VAE-AMDT outperforms Self-MM when both precision and recall scores exceed 0.8. Here, a better model should perform better for both
metrics.

TABLE 4. Comparison results of the model trained w/o and w/ VAE-AMDT. The model trained with VAE-AMDT further improves F1 score of (w/o
VAE-AMDT) by 3.6% (MOSI) and 1.7% (MOSEI).

calculate MMD score between any twomodality (§ V-B), and
show their results in Tab. 5. Our proposed VAE-AMDT not
only can balance the distance difference between any modal-
ity pairs (e.g., v→l, a→l and v→a), but also reduce their
average distance difference in total and prove the efficacy
of VAE-AMDT.

2) VISUALIZATION
To further explain the efficacy of VAE-AMDT, we perform
qualitative analysis by visualizing the encoded unimodal
representations using t-SNE, and show the result on MOSEI
test set in Fig. 5. We concatenate encoded unimodal represen-
tations µv, µl and µa, and use t-SNE to map them into a joint
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TABLE 5. MMD results show that not only can the model (w/ VAE-AMDT) balance the distance between any two modality, but the average result is lower
than the model (w/o VAE-AMDT).

FIGURE 5. Visualization result on MOSEI. The green color indicates ‘‘negative’’ class and the red color indicates ‘‘positive’’ (include
‘‘neutral’’) class. The model (w/ VAE-AMDT) classifies both classes by discriminative representations.

TABLE 6. Case study on MOSEI test set. The predicted sentiment intensity by our method is close to ground truth.

embedding space. By applyingVAE-AMDT (Fig. 5b), the dots
indicating ‘‘negative’’ and ‘‘non-negative’’ classes tend to

split into two clusters and prove that VAE-AMDT is capable
of obtaining discriminative multimodal representations.
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TABLE 7. Ablation study of the multi-attention module on MOSEI dataset.
All models are trained w/o VAE-ADMT, (self, cross, triple)-attention shows
the lowest MAE score compared to others.

TABLE 8. Effect of modality. The test results show that adding modality
improves performance.

F. ABLATION STUDY
To prove the efficacy of all components in our method,
we study the Multi-attention module and Modality
respectively. Here, we discuss all comparison results based
on the MAE metric. Since we consider that the MAE metric
should be more reliable than the A2 and F1 metric on the
regression learning, especially for the small and imbalanced
datasets.

1) MULTI-ATTENTION MODULE
To confirm the effect of all components of the multi-attention
module, we show the comparison results of the model
trained by employing different attention component in Tab. 5.
For the model employing triple-attention w/o VAE-AMDT,
we use unimodal representations xv, xl and xa instead of
µv, µl and µa. The result suggests that (self, cross, triple)-
attention improves performance when use them together.
Especially, the MAE result is improved much after adding
triple-attention, and suggests its efficacy that highlighting the
important modality.

2) MODALITY
To ensure that increasing the number of modality can improve
performance, we compare the models that are trained given
various modalities as the input, and show the results in
Tab. 8. It is clear that adding modality improves performance.
However, we note that speech text perform better than other
modality (e.g., image, audio). We believe that the language
encoder (RoBERTa model [28]) we used is more powerful
than encoders used for image and audio.

G. CASE STUDY
We show some data samples from MOSEI test set in Tab. 8.
The predicted sentiment intensity by our method is close to

ground truth. Although we select samples randomly and the
result suggests that our method perform stable with these
data. Furthermore, we note that some predicted score is more
reasonable than ground truth. For example, the sample (ID:5)
is predicted to 0.52, which is lower than ground truth. How-
ever we note that the speech text actually represents negative
sentiment. These results not only prove that our method is not
overfitting to the training set, but also suggest that it is robust
to practical use.

VII. CONCLUSION
We proposed (VAE-AMDT) and jointly train it with a
multi-attention module to reduce the distance difference of
various unimodal representations. As a result, we obtained
discriminative multimodal representations to further improve
performance of video-level sentiment analysis. Our method
balanced the distance difference between any modality
pairs and reduced their average distance in total (§ VI-E).
We finally improve F1-score of the state-of-the-art Self-
MM by 3.6% on MOSI and 2.9% on MOSEI datasets
(§ VI-D), and prove the efficacy of our method in obtain-
ing discriminative multimodal representations (§ VI-E2).
In the next step, we will explore more effective approach
to improving multimodal fusion, and also plan to use
more powerful modal encoders to extract unimodal rep-
resentations such as face identification method proposed
in [37].
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