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ABSTRACT When studying electrochemical systems, EIS practitioners face the challenge of choosing
a relevant equivalent electrical circuit to analyze their measurement data and interpreting the role of its
components. In this review, we take a closer look at the use of equivalent electrical circuits (EEC) across
various application domains. We aim to aid EIS practitioners in determining and evaluating their EEC-based
data analysis methodology in light of recent progress from all EIS application domains. We review EEC
usage and its interpretation while additionally providing software to automatically search for equivalent
electrical circuits from the relevant application domain literature that fit EIS measurements supplied by
users. Finally, we make a comparison of the impedimetric behaviour and circuit modelling approaches of a
range of different electrochemical systems and discuss some complementary EIS data analysis strategies.

INDEX TERMS Electrochemical impedance spectroscopy, equivalent electrical circuit, battery, supercapac-
itor, fuel cell, corrosion, cement, plant, biosensor.

I. INTRODUCTION
A. ELECTROCHEMICAL IMPEDANCE SPECTROSCOPY
Electrochemical impedance spectroscopy (EIS) is a widely
used technique to examine the properties of electrochemical
systems. It provides an indirect means to measure a variety
of electrochemical quantities that are otherwise hard to assess
accurately. Such quantities include the corrosion rate of met-
als [1], the state of charge of batteries [2], the physiological
state of plants [3], and many more. A generalized version of
Ohm’s law describes the impedance Z (ω) of a given system
at radial frequency ω:

Z (ω) =
F{V (t)}
F{I (t)}

=
Ṽ (ω)

Ĩ (ω)
, (1)

where F , V (t), I (t), Ṽ (ω) and Ĩ (ω) denote the Fourier trans-
formation, time domain voltage over the system, time domain
current, frequency domain voltage and frequency domain
current, respectively. In EIS, the impedance that a given
sample presents when subjected to a small sinusoidal input
voltage or current perturbation is evaluated over a range of
frequencies. The resulting set of impedance values form the
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system’s impedance spectrum under the prevailing environ-
mental conditions (e.g., temperature and applied voltage) at
the time of measurement [4]–[6]. While the determination
of the resistance of an electrolyte by means of alternating
current measurements dates back about 150 years, the devel-
opment of commercial frequency response analyzers and
the accompanying software at the end of the last century
instigated a rapid proliferation of the use of EIS in a variety
of application domains [7]. EIS is a non-invasive and very
information-dense method, allowing practitioners to disen-
tangle the various electrochemical processes taking place
within the system. Furthermore, it is relatively fast and easy
to implement with the modern commercial instrumentation
that is currently available. It partially owes its popularity to
its amenability to automation and online measurement and
its label-free nature [8] in biosensing applications. With the
advent of modern microelectronics, a transition from initially
being limited to lab environment system characterization to
real-time measurements in the field is making rapid progress.
Some disadvantages of EIS include the requirement of expen-
sive equipment and its theoretical complexity, which makes
it not as easy to interpret as some alternative methods. This
review primarily covers the aspects of EIS related to equiv-
alent electrical circuits. Aside from providing an overview
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TABLE 1. Common equivalent circuit components.

of equivalent electrical circuits (EECs) and their contempo-
rary developments, our contributions include new ways to
compare circuit topologies and impedance spectra, software
to find matching circuits per application, and insights into
the similarity of different electrochemical systems and the
limited section of the circuit topology space taken up by prac-
tically applied EECs.We limit our scope to equivalent electri-
cal circuits and their use when analysing EIS measurements.
A recent general review of EIS was made by Wang et al. [9].
Considerations concerning the experimental setup of EIS,
including the choice of appropriate probe configurations and
hardware, can also be found elsewhere [5].

B. EQUIVALENT CIRCUITS AND THEIR COMPONENTS
Equivalent electrical circuits are the standard tool for ana-
lyzing EIS measurements. When applied correctly, they can
provide an approximate mechanistic interpretation of the
considered electrochemical system. The electrical elements
present in the circuits can be split into two categories (the
naming conventions of which differs between applications):
integer-order elements and fractional-order elements. The
integer-order elements typically found in equivalent circuits
are resistors, capacitors, and inductors, whereas the reg-
ularly applied fractional elements are the constant phase
element (CPE) and the Warburg element (the latter being
a special case of the former). Table 1 displays these
five common circuit components. The impedance over the
integer-order components can be calculated by applying the
Fourier transformation to the expressions of the voltage over
them in the time domain, and rearranging. The voltage over a
resistor in the time domain is given by V (t) = RI (t). Taking
the Fourier transformation of the time-dependent variables
and rearranging, we get

R =
Ṽ (ω)

Ĩ (ω)
= ZR(ω). (2)

From Eq. (2), we see that the impedance over a resistor
is frequency independent and equal to its resistance value.
When a resistor is connected in series in a circuit, one notices
a shift on the real axis of the spectrum in the Nyquist plot,
which displays the imaginary part of the impedance as a

function of the real part. The voltage over a capacitor in
the time domain is given by V (t) = 1

C

∫
I (t) dt , where C

is the capacitance measured in Farad. Taking the Fourier
transformation of the time-dependent variables and bearing in
mind that the Fourier transform of the integral of a function is
equal to the Fourier transform of the function divided by ωj,
where j is the imaginary unit, we get

Ṽ (ω) =
1
C
Ĩ (ω)
ωj

, (3)

so that the impedance of a capacitor can be calculated as

ZC(ω) =
1
Cωj

. (4)

The voltage over an inductor in the time domain is given by
V (t) = L dI (t)

dt , where L is the inductance measured in Henry.
Taking the Fourier transformation of the time-dependent vari-
ables with the knowledge that the Fourier transform of the
derivative of a function is equal to the Fourier transform of
that function multiplied by ωj, we get

ZL(ω) = Lωj. (5)

Inductors are often present in battery impedance models,
where they are used to model inductive effects caused by cell
windings and the cables connecting the battery to the poten-
tiostat duringmeasurement. Bode plots display themagnitude
and phase angle of a complex-valued impedance spectrum
as a function of the perturbation frequency. When examining
the impedimetric behavior of a system using Bode plots, it is
useful to note that resistors do not cause a phase shift between
the voltage and the current, capacitors cause a −90 degrees
phase shift, and inductors cause a +90 degrees phase shift.
Idealized (integer-order) components do not describe reality
exactly, but merely describe reality conveniently, as they
have a straightforward electrical interpretation. The total
impedance transfer function over a system represented by an
equivalent circuit can be calculated through the application of
Kirchoff’s laws, in combination with the individual com-
ponents’ impedance expressions. The total impedance of
serially connected components equals the sum of their
impedances, whereas the impedance of parallelly connected
components is the inverse of the sum of their inverted
impedances. Note that the order of the components in an
EEC does not influence its impedance spectrum, so that a
given circuit can be displayed in different ways. In general,
the configuration that lends itself to the clearest physical
interpretation should be selected. A difficulty of only using
integer-order components is that they are only capable of
modelling systems that display ideal behavior. In real sys-
tems, the introduction of fractional circuit components is
often necessary. The impedance of a CPE is given by

ZCPE(ω) =
1

Y0(jω)α
, (6)

where Y0 is the CPE constant and α is the CPE exponent. CPE
exponent values of −1, 0, 1/2 and 1 allow for the CPE com-
ponent to represent an inductor, resistor, Warburg element,
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FIGURE 1. (a) Simple Randles circuit with its modification to account for Warburg diffusion. (b) Nyquist plots of the simple Randles circuit and its
modification. The direction of increasing frequencies is indicated, as is the time constant’s corresponding critical frequency. The parameters used
for this simulation are RS = 48�, CDL = 2× 10−6F, RCT = 304�, and σ = 71�s−1/2. (c) Phase angle Bode plot of the simple Randles circuit and its
modification. (d) Impedance magnitude Bode plot of the simple Randles circuit and its modification.

and a capacitor, respectively. In real systems, capacitors are
typically replaced by CPEs. Such replacement also improves
the fit of the other circuit parameters, allowing for a more
accurate analysis. For instance, the double-layer effect (i.e.,
the accumulation of two layers of polarized ions near the
electrode surface after the application of an electric poten-
tial) [10] is theoretically modelled by a capacitor, yet in many
practical applications the electrode double-layer capacitance
is not consistent with a pure capacitance due to electrode
surface roughness and other non-uniformities. For this rea-
son, the use of a CPE instead has become common practice.
The Warburg element is often used to model mass-transfer
processes (diffusion processes) and gives rise to a 45-degree
slope in the Nyquist plot (see Fig. 1). The impedance over
such a Warburg element is given by

ZW(ω) = σω−1/2 − jσω−1/2, (7)

where σ is the Warburg coefficient (measured in �s−1/2),
related to the diffusion coefficient and the bulk concentration
of charged species. Many works model a Warburg element as
a CPE with α = 1/2. In this case the Warburg coefficient
can be retrieved from the Y0 parameter of the CPE with
σ = 1

√
2Y0

.

It has been concluded in several works that fractional-order
circuit models typically yield a better and more noise-robust
fit to experimental data without having to make the cir-
cuit topology overly involved, at the cost of a somewhat
less straightforward interpretation [11]. The replacement of
a capacitor by a CPE only adds one additional parameter,
while potentially greatly improving the fit. Only using ideal
circuit elements yields perfect semi-circles in the Nyquist
plot, which can at best only roughly approximate real data.
Another argument in favor of fractional-order circuit models
is that integer-order models cannot distinguish between small
changes in the EIS results, making them unsuitable to model
the subtle changes in Faradaic impedance seen in some elec-
trochemical phenomena. For instance, the use of CPEs aids
the simulation of realistic reaction conditions with porous
electrodes, yielding an improved fit over a wide frequency
range. CPEs have also been interpreted as the combination of
a resistor and a capacitor by modelling a trade-off between
capacitance and resistance as α varies. CPE behavior can
be recreated with a long series of resistors and capacitors,
also referred to as a transmission-line circuit. Transmission-
line circuits are an alternative EIS circuit modelling approach
that theoreticallymodels the electrode-electrolyte interface of
porous electrodes [12].
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Electrochemical systems can give rise to impedance
spectra forming one or more semi-circles in a Nyquist plot.
Resistors that are parallelly connected with capacitors pro-
duce such semi-circles. The characteristic frequency of such
(sub-) circuits is the frequency at which the semi-circles in
the Nyquist plot reach their apex. The inverse of this fre-
quency is called the time constant τ , calculated as τ =
(RC)−1. Different electrochemical phenomena will typically
each have their own characteristic time constant, which can
be distinguished in the Nyquist plot, given that they do not
significantly overlap. The parallel connection of a resistor
and a CPE is commonly used in EECs modelling real sys-
tems, and is referred to in the literature as a ZARC element.
Time constants can also be calculated for such elements:
τ = (RY0)−1/α .

The Randles circuit describes the impedance of an
electrode-electrolyte interface. The main electrochemical
processes at this interface are the electrochemical double
layer represented by a capacitor CDL or CPE, the resistance to
charge transfer by rate-limiting chemical reactions RCT, and
the equivalent series resistance RS, caused by the electrode
and electrolyte. In settings where the diffusion of chemical
species in the neighborhood of the electrode becomes rate-
limiting, the Randles circuit is modified to include a Warburg
mass transfer impedance WMT. The Randles circuit and its
modification are displayed in Fig. 1, along with their charac-
teristic Nyquist and Bode plots. The impedance transfer func-
tions of the Randles circuit ZSR and its modification ZMR are

ZSR(ω) = RS +
RCT

RCTCDLωj+ 1
(8)

ZMR(ω) = RS +
RCT +

√
2σ
√
ωj

(RCT +
√
2σ
√
ωj
)CDLωj+ 1

. (9)

Through examination of Eqs. (8) and (9) along with the
circuit and plots in Fig. 1, the system can be interpreted.
At high frequencies, the impedance over the capacitor and
Warburg element is negligible. The current flows through the
top parallel branch in the circuit, and the impedance is given
by RS. At intermediate frequencies, the capacitor contributes
to the impedance, causing the phase angle to deflect towards
−90 degrees. At low frequencies, the impedance over the
capacitor is high, causing all of the current to flow through the
bottom parallel branch, yielding an impedance ofRCT+RS for
the simple Randles circuit. For the modified Randles circuit,
the Warburg diffusion impedance dominates.

C. EQUIVALENT CIRCUIT PARAMETER IDENTIFICATION
Several mathematical optimization methods have been pro-
posed for the identification of equivalent circuit parame-
ters on the basis of EIS measurement data. The parameter
identification is either conducted once after obtaining the
measurements, or it is done continuously to monitor dynamic
systems in real-time, for example, in health state monitoring
in battery management systems [13]. During EEC parameter
optimization, it is advisable to restrict the parameter ranges

TABLE 2. Parameter identification methods.

of the components to physically relevant regions, making
use of domain knowledge if possible [14], [15]. The earliest
parameter extraction strategy was a graphical one, where
rough estimates of the parameter values can be obtained
through examination of the Nyquist plots of relatively sim-
ple electrochemical systems. A non-exhaustive overview of
contemporary EEC parameter optimization methods, along
with examples of a few reference works in which they are
applied, can be found in Table 2. Some of these methods
require the users to input initial parameter guesses, making
the quality of the fit dependent on the expertise of the users.
The aforementioned graphical parameter estimation method
and the distribution of relaxation times (DRT, see Section I-D)
can be useful to find reasonable initial parameter values that
are promptly provided to one of those optimization methods.
Several recently developed parameter optimization methods
make use of a two-step parameter identification, where a first
optimization method provides the initial values of a second
parameter optimization method for further fine-tuning of the
parameter values. An effective two-step parameter identifica-
tion strategy described in [16], [17] consists of a differential
evolution step that does not require initial parameter guesses,
followed by a Nelder–Mead simplex fine-tuning step. This
parameter identification approach is also adopted in the soft-
ware accompanying this work (see Section II). Apart from
using a fitness threshold and doing a visual comparison of
the impedance measurements and the impedance spectrum
simulated using the fitted parameters, checking whether the
residuals are more or less randomly distributed, without obvi-
ous systematic errors, is a way to evaluate whether a given
combination of EEC and parameter values is acceptable [18].

Besides the optimization method used, also the chosen
objective function is a vital aspect of the circuit param-
eter identification procedure to be considered. Using the
mean squared error is inadvisable, as it disregards the fre-
quency information, causing undesired implicit weighing
effects [23]. For this work, the performance of a variety
of objective functions from the literature (mainly differing
in their weighing method) [15], [16], [23], [31]–[35] were
compared on simulated data from several different equivalent
circuits. This comparison was done by evaluating the fits on
the basis of the parameter values resulting from the optimiza-
tion of the tested objective functions. The objective function
F(2) that performed best overall is given by

F(2) =
1
N

N∑
n=1

|Zm,n − Zt,n(2)|2

|Zm,n|2 + |Zt,n(2)|2
. (10)
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Here,N denotes the number of measurements, Zm, n the mea-
sured impedance at the nth measured frequency and Zt , n(2)
the model estimate of the impedance at the nth measured
frequency with parameters 2.

D. COMPLEMENTARY DISTRIBUTED PARAMETER
METHODS
The EIS data representation toolbox has witnessed some
new additions in recent years. The classic but effective Bode
and Nyquist plot data representations along with equiva-
lent circuit analysis have been augmented with promising
complementary analysis methodologies, which at the same
time improve the utility of equivalent circuit analysis. The
model-free distribution of relaxation times (DRT) [36], [37]
is an emerging distributed parameter method that sheds
light on hard-to-interpret cases where the system-under-test
contains electrochemical processes with similar time con-
stants [38]. Frequency-domain impedance measurements are
transformed to the time constant domain, where various
relaxation processes can be examined. In addition, it can also
aid in various aspects of equivalent circuit analysis such as
EEC topology establishment or confirmation [39], provid-
ing reasonable initial values for the parameter optimization
methods that require them, and EEC parameterisation [40].
The relation between the impedance spectrum in the fre-
quency domain Z (ω) and the DRT γ (τ ) in the time domain,
for measurements fulfilling the validity criteria discussed in
Section I-E, is given by:

Z (ω) = R0 +
∫
∞

0

γ (τ )
1+ jωτ

dτ, (11)

where R0 is the pure resistance of the system (i.e., the value
of the real-valued impedance at the point where the spectrum
crosses the horizontal axis in the Nyquist plot) and τ is the
relaxation time. To date, the DRT method has mainly come
to fruition in power source applications. Other applications
would likely also benefit from the inclusion of such an anal-
ysis within their research and development. Tikhonov regu-
larization is currently the most successful method to obtain a
DRT profile with unmeasured regions of the curve smoothed
out. A drawback is the need to choose an appropriate value
for the regularization parameter λ. This parameter determines
the smoothness of the resulting DRT profile and needs to be
chosen with great care, as too low values will cause artefacts
in the DRT, whereas too high values will decrease the resolv-
ability of the peaks. Both scenarios lead to false insights about
the system. A requirement of the DRTmethod is high-quality
impedance measurements with a high-frequency resolution,
as measurement errors or noise can also cause incorrect
DRT profiles. These relatively strict requirements may be
a reason why the method’s use is currently still limited to
power source applications. Research is being conducted to
mitigate the drawbacks of DRT [41]–[43]. Besides DRT, the
emerging Distribution of Diffusion Times (DDT) [44] also
holds promise as a complementary method to supplement the
insights gained from EEC analysis [43].

E. NOISE IN EIS MEASUREMENTS AND DATA VALIDATION
The EIS measurements need to fulfill a few conditions to
conduct a meaningful analysis of the electrochemical system
under study. The three main requirements that EIS measure-
ments should meet are termed linearity, stability, and causal-
ity. The linearity condition states that the system has to obey
Ohm’s law. The impedance magnitude should be independent
of the magnitude of the input perturbation signal. The applied
sinusoidal perturbation and impedance response must be at
the same frequency, with no additional frequencies (harmon-
ics) generated during the experiment. In reality, electrochem-
ical systems are not linear. Pseudo-linearity is attained by
using an appropriately small perturbation amplitude (e.g.,
10mA). Excessively large excitation amplitudes give rise to
noise caused by harmonics in the impedance response. The
choice of the input signal amplitude signifies a trade-off
between signal-to-noise ratio issues at too small amplitudes
and non-linearity problems at too large amplitudes. Stability
refers to the requirement that the system remains unchanged
within the experiment’s time frame. Its state before and after
the input perturbation should remain the same, without drift.
To maintain the stability of the system while analyzing com-
plex systems, the experiment time frame should be kept in
check by not using too low frequencies for which the response
takes longer to evaluate. This issue is also addressed with
the application of the multi-sine method, in which multiple
frequencies are measured at the same time [45]. When appli-
cable, stability can be checked by comparing the open-circuit
potential before and after the experiment. Finally, the causal-
ity condition requires that the impedance response only arises
due to the input perturbation, and is not due to instrument
artefacts or other processes. Appropriate measures to avoid
noise in the system are application dependent. Practitioners
should take precautionary measures to avoid noise before the
experiments and evaluate the validity of their data afterwards.
Some precautionary measures include using a reliable ref-
erence electrode, the use of a Faraday cage to avoid noise
caused by interference in some applications, ensuring the
absence of short leads, checking for wire issues (rusty wires
will influence the impedance), use of shielded wires, and
so on. Several methodologies have been developed to check
the validity of the measurements. The Kramers–Kronig (KK)
relations are a useful way to check data validity [46]. They
are given by:

Z ′(ω) = Z ′(∞)+
2
π

∫
∞

0

xZ ′′(x)− ωZ ′′(ω)
x2 − ω2 dx (12)

and

Z ′′(ω) = −
2ω
π

∫
∞

0

Z ′(x)− Z ′′(ω)
x2 − ω2 dx. (13)

They state that the real and imaginary parts (or alternatively
the phase and magnitude) of a system’s impedance spectrum
are related. The impedance magnitude is calculated from the
phase, after which it is compared to the experimental data.
If there is no match, at least one of the three requirements
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is not met. Use of the KK relations can identify invalid
data, but does not completely guarantee data validity. Some
artifacts will comply with the KK relations, due to them also
being valid circuit elements (e.g., the cable capacitance of the
potentiostat can contribute to the impedance of systems with
very small capacitance values). Another classical check is the
examination of accuracy contour plots prior to measurement,
which is required to avoid measurement errors caused by
the wires connecting the instrument to the cell. An often
used linear variant of the KK transform was developed by
Boukamp [47], and further refined by Schönleber et al. [48].
Further research on EIS measurement validation strategies
is ongoing. Some useful recent developments include Total
Harmonic Distortion (THD) to evaluate the linearity of the
system response [49], and drift correction to mitigate the
instability of the system, at the cost of quantitative inter-
pretability (qualitative interpretation remains). The measure-
ment error structure theory developed by Orazem et al. [50]
provides ameans tomodel the different kinds ofmeasurement
errors encountered during EIS experiments.

F. COMPARING CIRCUIT TOPOLOGIES AND IMPEDANCE
SPECTRA
Here, we outline some of the mathematical tools that will be
used to compare circuits and their spectra.

1) MULTISET JACCARD INDEX
The Jaccard or Tanimoto index [51] is a measure for the
similarity of sample sets. It is defined as the ratio of the
cardinalities of the intersection and the union of the sets

J (A,B) =
|A ∩ B|
|A ∪ B|

=
|A ∩ B|

|A| + |B| − |A ∩ B|
. (14)

Multisets are extensions of sets, allowing for the presence of
multiple instances of their elements. A few relevant defini-
tions and properties of multisets are listed below [52].

(i) The multiplicity mA(x) of an element x of a multiset A
is the number of times it occurs within that multiset.

(ii) The Support Supp of a multiset is its corresponding set
(with one instance per element).

(iii) The cardinality of a multiset is the sum of the multiplic-
ities of each of its elements:

|A| =
∑

x∈Supp(A)

mA(x).

(iv) The union of two multisets A and B is the multiset C ,
where the multiplicity of each of its elements is given
by the maximummultiplicity of that element in A and B:
mC (x) = max(mA(x),mB(x)).

(v) The intersection of two multisets A and B is the multiset
C , where the multiplicity of each of its elements is given
by the minimum multiplicity of that element in A and B:
mC (x) = min(mA(x),mB(x)).

Bearing the above definitions in mind, the Jaccard index
for two multisets A and B, taking values in [0, 1], is given by

J (A,B) =

∑
x∈C

min(mA(x),mB(x))∑
x∈C

max(mA(x),mB(x))
, (15)

where C = Supp(A) ∪ Supp(B). In this work, the multiset
Jaccard index is used as a similarity measure between circuit
topologies, where each circuit is represented by the multiset
of circuit elements and parallel or serial connections of which
it is composed (e.g., a series or parallel system of three com-
ponents counts for two corresponding connections). In this
way, the simple Randles circuit in Fig. 1a, is composed of
two resistors, a capacitor, a series operation and a parallel
operation.

2) DISTANCE MEASURE FOR EIS SPECTRA
In order to assess the similarity between equivalent electrical
circuits of different electrochemical systems, it is interesting
to not only consider their topology, but also the values of their
parameters. The information contained in the combination
of a circuit topology and the values of its parameters is
equivalent to the information contained in its noiseless EIS
spectrum over the appropriate range of frequencies. While
there is a difference in the size of the numerical impedance
measurements between the different applications, the shape
of the spectra is more relevant than their order of magnitude
when comparing impedance spectra from a mechanistic per-
spective. The cosine similarity measure is a suitable option
in this context, as it compares vectors in a relative rather
than an absolute way. Applications of this similarity measure
are present in natural language processing [53], as well
as the analysis of data originating from other spectroscopic
techniques [54]–[56].

It is calculated as

Scos(A,B) =
A · B
‖A‖ ‖B‖

=

∑n
i=1 AiBi√∑n

i=1 A
2
i

√∑n
i=1 B

2
i

, (16)

where A and B are the compared impedance spectra with
their respective i-th component values Ai and Bi. For complex
vectors, the magnitude of the cosine similarity value can be
taken to obtain a real result. The cosine distance Dcos(A,B)
is defined as the complement of the cosine similarity:

Dcos(A,B) = 1− Scos(A,B). (17)

II. CHOOSING AN EQUIVALENT CIRCUIT
The choice of a reasonable EEC that lends itself to represent-
ing the studied electrochemical system adequately for a given
purpose, is an important step of an EIS study. It should be
noted that there are many cases where more than one EEC is
capable of fitting a given set of EIS data [57], [58]. In these
cases, there should be a preference for physically inter-
pretable and less elaborate circuits. There are three potential
strategies for choosing an EEC. The first strategy is an expert
analysis, analyzing the various visual representations of the
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measurements (particularly the Nyquist, Bode, and magni-
tude plots), in combination with sufficient prior knowledge of
the system under study. Experts suggest plausible circuit con-
figurations using knowledge of the involved physicochemical
processes, after which they compare the models with exper-
imental data and attempt to simplify the representation as
much as possible. Experienced EIS users develop an intuition
for the components that are likely to be present in a reasonable
circuit topology, based on the Nyquist plots. In this way,
a ZARC element gives rise to a depressed semi-circle in
the Nyquist plot, whereas a serially-connected CPE typically
causes an upward bend of the spectrum at low frequencies.
Recent work features the application of DRT to support the
equivalent electrical circuit topology decision [59].

The second and most often used strategy is to search
through the literature for EIS analyses of similar systems.
Some EIS systems are very commonly studied (e.g., Li-ion
batteries). In cases where the electrochemical system under
study already has a well-established EEC, it (or an appropri-
ate variant taking study-specific differences into account) can
conveniently be directly applied for further EIS analysis. Our
software can expedite this step and is described in Section IV.
This circuit_search functionality has been added
to the previously developed EquivalentCircuits.jl
package.

The third strategy is to make use of an equivalent circuit
identification algorithm. When dealing with unknown elec-
trochemical systems, the decision of which kind of circuit to
use can be supported by appropriate software. In this way,
researchers can conveniently see which kind of circuit topolo-
gies fit well to a given set of electrochemical impedance
measurements. Such algorithms should be used with caution,
as the physical justification of the circuits should not be
neglected. The circuit_evolution functionality of the
EquivalentCircuits.jl package suggests plausible
circuit topologies capable of fitting a given set of impedance
measurements [15]. Issues related to the interpretability and
non-uniqueness of such algorithmically identified circuits
are addressed by incorporating domain knowledge in the
form of established circuit topologies from the literature,
as well as taking measures to ensure that the simplest fitting
circuit topology is identified. Regardless of how the circuit
is obtained, one should devote enough attention to ensur-
ing the physical relevance of the examined system before
application.

III. EQUIVALENT CIRCUITS IN DIFFERENT APPLICATION
DOMAINS
The application domains of EIS contribute to the resolution of
several of the largest contemporary global challenges, such as
the transition to renewable energy, rapid prognosis and diag-
nosis of diseases, advances in monitoring and quality control
in agriculture and food production, among others. The effec-
tive use of equivalent electrical circuits holds great promise
in real-time applications and other in-situ applications where
there are computational constraints or large amounts of data

to be analyzed. They can also be used as effective feature
extractors, where EEC parameter acquisition is a prepossess-
ing step in the data analysis pipeline. We discuss and consider
circuit models of both integer and fractional order.

This review is structured around three large application
categories: (i) power sources, (ii) materials science, and (iii)
applications related to biology and food processing. Note that
there are numerous applications at the interfaces between
these categories. An example is the use of EIS for the analysis
of microbial fuel cells [60]. Due to the versatility of EIS, there
are inevitably many marginal applications, such as geological
prospecting, archaeology, and soil moisture measurements,
which are not covered here. The purpose of an EIS analysis
across these application domains is usually the determination
of in-situ and real-time diagnostics, the characterization of
the existing electrochemical processes at the time of mea-
surement, and the extraction of specific information about an
analyzed process. The values of (a subset of) the equivalent
circuit parameters can either directly or indirectly describe a
process of interest. Typically, to indirectly obtain the value of
a particular property of an electrochemical system, one fits
the parameter values of an appropriate EEC and then uses a
(typically linear) regression model with a selection or all of
the EEC parameters as variables. A few circuits are applied
widely for several different electrochemical systems and are
mentioned here first. By far the most well-known circuits
are the Randles circuit displayed in Fig. 1a and the single or
double dispersion Cole models. The single dispersion Cole
model is a simple Randles circuit with the substitution of
the capacitor by a CPE element, while the double disper-
sion Cole model serially connects another ZARC element to
the single dispersion Cole model. The latter was explicitly
reviewed by Freeborn as being a fundamental fractional-order
circuit with many applications [61]. These widely applied
circuits are often favored because of their simplicity and
acceptable fit to measurements. However, in many cases,
their use lacks an adequate explanation of underlying phys-
ical mechanisms. While the biological application of EIS
continues to proliferate, the vast majority of EIS usage still
remains within non-biological contexts, such as corrosion
analysis and non-destructive battery performance characteri-
zation. There are many opportunities in transferring progress
and methodology from the most mature research areas to
those lagging somewhat behind.

A. BIRDS-EYE VIEW OF EQUIVALENT CIRCUIT
MODELLING
Equivalent electrical circuits were collected for each of the
discussed domains of application. This was done through
Web of Science queries using the keywords ‘electrochemical
impedance spectroscopy’ AND ‘equivalent circuit’ appended
by another AND operation with the application under consid-
eration. We collected the equivalent circuit topologies and
their fitted parameter values.When the parameter values were
not directly available, we could obtain themwith the two-step
optimization strategy described in Section I-C after extrac-
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tion of the impedance measurements from Bode plots using
plot digitizing software and confirmation of the resulting
reproduced Nyquist plot of the simulated impedance spectra,
provided that these plots were reported. Circuit topologies are
compared using the multiset Jaccard distance measure, which
is the complement of Eq. (15). A multidimensional scal-
ing (MDS) plot [62] of the collected circuit topologies, where
the distancematrix was constructed using the aforementioned
multiset Jaccard distance measure, is displayed in Fig. 2.
The size of the observations in the plot is proportional to the
number of times the circuit in question was encountered in the
literature. It can be observed that several of the circuit topolo-
gies are concentrated in specific regions of the MDS plot.
The largest observations of the biosensor circuits correspond
to variations of the Randles circuit, which is predominantly
used in this application. The cluster of battery circuits on
the bottom left side corresponds to variations of the circuit
topology displayed in Fig. 4. Furthermore, the left side of
the plot is dominated by biological applications, whereas the
right side is dominated by power sources, which typically use
more complex circuit topologies. Supercapacitors appear to
have the largest EEC diversity.

As the relevant frequency ranges differ between the dif-
ferent electrochemical systems, an intermediate frequency
range of 10Hz to 10kHz was chosen to simulate impedance
spectra. Only systems whose frequency range contains this
interval were included. The resulting impedance spectra are
compared in the MDS plot displayed in Fig. 3. The cosine
distance from Eq. (17) is used for this comparison. An even
clearer segregation of the different electrochemical systems
can be seen here. The impedimetric behaviors of fuel cells
and supercapacitors are rather similar.

FIGURE 2. 2D classical MDS visualisation of circuit topologies in different
application domains, where the multiset Jaccard index from Eq. (15) was
used. The size of the points corresponds to the relative number of
collected circuits with this topology.

B. POWER SOURCES
The application of EIS for the analysis of electrochemical
power sources (batteries, fuel cells, and supercapacitors) is a
hot topic due to the continued hype and development of elec-
tric vehicles and sustainable energy. The electrification of the

FIGURE 3. 2D classical MDS visualisation of impedance spectra in
different application domains, where the cosine distance from Eq. (17)
was used.

transport sector is one of the ways to alleviate humankind’s
current contribution to climate change. The unstable and
intermittent delivery of renewable energy by wind turbines
and solar panels is mitigated by further developing electrical
energy storage systems. Two prominent roles of EIS in mod-
ern power sources are quality control and the provision of
diagnostic system information to power source management
systems. This diagnostic system information is derived from
electrochemical reaction kinetics and interfacial character-
istics that can be quantitatively analyzed using EIS. There
is variety in the equivalent electrical circuits used in this
application domain, as practitioners in this field will com-
monly expertly design equivalent electrical circuit models
through inspection of the impedance spectrum’s shape and
time constants. The variety of components used is also more
comprehensive, with the inductor element being significantly
more common than in the circuits from, e.g., biological appli-
cations. The diagnostic information provided to power source
management systems relates to the power sources’ perfor-
mance, life span, and safety. Parameters such as the State
of Charge (SoC), the State of Health (SoH), and the State
of Power (SoP) quantify this information. Testing the power
sources under different operating conditions (e.g., current and
temperature) provides information on the electrical dynamics
of the device under test. Developing reliable prognostic and
diagnostic algorithms is essential to assist energy manage-
ment strategies. Some applications combine batteries, fuel
cells, and supercapacitors to form hybrid energy sources,
which can also be analyzed with EIS. A representative fre-
quency range for EIS measurements on power sources is
10mHz to 100kHz, where the lower limit typically varies with
an order of magnitude. For fuel cells, the upper limit is often
in the order of 10kHz.

1) BATTERIES
Batteries are the most widely applied power sources present
in most electronic devices. There are several chemical energy
generation processes upon which modern batteries can rely,
all of which EIS can analyze. These energy generation pro-
cesses are based on redox reactions that can be categorized
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based on the various different chemical species used for
energy generation [63]–[65], with the lithium-ion chemistry
being the most successful in recent years [66], [67]. Mon-
itoring the state of charge (SoC) and the state of health
(SoH) [14], [68] of batteries are a few of the most devel-
oped applications of EIS. Battery SoH compares the current
battery state to ideal (determining its aging degradation).
Battery management systems (BMS) are required to optimize
a battery’s performance and ensure that it remains within
safe operating limits, while maximizing the driving range.
EIS informs them about safe and optimal energy usage and
accurate battery state information, allowing for appropriate
interventions when necessary. EIS hardware is complex and
expensive, but research to feasibly include on-board EIS
instrumentation in BMS is making progress [69], [70]. The
battery-related applications of EIS are numerous, ranging
from quality control/assurance to state estimation,monitoring
of internal temperature, the influence of operating conditions,
and degradation mechanisms.

The equivalent circuit-based interpretation of the typical
Nyquist profile of batteries is generally composed of the
ion-diffusion (and migration) effects at low frequencies,
electrode reactions atmiddle frequencies, and inductive struc-
ture/wiring effects at high frequencies. The Warburg, RC (or
ZARC), and inductor elements in Fig. 4 respectively model
the above effects. Common variations include the addition
or removal of serial ZARC elements [71], [72], The War-
burg element placed in series with RCT [73]–[75], omission
of the inductor [76] or placement in parallel with a resis-
tor [77], replacement of RC elements with a ZARC [74], [78],
and combinations of the above. Transmission line circuits
are also being applied to model the impedance spectra of
batteries [71], [77].

2) FUEL CELLS
Fuel cells are energy generation elements that convert chemi-
cal energy into electricity through the oxidation of a fuel, typ-
ically hydrogen. Electricity is continuously produced when
provided with a constant input flow of fuel and oxygen.
Such cells can be categorized by their electrolyte, such as
the proton-exchange membrane fuel cells (PEMFC) and the
Solid Oxide fuel cells (SOFC), or by the fuel that is used
instead of hydrogen (e.g., DMFC). A particular case is the
microbial fuel cell (MFC), where the redox reactions that
provide the current occur in bacterial cells [60]. Equivalent
electrical circuit models have been applied in the modelling
of fuel cell SoH, reaction kinetics, interfacial characteristics,
and output power dynamics. Fuel cells are commonly inte-
grated into a hybrid system consisting of a fuel cell stack
(a combination of fuel cells in series or parallel), a battery,
and a Balance of Plant (BoP), which roughly consists of the
necessary tubing and air supply equipment. Some challenges
relating to the cost, reliability, and durability of fuel cells need
to be overcome to achieve their commercialization [79].

The electrolyte separating the anode and cathode is
designed so that ions can pass through it, but not electrons,

FIGURE 4. Lithium-ion battery equivalent circuit model, where the
capacitors modelling the solid electrolyte interface and electrochemical
double layer are often replaced by CPEs when modelling real systems in
practice.

effectively forcing the latter to pass through an external cir-
cuit (as a current) before arriving at the cathode. PEMFC
membranes must remain hydrated at all times for efficient
operation. EIS can be used to monitor a fuel cell’s state of
hydration, as well as to characterize several other relevant
fuel cell properties [80], [81], using equivalent electrical cir-
cuits [82]. Fuel cells are energy efficient (use in co-generation
can lead to more than 85% efficiency) and environmentally
friendly, provided that the fuel is generated in a sustainable
manner.

A fractional fuel cell EEC model is shown in Fig. 5. Some
of the variations that occur in the literature include the parallel
connection of an R-L sub-circuit to one of the electrodes [83],
and a third serially connected ZARC element [84].

3) SUPERCAPACITORS
Supercapacitors are electrical energy storage devices char-
acterized by fast charging and discharging cycles but lower
energy density than batteries, meaning that the amount of
energy stored relative to their volume or mass is lower.
They were traditionally modelled using RC networks [85].
More recently, fractional-order circuit models containing a
CPE or Warburg element are being applied in supercapacitor
modelling [86]. Supercapacitors are categorized into three
types according to their charge storage mechanism: (i) elec-
trical double-layer capacitors (EDLC) that store energy
electrostatically in Helmholtz electrical double layers [10],
(ii) pseudocapacitors with electrochemical charge storage,
where there is electron transfer between the electrodes and
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electrolyte in fast redox reactions, and (iii) hybrid types
where one electrode stores charge electrostatically, while the
other stores charge electrochemically. The use of superca-
pacitors is advantageous in applications with a large charge
demand in a short time frame. They are applied as voltage
stabilizers (buffers) for power lines, which is of particu-
lar interest for renewable energy sources such as wind and
photo-voltaic systems characterised by a fluctuating power
supply. Supercapacitors are also emerging in the transport
sector for rapid acceleration or for saving braking energy
through power regeneration during deceleration. Another
advantage of supercapacitors is that most of them do not rely
on chemical reactions for their energy storage, which allows
them to maintain their voltage capacity over long periods,
as opposed to batteries that lose capacity more rapidly over
time and use. The strengths of batteries and supercapacitors
are combined in hybrid battery-supercapacitor systems in
which the addition of a supercapacitor improves the longevity
and performance of a battery. Supercapacitor EECmodels are
typically composed of two or three serially connected parts,
the first of which is always a resistor. An example is given in
Fig. 6. Some variations of this circuit include a Warburg dif-
fusion element added in the Zarc element [87], [88], a ZARC
element instead of the second CPE [89], [90], and the use of
capacitors rather than CPEs in any of the above [91], [92].
Randles circuits are also frequently applied [93]–[95], as is
the case with most applications. In supercapacitor applica-
tions an inductor is sometimes connected serially [96] in the
Randles circuit.

C. MATERIALS SCIENCE
Materials science is a broad category, encompassing several
subfields that make extensive use of EIS for the charac-
terization of a given material’s property of interest. Some
important EIS applications include constructionmaterial test-
ing, corrosionmonitoring and the characterization of polymer

FIGURE 5. Basic fuel cell equivalent circuit. The two ZARC elements
represent the electrochemical behaviour of the anode and cathode,
whereas the resistor RS models the resistance of the fuel cell’s
electrolyte.

FIGURE 6. Exemplary hybrid supercapacitor circuit model. RS models the
electrolyte resistance, CPEDL the non-ideal capacitance of the double
layer, RCT the charge transfer resistance and CPEF the charge diffusion.

coatings (which are in turn used for corrosion inhibition).
A link between this subsection and the previous one is that
these materials are often electrochemically characterised and
evaluated for their use in the fabrication of the discussed
power sources. Besides the few large categories discussed
here, EIS has also been applied for various miscellaneous
material characterization studies, such as soils [97], poly-
mers [98]–[100], alloys [101], and others.

1) COATINGS AND CORROSION MONITORING
Corrosion is an electrochemical redox process that can be
microbially influenced (e.g., by sulfate-reducing bacteria)
or solely be caused by a corrosive chemical environment,
which is present in many industrial installations or elec-
trochemical power sources. Determining corrosion rates of
metals is essential to assess their suitability in specific indus-
trial or biomedical settings and evaluate the effectiveness
of corrosion protection measures. One of the most effective
corrosion protection measures is the application of a coating
to the material’s surface. The effectiveness and durability
of such coatings need to be tested. When defects form on
the coating’s surface, these become the corrosion hot spots
of the inadequately protected metal. EIS is a very suitable
detector of a coating’s condition because of its sensitivity to
capacitance changes. Many coating EIS analyses focus on the
parameter α of a CPE as an indicator for the coating qual-
ity of some coating types. EIS measurements over a broad
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frequency range can identify the electrochemical character-
istics of coating materials, metal substrates, surface films,
and their polarizability. As such, information on a coating’s
condition, degradation, film development, and metal corro-
sion is acquired. A large body of research supports the use of
EIS in corrosion monitoring [1], [102], [103]. An important
parameter in EIS corrosion characterization is the polarisa-
tion resistance value RP, which EIS can determine using
an equivalent electrical circuit. The polarisation resistance
of a freely corroding metal is inversely proportional to the
corrosion rate. The presentation of the associated equivalent
circuit is essential when reporting polarisation resistances in
corrosion studies. An example of such a circuit is shown in
Fig. 7. A representative general frequency range for corrosion
studies is 100mHz to 100kHz.

2) CONSTRUCTION MATERIALS
Micro-structural changes in cementitious materials (e.g., air
voids, capillary pores, and gel pores) resulting from their
chemical environment are reflected in their impedance spec-
tra. Research on the application of EIS to analyze cement
mortar and (reinforced) concrete started in the 1980s. It has
been used to non-destructively investigate the cement hydra-
tion, porosity, ionic conductivity, pore structure, and durabil-
ity (e.g., carbonation behaviour [104]) of concrete in addition
to other parameters of interest, which relate to the perfor-
mance of the constructionmaterials [105]–[108]. The Debeye
circuit has been used in cement hardening studies [109].
In this circuit, a capacitor C1 relates to the sample geom-
etry and a resistor R2 connected to another capacitor C1 is
associated with the ionic motion of electrolyte in the pores.
Cement porosity can be evaluated through its dielectric con-
stant, which is proportional to C1. For nondestructive cement
hydration monitoring, the Randles circuit, Gu’s equivalent
circuit [110] and Zhang et al.’s modification thereof [111]
have been reported. This modified version is displayed in
Fig. 8. Frequencies in the order of up to several MHz are used
in this application.

D. BIOLOGICAL, MEDICAL AND FOOD APPLICATIONS
Grossi and Riccò [112] and Prasad and Roy [113] have
reviewed some of the applications of bio-impedance spec-
troscopy. The present work focuses on the applied equivalent
circuits and their domain-specific interpretations. A use-
ful overview of commonly used equivalent circuits in
bio-impedance applications from a fractional calculus per-
spective was conducted by T.J. Freeborn [61]. Based on
the number of published works, the importance of EIS in
the food industry is on the rise. Meat freshness and qual-
ity assessment are two key applications that benefit from
this non-invasive and sensitive technique. Product evalua-
tion and quality assessment in agriculture also increasingly
feature EIS.

1) PLANTS
The characterization of various plant properties through EIS
measurement dates back to the middle of the twentieth

FIGURE 7. Generic coating equivalent circuit model, where the capacitors
are often replaced by CPEs when modelling real systems in practice.
RS models the electrolyte resistance, CDL and RP are the double-layer
capacitance and polarisation resistance that model corrosion at the metal
surface, CCOAT is the coating capacitance, and RPORE models the
resistance that hinders the electrolyte from reaching the metal surface
through the pores in the coating.

FIGURE 8. The modified version of Gu’s equivalent circuit for cement
characterization. Here, RS models the electrolyte solution resistance,
CDL1 is the double-layer capacitance between the cement’s solid and
liquid phases, CDL2 is the double-layer capacitance at the
cement-electrode interface, and CRT1-WMT1 and CRT2-WMT2 are the
Faradaic impedances modelling charge transfer and diffusion in cement
and at the cement-electrode interface, respectively. This circuit has been
applied to fit impedance spectra over a frequency range of 0.01Hz to
1MHz.

century and has continued to gain traction ever since. The
passive electrical properties of plant tissues cause their
impedance measurements to be related to cellular ionic cur-
rent, membrane structures, and viscosity. This allows for
a wide range of plant characteristics and processes to be
investigated using EIS. Within the frequency range of 10 Hz
to 1 MHz, three main factors influence the impedance
measurements of plant tissues:

(i) Symplastic (intercellular) resistance.
(ii) Apoplastic (extracellular) resistance.
(iii) Cell membrane capacitive reactance.
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FIGURE 9. Hayden equivalent circuit model of plant cells, consisting of
the intercellular resistance RI, the membrane resistance RM, the
membrane capacitance CM, and the extracellular resistance RE.

The Hayden model [114] displayed in Fig. 9 is a historical
equivalent electrical circuit model that includes components
corresponding to these three factors, with the addition of a
membrane resistance. More recently developed equivalent
electrical circuit models are the simplified Hayden mod-
els [115] and the double-shell model [116]. The simplified
Hayden model considers the membrane resistance to be neg-
ligible and model the membrane impedance with a capacitor
or CPE, whereas the double-shell model takes the impedance
due to the vacuoles of the plant cells into account. Here a seri-
ally connected resistor and capacitor are connected in parallel
with the intracellular resistance (RI). These additional circuit
components correspond to the plant cell’s vacuolar resistance
and its tonoplasts’ capacitance. Applications of EIS in plant
science [3] include, but are not limited to, root growth estima-
tion, frost hardening capability evaluation, plant-based food
quality assessment [117], fruit ripening [118], [119], and
(a)biotic stress detection. Variations on the Hayden model
are typically applied in studies aiming to characterize some
plant properties. Unlike many other EIS application domains,
the Randles circuit is rarely applied as an out-of-the-box
circuit here. In some cases, very simple and interpretable
circuits consisting of three components are applied, while
in other cases, complex non-interpretable circuits that are
capable of modelling the impedance behavior are used [117].
An example of a frequency range for a plant application is
several hundred Hz to several MHz.

2) BIOSENSORS
Biosensors are devices that make use of biological molecules,
such as proteins [120]–[122] and nucleic acids, to detect
and quantify the presence of analytes. They are the most
prominent biological application of EIS because they allow
for the sensitive and selective detection of microorganisms
and bio-molecules, without some of the inconveniences that
such detectionmethods typically entail. EIS-based biosensors
can be implemented for practical applications at relatively

low cost and do not require the extensive sample prepa-
ration procedures that constitute traditional bio-molecule
detection methods such as those based on an enzyme-linked
immunosorbent assay (ELISA) or reverse transcriptase poly-
merase chain reaction (RT-PCR). Affinity-binding events
are directly detected through interfacial changes at the
electrode surface. The use of biosensors also does not
require well-trained technicians and laboratory facilities,
as opposed to its aforementioned alternatives. To date, EIS-
based biosensors have been developed for the detection
of undesirable food-borne pathogens [123], [124], such as
noroviruses [125], Salmonella Typhimurium [126], [127],
Lysteria monocytogenes [128], and E. coli O157 [129],
[130]. Biosensors are also being applied for the detection
of other microorganisms of medical concern, some notable
ones being Staphylococcus aureus [129], [131], [132], avian
influenza [133] and the Dengue virus [134]. Besides the
sensitive and label-free (i.e., not requiring gold nanoparticles
or fluorescent tags) detection of undesirable bacteria and
viruses, EIS-based biosensors are also being put into use as
genosensors capable of detecting DNA hybridization, as well
as protein sensors.

While the literature about impedimetric biosensors is
extensive, the focus in such works is usually on the devel-
opment of the hardware of such systems. There is a notable
uniformity in the equivalent electrical circuits used by
researchers in this application domain. Some standard cir-
cuits are used with limited variation. The general standard
EEC which incurs limited variation throughout the liter-
ature is the modified Randles circuit shown in Fig. 1a.
In applications concerning bacterial biosensors, often only
the charge-transfer resistance parameter RCT is used for
further analysis. [135], [136]. In some of these cases the
EEC from which the charge transfer resistance originates is
not mentioned, presumably due to the ubiquitous usage of
the Randles circuit [137]. A representative frequency range
for this application is 0.1Hz to 100kHz, with occasional
variations of one order of magnitude.

3) ANIMALS AND MEDICINE
The impact of bioelectrochemistry on medicine has become
substantial and continues to increase. EIS analysis has been
shown to be an effective tool in medical applications such as
the investigation of human neural cells [138], characteriza-
tion of the state of organs (e.g., liver) [139], and impedance
analysis of skin [140]–[142] and muscular tissue [143]. Due
to its use of small excitation signal amplitudes, EIS can
safely provide a lot of information in a non-invasive manner.
Its safety is a clear advantage over alternative non-invasive
modalities that emit harmful radiation. The difficulties in
the medical sector include the limitation of the current
below the perception threshold, maintaining the non-invasive
aspect of EIS. Furthermore, humans and animals continu-
ously change their state (i.e., through movement, circulation,
respiration, etc.), requiring fast measurement are typically
being applied in animal and biomedical settings [144]–[147].
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The Fractional single and double dispersion Cole circuits
described in Section III often feature in these applications.
The lower limit of the frequency in animal applications is
usually several hundred to several thousand kHz.

IV. ACCOMPANYING SOFTWARE
The software developed for this work is an extension of the
previously developed EquivalentCircuits.jl pack-
age, called circuit_search and consists of comparing
impedancemeasurements to the simulated impedance spectra
of a library of fitted circuits, covering all the application
domains considered in this work. It allows users to automat-
ically search for domain-specific equivalent circuits that fit
their EIS measurement data while simultaneously providing
them with the relevant literature from which the circuits
originate. In this way, practitioners can evaluate whether the
physical interpretation of the found circuits conforms with
the investigated electrochemical system. The parameters of
the circuits are identified using the two-step optimization
procedure described in Section I-C, in combination with the
objective function described by Eq. (10).We implemented the
software using Julia, which is a relatively new and computa-
tionally efficient programming language [148]. More infor-
mation and documentation of the software can be found at
https://github.com/MaximeVH/EquivalentCircuits.jl.

V. DISCUSSION
Upon inspection of the various EECs, some commonalities
in circuit topology can be distinguished. All interpretable
and physically motivated equivalent circuit models seem to
reside within a limited region in the space of possible circuit
topologies. The circuits frequently feature a variant of the
fractional ZARC element and rarely contain parallel loops
nested deeper than three levels. A trend in all research areas is
the lack of agreement and consistency in equivalent circuits
used to analyze similar electrochemical systems as well as
the use of different units (and different impedance expres-
sions) for component parameters, making the comparison
between studies more difficult. One of the factors limiting
the development of EIS measurement analysis methods (and
the transfer of progress among research domains) is the
minimal public availability of experimental EIS data. This
prevents researchers from different EIS application domains
from comparing and evaluating their methods with data from
other research areas. Good practice in EIS data analysis dic-
tates that the Kramers–Kronig relations should be satisfied
in the frequency range of interest to warrant an interpretable
measurement data analysis, with the optional additional use
of some other modern data validation methods. If the data
does not satisfy the KK relations, the system does not comply
with an EIS experiment’s linearity, stationarity, or causality
requirements. An evaluation of the Kramers-Kronig relations
should be reported in EIS studies.

EECs represent a practical compromise between physi-
cal (electrochemical) models, which require a considerable
amount of system-specific physics background and research
to understand and implement but are fully interpretable on

the one hand, and machine learning models that are good at
modelling the data but are lacking in physical interpretation
and understanding of electrochemical systems, while also
requiring a larger amount of data to train on the other hand.
Another challenge for machine learning models in EIS is that
instrumentation and other settings are rarely reproduced well
(i.e., there are large variations in the measurement setups).
A machine learning model can fit the EIS response of a
given EIS setting, but the applicability cannot necessarily be
generalized to other experimental settings. Even small varia-
tions in the measurement setup are reflected in the impedance
spectra [149]. The measured frequencies for animal and plant
applications are comparatively higher. This is partly due to
the system’s stability requirement, which does not always
hold for biological systems at low frequencies. Exact phys-
ical models, with partial differential equations explaining
the cell’s potential based on electrochemical reactions in the
cell, are not readily available in most settings. EEC mod-
els also have a meager computational cost in comparison.
In cases such as system monitoring applications where the
exact mechanistic understanding of the underlying electro-
chemical processes is of lesser importance, it could be advis-
able, performance-wise, to apply alternative state-of-the-art
data-driven models rather than designing overly complex and
uninterpretable equivalent circuit models to forcefully fit the
measurements, losing any physical meaning.

As all the applications of EIS deal with electrochemical
systems in some shape or form, it should come as no surprise
that there are many interfaces and links between the appli-
cation areas, which could be exploited in further research.
Since most advances in EIS data analysis have been made
for power sources, efforts should be made to translate these
developments to other domains of application. An example of
such a development is the DRT method, for which research
to mitigate its flaws is progressing rapidly. Publicly available
implementations of this method are available online [37]. EIS
is already inherently a multidisciplinary science with a broad
application range over different fields and non-standardized
conventions, e.g., circuit representation, and the standard
replacement of capacitors with CPEs in most real systems.
Differences in terminology hinder the efficient transfer of
progress between domains. Note, however, that application
domains will exploit different strengths of EIS. Furthermore,
Some differences among application domains are purely due
to the application itself and not due to a lack of standardiza-
tion or progress transfer.

VI. CONCLUSION
Appropriate EECs allow practitioners to obtain results of
sufficient quality without incurring an excessively large
computational burden. We have critically compared and
reviewed the use of equivalent electrical circuits in pub-
lished research, spanning various scientific fields. We have
conducted an insightful comparison of the used equiv-
alent circuits along with their corresponding interpreta-
tion and simulated impedance spectra and encouraged the
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communication and transfer of progress across the differ-
ent application domains. Recent trends and developments in
the data analysis of electrochemical impedance spectroscopy
measurements featuring equivalent circuits have also been
discussed.
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