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ABSTRACT This paper studies the time-dependent vehicle routing problem with private fleet and common
carriers (TDVRPPC), which provides an option to outsource the customer requests and considers real-world
time-dependent travel times. The problem is commonly seen in the transportation and logistics industries as
it considers the impact of changing traffic conditions on travel times, maximum working hour regulations
as well as vehicle capacity constraints. The time-dependent travel time is modeled as a piecewise linear
function, based on which a mixed integer programming model is proposed for the TDVRPPC. To solve
this NP-hard problem, we customize a hybrid algorithm to harness an adaptive large neighborhood search
algorithm for exploration and a tabu search for the exploitation of the search. Through constraint relaxation,
dynamic and coordinated adjustment of diversification and intensification strengths of the hybridized
procedures, as well as an effective segment-based evaluation method, the proposed algorithm performs well
on newly generated test instances for the TDVRPPC and on benchmark instances for the simplified vehicle
routing problem with private fleet and common carriers (VRPPC).

INDEX TERMS Vehicle routing, outsourcing, time-dependent travel time, hybrid meta-heuristics,

mathematical model.

I. INTRODUCTION

This paper investigates a goods distribution problem moti-
vated by the challenges encountered by a supermarket oper-
ator in Singapore. The supermarket operator owns more
than 160 outlets across the island-city and handles numerous
delivery requests to the outlets each day. It adopts a mixed
strategy to both dispatch self-owned trucks and outsource
to third-party logistic (3PL) providers to meet the deliv-
ery requests of the outlets. The operator cannot neglect the
impact of varied traffic conditions on the road throughout the
day, which greatly undermines the decisions of outsourcing
and route planning. This paper models the problem as the
time-dependent vehicle routing problem with private fleet
and common carriers (TDVRPPC), a generalization of the
vehicle routing problem with private fleet and common carri-
ers (VRPPC) problem [1]. In the VRPPC, a set of customers
must be served by either third-party logistic (3PL) providers
(common carriers) or the dispatchers’ owned fleet (private
fleet), subject to capacity constraints of the private fleet.
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The objective is to minimize the total cost, including both
fixed and variable costs of the private fleet, and outsourcing
cost charged by the 3PLs. Due to the high cost of owning and
managing a private fleet and seasonable and/or unpredictable
demands, outsourcing has become widely common in the
transportation and logistics industries. The VRPPC and its
variants have been investigated in the past decade [2]-[6].
However, existing research that considers the impact of
real-world traffic conditions on the solution and algorithms
for the problem appears to be minimal.

Typical vehicle routing problem (VRP) research implicitly
assumes that travel times on the road are time-invariant [7],
which is not close to realistic situations. Hence, the time-
dependent VRP (TDVRP) has attracted much attentions in the
academic research community in recent years. [8] proposed a
mixed integer programming (MIP) model and several heuris-
tics for the TDVRP for the first time with a stepwise travel
time model, which could potentially produce solutions violat-
ing the first-in-first-out (FIFO) property. The FIFO property
is enforced when [9] modelled the travel speed as a stepwise
function with a piecewise linear time-dependent travel time
function. Most subsequent research investigates TDVRP and
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its variants with the proposed travel time model, such as
under a congestion charge scheme and a speed-dependent
fuel cost [10], determination of best paths between any
pair of nodes [11], reduction of fuel consumption and car-
bon emission [12], [13], and deployment of electric vehi-
cles [14]. Various heuristic algorithms are developed to solve
related TDVRP, such as ant colony system [12], [15], [16],
adaptive large neighborhood search [14], and hybrid
algorithms [17], [18]. Reference [17] studied the multi-trip
time-dependent vehicle routing problem with time windows
(MT-TDVRPTW) and extended the efficient segment-based
evaluation method in [19] with time-dependent travel times,
which makes use of forward and backward propagation
to generate the necessary breakpoints as speedup actions.
Due to a lack of real-world time-dependent data in the
research community, most of the literature relies on synthetic
travel time functions where the computational campaign
relies on time-dependent graphs [20]-[23]. Describing the
time-dependent graphs considering less than ten speeds per
time zone is generally used, because of the limitation of
computational memory [24]-[26].

Though the VRPPC problem considers the capacity
constraint of vehicles to minimize total cost, it ignores
the working hours of the drivers. This is impractical when
we consider real-world legal regulations on working hours
and the varying travel times required on the road through-
out the day. Specifically, [24] analyzed the working hours
include driving time and service time under time-dependent
travel times in the urban delivery model. The results show
that working hours heavily affect road safety and routes
efficiency. The TDVRPPC problem is hence an important
research topic with great impact when deployed in the real
world to minimize operational costs while adhering to both
capacity and maximum route duration constraints.

As a generalization of both the TDVRP and the VRPPC,
the TDVRPPC is NP-hard and requires planned problem
modeling and specific algorithmic design. Various heuris-
tic and meta-heuristic algorithms have been contemplated
to study the VRPPC, the TDVRP and other VRP vari-
ants, for example tabu search (TS) [2], [27]-[32], vari-
able neighborhood search (VNS) [3], [33], [34], ant colony
optimization [16], and adaptive large neighbourhood search
(ALNS) [17], [35]-[41]. Among them, the ALNS, which
utilizes a set of destroying heuristics to remove part of the
incumbent solution and recreates a new solution with another
set of repair heuristics in an adaptive way based on the
historical performances, has been shown to be effective in
solving various problems. On the other hand, TS is a deter-
ministic search algorithm that can flee from local optima
efficiently by taking the best non-tabu move. Recently,
[18] hybridized ALNS and TS (ALNS-TS) to solve the
duration-minimizing time-dependent vehicle routing prob-
lem with time window (DM-TDVRPTW), in which the TS
searches both feasible and infeasible solution spaces effi-
ciently to identify local optima in a small solution region,
while the ALNS performs intentional perturbation to the
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incumbent solution for adaptive exploration. We adopt the
same algorithm framework in this study and tailor various
algorithmic components based on the unique features of the
TDVRPPC: (1) design removal operators and regret insert
operation to handle outsourcing options; (2) relax both the
maximum route duration constraint and the capacity con-
straints in the TS procedure to accept infeasible solutions with
a penalty function; (3) propose neighbourhood structures
with both private fleets and the common carrier; (4) extend
the efficient segment-based evaluation method [17], [18] to
the relaxed TDVRPPC (r-TDVRPPC) problem to speed up
the feasibility checking. Specifically, capacity and maximum
route duration constraints can be violated in the -TDVRPPC
and a forward and backward propagation algorithm is used to
process the time-dependent ready time function and duration
function.

Our main contributions are summarized as below: 1) we
offer a formal description and a mixed integer program-
ming (MIP) model for the TDVRPPC; 2) we tailor an effec-
tive hybrid algorithm that adjusts its behavior adaptively and
dynamically to solve the problem; 3) we devise an efficient
evaluation method for a vehicle route under the -TDVRPPC,
and 4) we derive benchmark test instances for the TDVRPPC
and present computational studies that illustrate the perfor-
mance of the hybrid algorithm.

The remainder of this paper is organized as follows.
In Section II we introduce the problem with an arc-flow
model. We then describe the ALNS procedure and the TS
procedure in Section III and IV respectively. The Section V
details the acceleration technique for route evaluation with
the segment-based method for the -TDVRPPC. Lastly, com-
putational results and analysis are given in Section VI before
the conclusion in Section VII. Readers may refer to Table |
for the list of abbreviations used in this paper.

TABLE 1. Abbreviation table.

Abbreviation Explanation

3PL Third-party Logistic

ALNS Adaptive Large Neighboorhood Search

BPS Break Points Set

DM-TDVRPTW Duration-Minimizing Time-Dependent Vehicle Routing Problem with Time Window
DUR Duration Set

FIFO First-In-First-Out

MD Minimum Duration

MIP Mixed Integer Programming

MT-TDVRPTW Multi-Trip Time-Dependent Vehicle Routing Problem with Time Window

RI Regret Insertion

RT_BPS Ready Time Break Points Set

r-TDVRPPC relaxed TDVRPPC

TDVRP Time-dependent Vehicle Routing Problem

TDVRPPC Time-dependent Vehicle Routing Problem with Private fleet and Commom carriers
TDVRPTW Time-dependent Vehicle Routing Problem with Time Window

TS Tabu Search

VNS Variable Neighborhood Search

VRPPC ‘Vehicle Routing Problem with Private fleet and Commom carriers

Il. PROBLEM DESCRIPTION

The TDVRPPC problem is defined over a directed graph
G = (V,A) with node set V and arc set A. V = {0} U V,,
where 0 represents the depot, and V., = {1,2,...,n} is the
customer set. A is defined as {(i,)) : i,j € V, i # j}, where
each arc (i, j) is associated with a distance d;.
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FIGURE 1. Example of a time-dependent travel speed function.

Each customer i has a demand ¢; and must be served by
exactly one vehicle from the private fleet or by the common
carrier. The homogeneous private fleet is denoted by K, each
of which has a maximum capacity Q. The working hour is
from E to L and a private vehicle may be activated to start
from the depot, serve some customers, and return to the depot
within the working hour. Without loss of generality, E is set
to 0 in this study. The route’s duration, defined as the arrival
time at the returning depot minus the departure time at
the starting depot, should not exceed the driver’s maximum
working hour (7}, ) as regulated by the government and the
company’s policy. This is also referred to as the maximum
route duration constraint.

Each private vehicle has a fixed cost of f if it is activated.
Distance-based travel cost dj; will be incurred when a vehicle
from the private fleet travels from node i to node j, while a
vehicle from the common carrier incurs a charge of p; if it
serves node i. The TDVRPPC problem determines the set
of customers to outsource and plans vehicle routes for the
private fleet to serve the remaining customers. The problem
then aims to minimize the sum of both the fixed and variable
costs incurred by the private fleet as well as outsourced costs
charged by the common carriers.

A. TIME DEPENDENT TRAVEL TIME FUNCTION

The TDVRPPC adopts the travel time model in [9],
which defines the piecewise linear travel time function
formally as below. A typical workday ([E, L]) is divided
into non-overlapping time zones 7 = {1,2,...,|T|},
where the m-th time zone is [w™~!, w"]. The time values

Algorithm 1 Calculation of Actual Travel Time 7; j(fo)

1: Determine the time zone of 7y as M
2: t <1y, d <—dl,,t <—t+(d/v ),
3. while ¢’ > wM do

4 d—d—=vif x (WM —1)

550 <« wM

6t <—t+(d/vM+1)

7. M <« M+1

8: end while

9: returnt’ — 1y
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of w",Vm € {0} UT are called break points. It is assumed
that the travel speed is constant within a time zone and will
change only at the end of each time zone. The arcs in A
are assigned to a speed profile, which share the same travel
speeds for each time zone. Let v} be the travel speed along
(i, j) during the m-th time zone. The actual time-dependent
travel time along (7, j) with departure time #y (denoted as
7; j(fo)) depends on the speed profile of (i, j) and d;j, which
can be calculated using Algorithm 1. When given a departure
time fy9, Algorithm 1 iteratively calculates the extra time
required (line 2 and 6) to complete the remaining journey
from i to j (line 4) under the travel speed of the current time
zone. If the required travel time crosses into the next time
zone (line 3), the calculation continues with the travel speed
of the next time zone (line 7). Otherwise, the actual travel
time required is determined (line 9).

We can now use the calculated actual travel times to con-
struct the piecewise linear time-dependent travel time for an
arc (i, j) with any departure time ¢ as 7;; (). As an example
in Figure 2, this function can be fully determined using the
break points (ng to ng) of the arc time zones T;; and
their associated actual travel times (e.g, f,-,j(w},j), fi,j(wﬁj),
and etc, which are calculated with Algorithm 1). Note that
the function contains two groups of breakpoints: the speed
breakpoints {wl i 12], wfj, w?], wfj, ig,j } corresponding to
(w0, wh, w2, w3, w* w?.} in Figure 1 respectively, and the
travel time breakpoints {wl J wl3 i wf N l7 ; J representing the
time to depart from i so that the arrival times at j is exactly
one of the speed breakpoints. The resulted time zones for
(@, ) is called the arc time zones T; j, which is unique to each
arc because of the arc’s speed profile and d;;. We denote the
m-th arc time zone for (i, j) as Ti’j}. For ease of calculation,
the slope (GL”}) and the intersection with y-axis (r;ff;.) of the
m-th line segment (representing the m-th arc time zone) can
be pre-calculated and used to fully represent the piecewise
linear travel time function 7; j(¢) as below:

TOEDY (le-l-rll]) Ln(o), Vi € [E.L]. (1)

meT;

where the indicator function IT;’j’.(f) indicates whether
t belongs to T’”

Similarly, the backward travel time function . /1 (1),
defined as the travel time required for the vehicle to definitely
arrive at node j at time ¢ along arc (i, j), is also a piecewise
linear function and can be determined in a similar algorithm
as Algorithm 1.

In the rest of this paper, we will use the travel time function
7 (1), 9 and ’71 ¥ directly for calculation of the travel time
given (i, ]) and ¢ instead of invoking Algorithm 1.

B. MATHEMATICAL MODEL

This section presents an MIP model for the TDVRPPC, which
incorporates 0’” and 1" dlrectly in the model instead of using
7;j (1). To construct the model, we first add node n + 1 to
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FIGURE 2. Example of a time-dependent travel time function.

graph G as the returning depot, and thereafter create a new
graph G' = (V/,A’), where V/ = VU {n+ 1} and A" =
AU{(i,n+1):ie V.}. The MIP is based on the decision
variables as listed below:

. xfj((i,j) € A’k € K): binary variable which is 1 if
vehicle k travels from node i to node j, and O otherwise;

. y{?(i € V', k € K): binary variable which is 1 if node i is
served by the private vehicle k, and O otherwise;

e si(i € V,): binary variable which is 1 if the demand of
node i is served by the common carrier;

. ((1 ) €A’',m e T;j, k € K): binary variable which
1s 1 if vehicle & travels from node i to node j during time
zone Tl”}, and 0 otherwise;

. ((z ) € A',m e T;j, k € K): the departure time if
Vehlcle k travel from node i to node j during arc time
zone T’” and 0 otherwise;

e die V’ k € K): arrival time of vehicle k at node i.
This TDVRPPC problem is formulated as below:

minz =Y _fo+ Y, > dgxii+ Y pisi ()
keK (i,j)eA’ keK ieV,
X = ZJ,V(z])eA/ kek (3)
meT;;
W= > k=Y xf.vievi kek 4
(i j)ed G.i)eA
Yo=Y xi. Vkek )
i€V,
Vsl = szlan’ Vk € K ©)
i€V,
wf/z;f;?k < tii"j'k < wﬁ*lz;’f;k,
xV(i,j)eA , meT;j, keK 7
al = Y 3 AEn+ D i,
V(j,i)eA’ meTj ;
x Vie{n+1}UV,, kekK (8)

)
Il

k Z Zz,], Vie{OJUV,, keK

V(i j)eA’ meT;;
)]

d . —af < Tyar, Vk €K (10)
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Y a4k <0 Vkek (11)
i€V,
Yo=Y ki <K (12)
kekK keK
D oyi4si=1VieV, (13)
keK

2 e 0.1}, V(i) eA meTy, kek (14)

xj; €101}, Yi.j)e A, kek (15)
e {01}, VieV, kek (16)
si € {0,1}, Vie V, (17)
Egak<L VieV, kek (18)
Efl] <L, V(6j eA, meT;j, keK
19)

Constraint (2) is the objective function to minimize the
total cost, which includes fixed costs and routing costs of the
private vehicles, and the costs of outsourcmg Constraints (3)

define the relationship between Z;; mk and x . to ensure that

xf‘j is set correctly V(i, ]) € A, k e K. Constralnts 4

define y in terms of x . for the customers and is also the
flow conservation constralnts for the customer nodes. Fur-
thermore, constraints (4) ensure that when a vehicle visits i,
the customer must be served by the vehicle. Constraints (5)
and (6) define y{.‘ in terms of x{f ; for the departure depot and
the returning depot for all the private vehicles. Both will be
set to O if the private vehicle is not used. Constraints (7) set
the right range for t k It forces t ¥ to be in the right arc time
zone if the k-th vehlcle travels from i to j during the m-th time
zone; otherwise, t ks set to zero. Constraints (8) define the
arrival time ata node i by consideration of all possible incom-
ing arcs and the time-dependent travel time. The constraints
use pre-computed parameters 6 and n directly instead of the
travel time function 7, which can be directly entered into any
commercial solver, such as CPLEX Solver. Constraints (9)
link arrival time at and the departure time from node i together
to ensure that a vehicle will depart immediately from the node
after arriving at and serving customer i. As no service time
is used in the original VRPPC problem, the arrival time at
and departure time from a visited customer are the same for
the TDVRPPC. Constraints (9) and Constraints (8) together
serve as subtour elimination constraints too. Constraints (10)
calculate the length of the vehicle routes and ensure that the
length does not exceed the maximum route duration allowed
(Tynax)- Constraints (11) ensure capacity constraint for each
vehicle used. Constraints (12) guarantee that at most |K|
private vehicles can be activated and all activated vehicles
must start from and return to the depot. Constraints (13)
ensure that each customer is served exactly once either by the
private fleet or by the common carrier. Constraints (14), (15),
(16), (17), (18) and (19) define the variables of the model.

1ll. ADAPTIVE EXPLORATION
The adaptive large neighbourhood search with embedded
tabu search algorithm (ALNS-TS) is outlined in Algorithm 2
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below. Note that the algorithm controls the strength of diver-
sification and intensification adaptively and dynamically by
setting the number of customer removals (parameter «) in
the ALNS (Section III-A) and the maximum number of
steps without improvement allowed (parameter €7g) in the
TS (Section IV-B). When the ALNS-TS fails to achieve a
better solution in an iteration, the values of o and erg are
increased gradually to increase the strength of ALNS and TS
respectively for the subsequent iterations. A counter C?nLl.NS
is maintained for this purpose.

Algorithm 2 The ALNS-TS Framework

1: Construct an initial solution S with Regret Insert
2 CALNS 0, Speg < S
3: while not exceeding time limit do
4: o < min{@max, Cmin + Lrare X Cfnl;.NS} X n
5. Select removal operator to remove « customers from
the S
Select repair operator to repair S

6:
7: E€TS <— min{CAITNS + ¢cm" 2¢cm’}
8
9

cni

S <« TS(S, ers)
if f(S) < f(Shest) then

10: C:‘HLI-NS <« 0, Spest < S

11:  else

12: CALNS  CALNS |

13:  end if

14:  Update scores and probability for removal and repair
operators

15: end while
16: return Speg;

The ALNS adopts an adaptive selection of the removal and
repair operators, whose main objective is to explore unex-
plored yet promising solution region through large neighbor-
hood changes. Advanced removal methods based on the Shaw
removal principle are designed to select customers either
served by the private fleet or the common carrier for removal
and repair (Section III-C).

A. ADAPTIVE EXPLORATION STRENGTH

The number of customers to be removed in an ALNS itera-
tion (o) controls the diversification strength. Let the counter
C fn%NS denote the number of consecutive non-improving
ALNS iterations. This counter is then used to update « adap-
tively as below:

. ALNS
a = min{Qmax, Amin + Arare ¥ Ccni } xn, (20

where o, and o,y are the minimum and maximum per-
turbation rates, and ;4 is the unit increase rate. Initially,
C?HLZ.NS is set to 0 and « is simply set to o, X n.

B. ADAPTIVE OPERATOR SELECTION

The removal and repair operators are selected adaptively
based on their historical performance with the roulette wheel
selection principle [35]. Let O be the set of operators
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and w, be the weight of an operator o. Then o is selected

with probability % We divide the ALNS iterations

o'e0Wo

into phases of @ppqse COnsecutive iterations, within which the
probability remains constant. w,, is re-calculated based on its
scores ¢, at the end of the phases as below:
- So
Wo =Wo(l —y) +vy -, 2
Bo
where w, is the weight of o in the current phase, y is the
learning rate to control the speed of reaction, and 6, is the
number of times that o is selected during the current phase.
¢, reflects the historical performance of the operator and
is updated for each iteration when o is selected as below:
1) ¢, is increased by A if an overall best solution is found;
2) otherwise, ¢, is increased by A, if the solution is better than
the current solution. In the initial phase, all the operators are
assigned the same weights and probabilities.

C. REMOVAL OPERATORS

One of the five removal operators is selected to remove «
customers for each iteration. Note that at the end of each
removal operator, the set of customers served by the common
carriers will also be removed so that they will be considered
for re-insertion in the repair stage.

1) WORST REMOVAL

A tailored worst removal aims to obtain better solutions by
removing customers assigned wrongly in the vehicle routes.
It calculates the insertion cost of a customer i as AC; =
fS—f (S)), where S; is the partial solution generated when
removing i from S. It then removes customer i with probabil-
ity based on AC;. Specifically, the probability of selecting

a customer i at each round is equal to %, where
ZjeV(S) j

V(S) represent the list of customers served by private fleet
in the current solution S. The introduced randomness tends
to remove customers with high insertion costs but avoids
repeated selection of the same customers. Note that out-
sourced customers will not be removed by this operator.

2) ADVANCED SHAW REMOVAL

A special Shaw removal is designed to increase the possibil-
ities of relocating customers to new positions in the solution
by selecting customers based on the distance-based closeness
measure and deleting neighboring customers served by the
same vehicle route to create a bigger gap. The distance-based
closeness measure is set to d; in this study. Algorithm 3 illus-
trates the pseudo-code of the operator. Initially, two empty
lists are prepared for removed customers: L; stores customers
selected based on the closeness measure, and L, stores cus-
tomers based on the sequence of visits that are either before
or after the removed customers in the vehicle route. The
operator removes both L; and L customers, but only uses
L customers to search for the next customer for removal
based on the closeness measure. Note that no customer will
be inserted into L, if the current customer being removed
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is served by the common carrier. One initial customer is
randomly selected and inserted into L to initiate the removal
process.

Algorithm 3 Advanced Shaw Removal
I Ly < {LLy < {}
2: while |L{| + || < « do
3:  if L is empty or all L; customers are processed then
Select i randomly for L.
Randomly pick either the customer before or after i
in the vehicle route for L;.
end if
Select an unprocessed customer i from L
Pick one or two close customers of i for L
Randomly pick either the customer before or after the
selected customers in the vehicle route for L,
10:  Mark customer i as processed in L
11: end while
12: Remove all customers from the common carriers

EANE

A

3) ROUTE-BASED SHAW REMOVAL

As opposed to the Advanced Shaw Removal operator, this
operator differs in selecting initial customers removal as
it considers the service efficiency of the vehicle route
instead. Formally, we define route efficiency as ¢(r) =
f)/ ZieV(r) q; for a route r, where f(r) is the total cost
of the route r and V(r) contains all the customers served
in the route r. A route r is selected with probability
d(r)/ > s @(r') to initialize the Shaw removal process as
in Algorithm 3.

4) MIXED SHAW REMOVAL

To further increase the diversity of the search procedure,
we incorporate greater randomness by combining the meth-
ods for initial customer selection for the removal of the
above two operators. Formally, a route is selected based
on its effectiveness and another customer not served by
the route is randomly selected for L;. This operator then
applies the Shaw removal procedure to select the rest of the
customers.

5) RANDOM REMOVAL
This operator randomly selects « customers for removal from
the current solution.

D. REGRET INSERTION AS REPAIR OPERATORS AND
CONSTRUCTION

We treat the common carrier as a possible route for the inser-
tion of customers to extend the Regret Insertion (RI) method
for the TDVRPPC, which has been shown to be effective
to repair partial solutions for various VRP problems [42],
[43]. RI inserts unserved customers with the greatest regret
value to the solution one by one. Let the minimum insertion
cost of customer i to the r-th vehicle route be AC; ., where
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r € Kandi € V.. AC;, is set to +oo if i cannot be
inserted into the route. Let r; y € K be a variable that indicates
the route for which customer i has the k-th lowest insertion
cost. RI inserts i with the highest RV = AC;,,, — AC;,;,
into the 7; 1-th route at the position with the lowest insertion
cost. RI always maintains an empty route as a candidate
route for the customers whenever possible.The advanced
regret-k method adopts a look-ahead strategy and chooses i
to maximize:

k
maxicy Y (ACi; — ACiy,,), (22)
j=1

where U C V. is the set of unserved customers. We create
three repair operators by setting k to 1, 2 and 3 respectively.
When k = 1, regret-k is equivalent to the greedy insertion
method. We also employ the regret-k method to construct
initial solutions in this paper.

IV. ADAPTIVE EXPLOITATION

While the ALNS steers the search to unexplored territory
in the feasible solution space, the TS organizes an intensive
and comprehensive local search to improve the solution gen-
erated by the ALNS. Hence, we permit the TS to explore
infeasible solution spaces for -TDVRPPC that may violate
maximum duration and/or capacity constraints. Similar to
diversification, the strength of intensification is dynamically
determined based on the historical performance of the algo-
rithm. The TS is restricted to return only feasible solutions to
the ALNS loop since infeasible solutions are only used as a
bridge between two otherwise unconnected feasible regions
during local search and are not useful for large neighborhood
changes in ALNS. The TS procedure for the -TDVRPPC is
shown in Algorithm 4.

Algorithm 4 TS for -TDVRPPC

CI5 <0, Spess < S

cni
while 75 < ers do

cni
Select the best non-tabu move of S and obtain S’
if S’ is a feasible TDVRPPC solution then

1:
2:
3
4:
5: if (') < £(Shes) then
6:
7
8
9

Shest < S, CIS <0
else

CTS < CTS

cni cni

+1
: end if
10: B < min{Bmax, B/ Brate}
11:  else
120 Cl < Cl A 1, B < max{Buin, B X Brare)
13:  endif
14:  Update tabu list
15:  Reset B after every ¢, iterations
16: S <8
17: end while
18: return Sp.g
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A. ADAPTIVE PENALTY COST
A given solution S for the -TDVRPPC is evaluated with the
modified cost function below:

f/(S) Zf(S) + Baur Paur(S) + ,Bcachap(S) (23)

where f(S) is the original cost function of S for the
TDVRPPC, Py, (S) and Peqp(S) denote the amount of vio-
lation of the maximum route duration and the capacity con-
straints by § respectively, while B4, and B4 indicate the
adaptive penalty factors. Both B, and B, are handled in a
similar way and we omit the subscripts for clarity below. g is
restricted to [Biin, Bmax] to avoid trapping the search proce-
dure in the feasible or infeasible regions for too long. B is set
to Bmin initially and is adaptively updated based on the feasi-
bility of the generated solution. If § is a feasible TDVRPPC
solution, B is reduced to B/Bre to encourage exploitation
of the infeasible solution space. Otherwise, we increase f to
B X Brate to direct the search back to a feasible solution space.

B. ADAPTIVE EXPLOITATION STRENGTH
The strength of the TS depends on the termination crite-
rion. Hence we confine the maximum number of consecutive
non-improved steps allowed for the TS algorithm (e7g) as
below:

ers = min{CoL™ + Peni, 2eni) 24)

cni

where ¢.,; is a numerical parameter and C%NS was defined
in previous section. After each ALNS iteration, C fn%NS is
updated accordingly and the strength of the TS is determined

dynamically based on the historical performance.

C. NEIGHBORHOOD STRUCTURE

Two groups of neighborhood structures are considered for
the TS with the traditional relocation and swap operators.
The first group is the intra-route operators, which relocate
a customer or swap two customers within the same private
vehicle. The second group is the inter-route operators, which
relocate a customer or swap two customers between two pri-
vates vehicles, or between a private vehicle and the common
carrier.

D. TABU DURATION AND ASPIRATION

A tabu duration of p iterations is associated with each arc
removed by the TS operators. The tabu status of an arc can
be revoked if a new best feasible solution can be obtained by
violating the tabu.

V. SPEEDUP TECHNIQUE FOR ROUTE EVALUATION

The computation under time-dependent routing operations
can be time-consuming since the TDVRPPC has to con-
sider travel time between each customer node and in each
discretized time zone (departure time) [25], [26]. Route
evaluation is invoked regularly to assess the feasibility and
cost of a route during local search and the repair stage of
the ALNS. [19] developed an efficient segment based route

VOLUME 10, 2022

evaluation method for traditional VRP problems, where the
information about segments of node visits is pre-processed
for faster concatenation operation and the segment of cus-
tomer visits might violate certain constraints of the problem.
Reference [18] extended the method in [19] with a penalty
cost for violation of time windows for the time-dependent
duration function, which is customized for the -TDVRPPC
with a modified cost function f/(S) for the violation of both
capacity constraints and maximum trip duration constraints
below.

A. TIME DEPENDENT DURATION FUNCTION FOR
R-TDVRPPC

Let 0 = (01, 02,...0L) be a segment of node visits for a
vehicle from the private fleet with o; € V, VI <i < L. The
ready time function Sgl_(t) is defined as the time when vehicle
arrives at and is ready to depart from node oj if it starts at o
at time 7. Mathematically, it can be calculated recursively as

5 t, ifi=1;
(1) =
o (1) 85, (1) + Toi_y 0 <8§H(Z)> , otherwise.(

The duration function ¥?(¢) is defined as 87, (r) — ¢. The
inverse function of the ready time function is denoted as
n(;’i(t), which is formally defined as the latest time when the
vehicle should start to serve node o so that node o; will be
ready by time 7.

The following proposition is valid for the time-dependent
ready time and duration functions under TDVRPPC.

Proposition 1: Under the piecewise linear travel time
model for the TDVRPPC, 1) 63.(1), mg (1) and (1) are
piecewise linear functions foranyo and1 <i <L.2) 6ng (1),
7y, (t) and Y° (1) have the same set of break points; and
3) the minimum duration of o must be associated with one
of the break points for ¥° (t).

Proof: The proof is based on the following: let f(¢)
and g(¢) be two piecewise linear functions on ¢, then f(¢) +
g(), f(g(®)), and f(t) + C are all piecewise linear functions,
where C is a constant number. First, it is easy to see that
Sgl(t) = t is a (piecewise) linear function. So 101,02(851 (1))
is a piecewise linear function on ¢ as the travel time function
is also a piecewise linear function. Therefore, ng(t) is a
piecewise linear function as the sum of two piecewise linear
functions. Similarly, it can be shown by induction that 37 ()
is a piecewise linear function V1 < i < L. Consequently,
¥(t) is also piecewise linear as the sum of §7 (r) and —z.
The proof for 77 (¢) is similar to the proof for dg (¢) with the
backward travel time function r,.;.l (1).

(2) By definition of ¥ (¢), it is easy to see that ¥ (¢) and
Sng (t) share the same set of break points. On the other hand,
the departure time break points from o and the arrival time
break points at o7, are the same for both 8ng () and 7 () by
definition of the 77 (7).

(3) It can be shown by contradiction. Suppose the min-
imum duration of o is associated with a departure time z,
which is not one of the break points for ¥?(¢). Let ¢ falls

25)
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under the line segment (the arc time zone) denoted by [z, 7].
Then either ¥ (¢) or ¥ (f) must have a lower duration than
or both have the same duration as ¢. [ |

Similar to the time-dependent travel time function, these
functions can be fully represented by the values of their break-
points, where the slopes and intersections of the line segments
can be computed accordingly. Therefore, the method below
will only focus on the breakpoints for storage and processing
of Sng (1), mg, (t) and Y7 (7) for any segment o

B. SEGMENT INITIALIZATION AND FEASIBILITY
A segment for the r-TDVRPPC stores its cost C(o), total
load Q(o), the minimum duration MD(o), the break points
set BPS(o) for the feasible start time window at oy, the
associated ready time break points set RT_BPS(c) and the
associated duration set DUR(c). The segment for a single
customer i is initialized with C(c) = 0, Q(0) = ¢;, MD(0) =
C(o) = 0,BPS(0) and RT _BPS(0) contains all break points
in T, and DUR(c) contains |T| Os. The segment for the
departure depot is initialized in the same way except for C (o),
which is set to the fixed cost of a vehicle f.

o is feasible for the TDVRPPC if and only if Q(c) <= Q
and MD(o) < Tyux. On the other hand, o is feasible for the
r-TDVRPPC as long as MD(o) < L — E.

C. SEGMENT CONCATENATION
When two segments ol = (011, o ,...oLll) and 02 =
(012, 022, ...GLZZ) are concatenated together to form ol @

o2, Q(c! ® o?) is updated as Q(c') + Q(c'?). Thereafter,
we can use forward extension from oLll to 012 and backward
extension to calculate the relevant values for BPS(c'! @ o2),
RT_BPS(c! ® 02) and DUR(c' @ 0’2) as in Algorithm 5.

Lastly, the cost is calculated as

1

1 2\ _ 1 2
Cloc ®o°)=C(oc' )+ C(o )—i—chll’Ulz

+/gcap X max{O, Q(G) - Q}
+Baur x max{0, MD(c) — Tyax} (26)

VI. COMPUTATIONAL EXPERIMENTS

In the remainder of this section, we first describe the
test instances adopted from the existing VRPPC bench-
mark instances and the parameter tuning process. After that,
we provide the computational results on the TDVRPPC test
instances as well as the VRPPC test instances. All programs
are coded in Java and run in a single-thread mode on a Ubuntu
18.04.3 LTS server with Intel(R) Xeon(R) Silver 4216 CPU
at 2.10 GHz. The MILP model is solved with IBM ILOG
CPLEX 12.8.0.

A. TEST INSTANCES

We adopt a total of 34 instances from [44] for the VRPPC,
which are divided into two subsets: 14 instances originated
from [45] (initialized with “C”’) and 20 instances proposed
by [46] (initialized with “GE’"). Note that our test instances
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Algorithm 5 Concatenation of o! and o2 for -TDVRPPC

1. for t' € RT_BPS(c') do .
2. Find the associated start time t! € BPS(c') for ¢! at
1
o
1

1 1
3: tarr < 1 T t
arr + GLII ’012( )

2
4: Tready < 822 (tarr)
L

5: Lqur <— t_ready —1!

6: Insert t', tyqay and tg, into BPS(c! @ o),
RT_BPS(c' @ 02), and DUR(c! @ o?) respectively

7: end for

8: for 1> € RT_BPS(c?) do .

9:  Find the associated start time t2 € BPS(c?) for 12 at
of _

10: tgep < 12 — 1‘71411’012(1‘2)

1
I tygn < 77 (Zdep)
a7,

12: tdur < t2 — Istart
13:  Insert fygy, 12 and g, into BPS(crl ® 02),
RT_BPS(c! @ 02), and DUR(c'! & 0?) respectively
14: end for
15: MD(o' ® 02) = mingcpyro1eo2)d
16: Determine the parameters of the time-dependent ready
time functions for o' @ o2

contain the same information as the test instances in [44],
including customer locations, customer demands, vehicle
capacity, fixed cost and variable costs. The customer sizes
of the instances may vary from 50 to 480 customers and up
to 31 vehicles is allowed for some instances.

Although TDVRP and its variants have received increased
attention from the scientific community in recent years, real-
world time-dependent data is still rare. Only big IT players,
such as Google, TomTom, AutoNavi(Gaode), etc., have the
availability of high-quality historical time-dependent traffic
data. As a result, there are no real travel time dataset freely
available to the entire research community. To overcome
this aspect, most of the literature on Time-Dependent Vehi-
cle Routing problems relies on synthetic travel time func-
tions. As far as synthetic time-dependent data is concerned,
we observe that there are (highly-cited) contributions (see
for example [9], [47]) on vehicle routing problems where
the computational campaign relies on time-dependent graphs
which satisfy the sufficient conditions partially introduced
by [48] and further generalized by the path ranking invari-
ance property defined in [22]. Therefore, we derive time-
dependent travel time data for the adopted instances using
the approach in [9]. First, We run a preliminary experiment
to solve the VRPPC instances without time-dependent infor-
mation to determine T,,,; and L for the instances. E is set
to 0 without loss of generality in this study. Next, the workday
[0, L] is divided into five time zones with two peak hours
to simulate the real world traffic conditions. The second and
the fourth time zones represent the morning and afternoon
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rush hours. The third time zone represents the off-peak hours
during the day. The first and last time zones represent the
beginning and end of the workday with less traffic on the
road. We create three-speed profiles as in [9] to denote road
segments with fast, medium, and slow traffic speeds. Each arc
is then randomly assigned to one of the three speed profiles
with different traffic speeds. The detailed speed profiles are
shown in Table 2.

For the computational experiments, ALNS-TS runs 10
times with different random seeds per run for each test
instance. We standardize the run time allocated for each run
based on the customer size: 300 seconds per run for instances
with less than or equal to 50 customers, 600 seconds for
instances with 51 to 100 customers, 900 seconds for instances
with 101 to 200 customers, and 1200 seconds for instances
with 201 or more customers. On the other hand, the CPLEX
Solver is given a maximum of 2 hours run time for small scale
test instances with 15 and 25 customers.

TABLE 2. Travel speed profile and travel speed.

TABLE 3. Parameter tuning results for the ALNS-TS.

Name  Type Range Final Value
TS Bmin Real [0.01,5] 2.13
Bmaz Integer  [500,30000] 7420
Brate Real [1.01,10] 3.04
1 Integer [10,60] 21
Op Integer [50,200] 100
beni Integer [40,300] 199
ALNS  amin Real [0.1,0.49] 0.27
Qmar  Real [0.5,0.8] 0.67
Qrate Real [0.001,0.1] 0.01
®phase Integer [50,150] 79
5y Real [0.01,0.99] 0.27
A1 Integer [20,40] 35
Ao Integer [1,20] 6
w Integer [40,100] 62
TD YWT Real [0.1,1] 0.66
Yrw Real [0.05,2] 0.11

Time zone [0,0.2L] [0.2L,0.3L] [0.3L,0.7L] [0.7L,0.8L] [0.8L, L]
Fast 1.5 1 1.67 1.17 1.33
medium 1.17 0.67 1.33 0.83 1

Slow 1 0.33 0.67 0.5 0.83

B. PARAMETER TUNING

We tune the parameters of the algorithm with the /RACE
package [49], which adopts the iterated racing approach to
find the best parameter settings of an optimizer automatically.
IRACE defines a configuration as a set of values assigned
to the algorithmic parameters. The inputs to the IRACE
contains the optimizing algorithm itself, a set of algorith-
mic parameters, a set of training instances, and a training
budget for the maximum number of algorithm runs. The
iterated racing in IRACE consists of three iterative steps:
(1) creating new configurations based on the current sampling
distribution, (2) invoking the optimization algorithm with
the sampled configurations and evaluating the configuration
performance through racing, and (3) ranking and selecting
configurations and updating the sampling distribution to bias
towards the best configurations. At the end of the parameter
tuning, IRACE returns a list of elite configurations based
on performance and the best elite configuration returned is
selected in this study.

A total of 10 test instances are randomly used as training
instances. IRACE is given a budget of 2000 iterations and
each iteration was given 300 seconds to execute the ALNS-TS
algorithm. The list of the numerical parameters and their
best configuration values returned by IRACE can be found
in Table 3.

C. EVALUATION OVER SMALL SCALE INSTANCES
In the first experiment, we apply both the ALNS-TS and
IBM ILOG CPLEX 12.8.0 to solve small-scale TDVRPPC
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instances to access the correctness of the algorithm in
Table 4 and 5. Test instances used in Table 4 and 5 contain
the first 15 customers and first 25 customers respectively
from the corresponding TDVRPPC instances. In both tables,
we present (1) the upper bound (UB, a.k.a the best feasible
integer solution), the lower bound (LB), the gap between UB
to LB (G, calculated as (UB — LB)/UB)), and the run time
in seconds (7},;) for the CPLEX solver; and (2) the best
solution cost found (Cp,y ), the time in seconds to find the best
solution (Tpes ), the gap of Cpey to the UB (Gyp, calculated
as (Cpest — UB)/UB), the average solution cost over 10 runs
(Cavg), as well as the gap of Cy to the Cpey (Gavg, calculated
as (Cavg — Chpest)/Cpest)) for the ALNS-TS algorithm. Note
that the optimality gap threshold is set to le — 4 for CPLEX
solver, which explains the inconsistencies over the UB and
LB of some instances that are solved to optimality by CPLEX
solver.

For the instances with 15 customers, CPLEX cannot solve
two instances to optimal values due to the complexity of
the problem while ALNS-TS finds better feasible solutions
for one of them (CE-13). Besides, ALNS-TS can obtain the
same best solution for the rest of the 33 instances. The Gy
measures the consistencies of the algorithm over 10 runs for
the same test instance. ALNS-TS performs consistently well
as it can find the best solutions in each of the 10 runs for 32 out
of the 34 test instances. For the other 2 instance, the Ggyg
is only 0.03% over 10 runs. Besides, ALNS-TS normally
requires a much shorter run time to find the best solution
compared to CPLEX solver.

The contrast of the performance for both solvers is even
bigger for the instances with 25 customers and 3 vehicles.
First, CPLEX solver can only solve 4 (G-13 to G-16) of the
34 instances to optimality within 2 hours. The G, can be
as big as 133.2% for CE-13 while the average G,), over the
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34 instances is over 30%. These observations prove that the
TDVRPPC instances are much more difficult to solve with
the increase in customer size and CPLEX solver might not
be a good tool for larger scale test instances. On the other
hand, ALNS-TS is able to find the optimal solutions for the
4 test instances (G-13 to G-16) in shorter run time too and
returns better solutions for all test instances that are not solved
optimally by CPLEX solver. The Gyp can be very significant,
for example —28.08% for CE-12. The average Gyg is —13%,
namely, ALNS-TS finds better solutions whose solution cost
is on average 13% lower than the UB provided by CPLEX
solver. Lastly, ALNS-TS’s performance is still consistent
with the increase in complexity of the test instances. The
average Gy, is only about 0.28% and ALNS-TS obtains the
same best solution for 12 out of the 34 test instances for each
of the 10 runs.

TABLE 4. ALNS-TS vs CPLEX (15 customers and 2 vehicles).

CPLEX ALNS-TS
Inst Opt?  UB LB Gopt  Trun Chest Trest  Gup  Cavg  Gayg
CE-01 Y 411.89 411.85 - 8114 41189 2191 - 411.89 -
CE-02 Y 459.63  459.59 - 7388 459.63  0.63 - 459.63 =
CE-03 Y 420.74  420.70 - 17215 42074  2.64 - 42074 -
CE-04 Y 425.08 425.04 - 8958 425.08 1.00 - 425.08 =
CE-05 Y 44442 44438 - 5166 44442 0.12 - 44442 -
CE-06 Y 419.11  419.11 - 813.4 419.11 0.23 - 419.11 -
CE-07 Y 476.33  476.28 - 656.0 47633 0.18 - 47633 -
CE-08 Y 42682  426.77 - 14716 426.82 1.24 - 42682 -
CE-09 Y 431.07 431.04 - 1913 431.07  0.04 - 431.07 -
CE-10 Y 44092 440.90 - 6782 44092 051 - 44092 -
CE-11 N 616.07 60793 1.32% 7200.0 61557 616 -0.08% 61557 -
CE-12 Y 328.40 328.36 - 7241 32840 033 - 32840 =
CE-13 N 627.57 616.66 1.74% 7200.0 627.57 10.31 - 627.57 -
CE-14 Y 328.40 328.36 - 9145 32840 0.22 - 32840 =
G-01 Y 599.08  599.02 - 16779 599.08  0.73 - 599.08 -
G-02 Y 613.08 613.02 - 9905 613.08 250 - 613.08 =
G-03 Y 623.08  623.02 - 27159 623.08  0.55 - 623.08 -
G-04 Y 628.08  628.01 - 23248 628.08  0.74 - 628.08 =
G-05 Y 693.86 693.86 - 12256 693.86  2.18 - 693.86 -
G-06 Y 655.18  655.14 - 5956 655.18  6.11 - 655.18 -
G-07 Y 628.29  628.27 - 5151 62829  0.59 - 62829 -
G-08 Y 611.80 611.74 - 10852 611.80 1.80 - 61180 -
G-09 Y 6720  67.20 - 11046 67.20 65.67 - 6722 0.03%
G-10 Y 67.04  67.04 - 5706 67.04  0.69 - 67.04 =
G-11 Y 7120  71.20 - 5532 7120 046 - 7122 0.03%
G-12 Y 67.04  67.04 - 20826 67.04 1.70 - 67.04 =
G-13 Y 15449 154.48 - 42.6 15449  0.04 - 15449 -
G-14 Y 15439  154.37 - 743 15439  0.04 - 15439 =
G-15 Y 14249 14249 - 39.6 14249 0.04 - 14249 -
G-16 Y 142.39 14238 - 445 14239 0.05 - 14239 -
G-17 Y 179.71  179.69 - 189.6 179.71  0.15 - 17971 -
G-18 Y 186.71  186.69 - 53.1 186.71 0.37 - 186.71 =
G-19 Y 186.71  186.69 - 75.1 186.71  0.19 - 186.71 -
G-20 Y 186.71  186.69 - 145.7 186.71 1.32 - 186.71 -

D. EXPLORATION VS EXPLOITATION IN ALNS-TS
We design an experiment to illustrate the individual effects
of exploration with ALNS and exploitation with TS and
the necessity of combining both procedure to solve the
TDVRPPC efficiently. First we tailor two variants of the
ALNS-TS to solve the TDVRPPC instances, the first is the TS
procedure in Section IV, the second is the ALNS procedure
described in Section III. The detailed comparisons are shown
in Table 6. For each of the three algorithms, the table shows
the best solution cost found (Cp,y; ), the average best solution
cost found over 10 runs (Cyyg), and the gap between both
(Gapayg)- For the ALNS and the TS procedure, we shows the
gap between the Cp,y found by the ALNS-TS and the Cp,y
found by the algorithmic variant too (Gapar).

A few observations can be made from the comparison.
First, the performance of TS is close to the performance of
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TABLE 5. ALNS-TS vs CPLEX (25 customers and 3 vehicles).

CPLEX ALNS-TS
Inst Opt? UB LB Gopt Trun Chest Thest Gup Cavg Glavg
CE-01 N 69592 561.63 19.30% 7200.0 613.75 189.07 -11.81% 61937 0.92%
CE-02 N 829.82  693.89 16.38% 7200.0 789.91 12209  -4.81%  789.91 -
CE-03 N 85572 606.04 29.18% 7200.0 656.87  87.93 -23.24%  656.94 0.01%
CE-04 N 735.15 60158 18.17% 7200.0 666.97 0.18  -927%  666.97 -
CE-05 N 84344  607.31 28.00% 7200.0 73149 2607 -13.27% 73880 1.00%
CE-06 N 798.09  574.66 28.00% 7200.0 630.82  102.86 -20.96% 63340 0.41%
CE-07 N 993.62  716.88 27.85% 7200.0 851.91 042 -1426%  852.13 0.03%
CE-08 N 890.61 61580 30.86% 7200.0 658.68 773 -2604%  660.77 0.32%
CE-09 N 71018 633.82  10.75%  7200.0 682.84 0.14  -3.85%  682.84 -
CE-10 N 79128  632.84 20.02% 7200.0 73465 3005 -7.16%  734.65 -
CE-11 N 1281.78  948.78 25.98%  7200.0 1109.88 323 -1341% 111048 0.05%
CE-12 N 718.52  388.16 45.98% 7200.0 51675 106.68 -28.08% 51724 0.09%
CE-13 N 1383.84 59339 57.12% 7200.0 111096 24028 -19.72% 1112.88 0.17%
CE-14 N 675.56 43235  36.00% 7200.0 517.59 23450 -23.38% 51822 0.12%
G-01 N 958.33  889.87  7.14% 7200.0 912.74 444 -476% 91274 -
G-02 N 1181.69  909.21 23.06% 7200.0 933.74 1.08 -2098%  933.74
G-03 N 112035 921.21  17.77%  7200.0 946.74  99.66 -15.50%  946.74
G-04 N 1085.50  584.01 46.20% 7200.0 956.74 300.01 -11.86%  956.74 -
G-05 N 1383.16  1150.65 16.81% 7200.0 1191.53  61.21 -13.85% 119348 0.16%
G-06 N 1355.05  977.40 27.87% 7200.0 1002.92 4455 -25.99% 100552 0.26%
G-07 N 1143.78 93095 18.61% 7200.0 956.13 456 -1641%  956.13 -
G-08 N 1164.28  906.90 22.11% 7200.0 93205 1409 -1995%  932.05 -
G-09 N 127.58  103.58 18.81% 7200.0 109.25 1.82  -14.37% 110.02  0.70%
G-10 N 110.42 97.62  11.59%  7200.0 10525 53.63  -4.68% 10598  0.69%
G-11 N 119.71 103.64 13.42% 7200.0 111.25 327 -107% 111.80  0.49%
G-12 N 115.15 99.94 13.21% 7200.0 108.25 879  -599%  108.72 0.43%
G-13 Y 24257 24256 - 24121 242.57 0.85 - 24365 045%
G-14 Y 239.46 23943 - 71871 239.46 0.92 - 24000 0.23%
G-15 Y 22557 22555 - 1819.8 22557 6236 - 22557 -
G-16 Y 22546 22544 - 37055 22546 10195 - 22546 -
G-17 N 27680 21696 21.62% 7200.0 221.14 5605 -20.11%  223.19 0.93%
G-18 N 288.11 22692 21.24% 7200.0 232.14 459 -1943% 23229 0.06%
G-19 N 26048 22657 13.02% 7200.0 232.14 16429 -10.88%  234.67 1.09%
G-20 N 256.06 22652 11.54% 7200.0 232.14 1011 -9.34% 23438 0.96%

the ALNS-TS, with an average GAP4r of 1.9%, which shows
that the TS performs relatively well with its comprehensive
exploitation. Second, ALNS has the largest Gap,,, and a
larger Gapar. ALNS is designed to jump to unexplored
regions in the search process, which explains the large value
for Gapy for solution diversity. Furthermore, each iteration
in ALNS destroys the current solution through a large neigh-
bourhood change controlled by parameters oin, Cmax, and
Orare- NO guarantee of solution improvement is enforced in
the design of ALNS. This explains the larger Gapsr. Lastly,
ALNS-TS performs best among the three algorithms as ben-
efits from the exploitation strength of TS with an additional
perturbation through ALNS iterations.

Furthermore, even though the Gap,,,¢ are in general larger
than those reported in Table 4 and 5 for the small scale
instances, most of the Gapg,g are in the range of 1% to 3%
with a median value of 2.0%.

E. CONSISTENCY OF SOLUTION COSTS FOUND

We design a box plot to illustrate the consistency of solu-
tion costs found by the ALNS-TS for the TDVRPPC test
instances. We denote the test instances in Table 4 with 15 cus-
tomers as “C — 15, the test instances in Table 5 with
25 customers as ““C —25”’, and the test instances in Table 6 as
“TDVRPPC”’, and compare the results for the three groups.
We first determine the standard score (z score) of the solution
cost for each of the 10 solutions found by the ALNS-TS
algorithm for a test instance. The standard score is formally
calculated as (cost — w)/o, where cost is the actual solution
cost found in the run, u represents the mean of the costs,
and o represents the standard deviation of the costs for the
test instance. Lastly, we group the standard score of a total of
10 x 34 = 340 runs per group together and plot number by
instance group in Figure 3 below.
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HC-15 M C-25 B TDVRPPC

FIGURE 3. Standard score of solution cost per run by instance group.

The box plot shows that the solution costs are very con-
sistent as most of the values are near to the reference point,
especially for C-15 and C-25. Indeed, the standard scores for
322 of the 340 runs for the C-15, 199 runs for the C-50 test
instances, and 237 runs for the TDVRPPC test instances falls
within 1o away from the mean value.

F. RESULTS ON TDVRPPC AND VRPPC

The introduction of the time-dependent travel time and the
maximum trip duration constraint in the TDVRPPC places
extra constraints to the VRPPC solutions. Hence, we apply
the ALNS-TS algorithm to solve both the VRPPC and the
TDVRPPC instances to evaluate the impact and tightness
of the capacity constraint and the maximum trip duration
constraint. Besides, it is necessary to evaluate the changes
in the cost allocation between internal cost and outsourced
cost. Table 7 compares the best solution cost found (Cpey),
the average percentage of outsourcing cost over total solution
cost (R.s), the average loads of the vehicle routes over Q
in terms of percentage (R¢qp), and the average route dura-
tion of the vehicle routes over T,,, in terms of percent-
age (Rgyr). Based on the results, the new constraints have
forced more customers to be outsourced and in general
increased both Cp,g by 1.9% and R by 3.1%. Therefore, the
TDVRPPC constraints have positive impact on the solution
cost. Though R, is reduced by about 1.1%, Ry, is about
5.6% smaller than R, for the TDVRPPC. This may suggest
that either capacity constraints are tighter than maximum
route duration constraints, or that the ALNS-TS prioritizes
to maximize the vehicle capacity to reduce outsourcing cost
and total cost. The next experiment is hence designed to
evaluate a scenario when the maximum route duration is
tightened.
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TABLE 7. VRPPC vs TDVRPPC.

VRPPC TDVRPPC
Inst. Cbest Res Rcap Cbest Res Rcup Raur

CE-01 111947 144 987 1125.85 153 988 951
CE-02 1828.94 59  99.1 1881.83 79 982 916
CE-03 194252 173 99.7 198446 188 995 944
CE-04 2549.56 202 998 265397 237 993 945
CE-05 3191.44 197 998 3305.85 232 995 934
CE-06 1207.47  13.8  98.7 1223.8 156 988 943
CE-07 2023.89 59 992 2084.24 88 981 933
CE-08 2075.59 169 997 214956 192 995 9438
CE-09 2499.56 102 99.7 2649.34 149 99 953
CE-10 3471.61 194 998 3581.27 221 994 936
CE-11 2435.05 10.1 100 2381.03 11.9 998 864
CE-12 1990.76  11.3 100 201699 144 993 912
CE-13 2979.6 10.1 100 2902.54 10.1 99.9 86
CE-14 222549 242 100 226647 253 999 919
G-01 14398.8 235 100 145689  23.6 100 96.8

G-02 196179 139 100 197832  14.8 100 96.3
G-03 25308.8  10.9 100 26504.8 214 987 944
G-04 357113 20.6 100 38202 366 975 903

G-05 14531.1 9.6 100
G-06 223246 225 100
G-07 243614 138 100
G-08 30331.7 224 100
G-09 1345.47 84 992
G-10 1631.07 62 99.1

14852.9 9.8 100 98
224789 237 100 95.6
24965.8  23.1  99.8 935
32960.5 356 99.1 933
1405.36 86 987 915
1699.83 92 982 905

G-11 2239.1 7.7 993 229482 162 917 90.8
G-12 2587.93 92 993 2718.88 294 913 875
G-13 2319.7 10.1 98.4 2355.94 124 976 897

G-14 2785.08 141 982
G-15 3279.17 132 983
G-16 3762.81 12 984
G-17 1776.86 222 100
G-18 283432  19.6 100
G-19 3617.54 21.1 100
G-20 4466.92  18.6 100

Average 7375.66 14.68 99.54

3179.85 232 958 94
579559 527 837 979
4706.17 358 851 919
1784.06  21.8 100 925
2915.62 209 100 915
3926.64  24.1 100 933
514559  28.6 97 915

7778.02 20.67 97.74 92.84

G. IMPACT OF CAPACITY AND MAXIMUM ROUTE
DURATION CONSTRAINTS

We reduce Ty,q¢ by 10% to generate another instance group
(TDVRPPC2) for further evaluation of the impact of both
constraints. As shown in Table 8, we group the instances by
either type CE or G and present the average of Reqp, Raur
and R, in percentage values. As shown in the results, the
average Ry, increased more significantly than the reduction
in the average R for both groups in TDVRPPC?2 instances
when T}, is reduced by 10%. The results also show that
introducing T}, and reducing T),,, increases the average
R.s, while means the company is forced to outsource more
customers using 3PL services due to tighter constraints on
vehicle route duration. This ultimately resulted in a higher
average solution cost (Cost) for both groups. However, the
average R.qp is still higher than the average Ry, for both
groups, which again suggests that the ALNS-TS may prefer
to maximize vehicle capacity utilization than to maximize the
route duration to reduce outsourcing costs and total costs.

H. VRPPC BENCHMARK RESULTS
Lastly, we present a comparison on the VRPPC benchmark

data with two state-of-the-art algorithms, namely the tabu
search algorithm in [2] (TS+) and the AVNS in [3], in Table 9.
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TABLE 8. Impact of constraints on the solution.

VRPPC TDVRPPC TDVRPPC2
CE G CE G CE G

Reap 99.6 99.5 99.2 96.7 98.9 97.3
Raur - - 92.6 93 95.2 97
Res 14.2 15 16.5 23.6 17.8 20.6
Cost 22529 10961.6 2300.5 116123 23127 11635.6

TABLE 9. VRPPC benchmark comparisons.

Inst. TS+ AVNS ALNS-TS  Inst. TS+ AVNS  ALNS-TS
CE-01 111947 112395 111947  G-04 3480208 3441582 3571126
CE-02 181452 181452 182894  G-05 14261.31 1427232 1453112
CE-03  1930.66 1920.86 194252  G-06 21498.03 21440.79  22324.59
CE-04 252517 251205  2549.56  G-07 23513.06 23375.60  24361.35
CE-05 3117.10  3099.77 319144  G-08 30073.56 29797.62  30331.67
CE-06 120747  1207.81 120747  G-09 132562 133545 134547
CE-07 200652 201393  2023.89  G-10  1590.82 160450  1631.07
CE-08 205659 205205 207559  G-11  2173.80 2189.02  2239.10
CE-09 243597 243251  2499.56  G-12 249502 252029  2587.93
CE-10  3401.83 339135 347161  G-13 227412 229183  2319.70
CE-11 233236 233221 243505  G-14 270331 270822  2785.08
CE-12 195286 195355 199076  G-15 316126 319482  3279.17
CE-13  2860.89 285894  2979.60  G-16 363839 367134  3762.81
CE-14 221697 221538 222549  G-17 163335 168249  1776.86
G-01  14190.01 14157.08 1439880  G-18 271021  2741.80  2834.32
G-02  19208.52 1920436 19617.86  G-19 3497.72 350794  3617.54
G-03  24592.18 24602.61  25308.81 G20 430689 433244  4466.92

The TS+ algorithm [2] extends the TS with a neighbourhood
structure based on ejection chains. The AVNS [3] develops
a group of 51 cyclic-exchange neighborhoods and incor-
porates an adaptive mechanism to bias the random shak-
ing step. As shown in the table, the ALNS-TS algorithm
obtains best-known solutions for two instances and the aver-
age deviation of the best found solution cost from the best
solutions is about 2.6%.We conclude that the performances
of the ALNS-TS on the VPRPV test instance is accept-
able since it is not designed specially to solve the VRPPC
problem.

VIl. CONCLUSION

In this work, we examine the practical time-dependent travel
times on the road and the maximum route duration con-
straints for the drivers for the TDVRPPC problem. Two
popular heuristic algorithms, namely the ALNS and the TS,
are hybridized together to minimize the total cost consist-
ing of fixed cost, variable cost, and outsourced cost. The
ALNS broadens the exploration through adaptively control-
ling the neighborhood size and TS dynamically deepens the
exploitation while relaxing duration and/or capacity-related
constraints. Computational experiments show that our algo-
rithm performs well on the TDVRPPC benchmark data. For
further research, we are interested to extend the current
TDVRPPC model with richer real-world considerations, such
as adding multi-trip per vehicle, customer time window lim-
itation, as well as multi-depot for vehicles. At the same time,
new efficient algorithms can be proposed and evaluated on
the benchmark data.
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