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ABSTRACT This work introduces a novel full-duplex hybrid beamforming (FD-HBF) technique for the
millimeter-wave (mmWave) multi-user massive multiple-input multiple-output (MU-mMIMO) systems,
where a full-duplex (FD) base station (BS) simultaneously serves half-duplex (HD) downlink and uplink
user equipments over the same frequency band. Our main goal is jointly enhancing the downlink/uplink
sum-rate capacity via the successful cancellation of the strong self-interference (SI) power. Furthermore, FD-
HBF remarkably reduces the hardware cost/complexity in the mMIMO systems by interconnecting the radio
frequency (RF) and baseband (BB) stages via a low number of RF chains. First, the RF-stage is constructed
via the slow time-varying angular information, where two schemes are proposed for both maximizing
the intended signal power and canceling the SI power. Particularly, orthogonal RF beamformer (OBF)
scheme only aims canceling the far-field component of SI, while non-orthogonal RF beamformer (NOBF)
scheme applies perturbations to the orthogonal beams for also suppressing the near-field component of
SI channel. Considering the high computational complexity during the search for optimal perturbations,
we apply swarm intelligence to find the optimal perturbations. Second, the BB-stage is designed based on
only the reduced-size effective intended channel matrices, where the BB precoder/combiner solutions are
obtained via regularized zero-forcing (RZF) and minimummean square error (MMSE). Hence, the proposed
FD-HBF technique does not require the instantaneous SI channel knowledge. It is shown that FD-HBF with
NOBF+MMSE achieves 78.1 dB SI cancellation (SIC) on its own. Additionally, FD-HBF with the practical
antenna isolation can accomplish more than 130 dB SIC and reduce the SI power below the noise floor. The
numerical results present that FD-HBF greatly improves the sum-rate capacity by approximately doubling
it compared to its HD counterpart.

INDEX TERMS Full-duplex, massive MIMO, hybrid beamforming, self-interference cancellation,
millimeter-wave, downlink, uplink, non-orthogonal beamforming, particle swarm optimization, MMSE, low
CSI overhead.

I. INTRODUCTION
Massive multiple-input multiple-output (mMIMO) has been
already one of the key unlocking technologies in the fifth-
generation (5G) wireless communication networks [1]–[3].
The third generation partnership project (3GPP) has outlined
the utilization of 256 antennas in Release 16 [4]. The exces-
sively large antenna arrays enable three-dimensional (3D)
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beamforming, which is especially necessary for focusing the
signal energy in limited scattering propagation experienced in
the millimeter-wave (mmWave) frequency bands [5]. Addi-
tionally, the shorter wavelengths in mmWave allow employ-
ing a large number of antennas in the practical mMIMO
systems with space limitations on antenna arrays. By means
of extremely wide bandwidth and large antenna arrays, the
mmWave mMIMO technology enables enhanced mobile
broadband (eMBB) demands for supporting various emerg-
ing applications in 5G and beyond (e.g., autonomous driving,
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augmented/virtual reality (AR/VR), industrial automation,
smart home/city, healthcare, online gaming, etc.) [6]–[8].

Full-duplex (FD) technology further extends the impacts
of the mmWave mMIMO systems by enabling simultane-
ous transmission/reception over the same frequency bands.
On contrary to the conventional half-duplex (HD) technology,
FD can theoretically double the capacity by more efficient
utilization of the limited frequency resources. Although the
strong self-interference (SI) occurred due to the simultaneous
transmission/reception severely affects its performance, the
recent developments in antenna technology and signal pro-
cessing techniques greatly enhance the quality of SI cancella-
tion (SIC) techniques (e.g., antenna isolation, analog/digital
cancellation, etc.) [9]–[12]. For instance, the practical mea-
surements in [13]–[15] show that the antenna isolation based
SIC performs up to 60 − 70 dB cancellation. It makes the
FD communications as a promising candidate for the sixth-
generation (6G)wireless communication networks [16]–[18].
Moreover, the mmWave mMIMO systems with large antenna
arrays enable the further enhancement in the SIC quality via
3D beamforming with narrower beamwidth and suppressed
side-lobe levels towards SI.

In the multi-user mMIMO (MU-mMIMO) systems, the
beamforming (i.e., precoding in downlink and combining in
uplink) is an important signal processing procedure for assur-
ing reliable communications between a base station (BS)
and multiple user equipments (UEs). The single-stage fully-
digital beamforming is widely considered in the traditional
MIMO systems with a limited number of antennas [19].
However, it brings two vital challenges for the mMIMO sys-
tems: (i) one dedicated power-hungry RF chain per antenna
significantly increases the hardware cost/complexity and the
power consumption, (ii) large channel state information (CSI)
overhead size due to the high dimensional channel. Hybrid
beamforming (HBF) technique is proposed as a promising
solution for the mMIMO systems, where the beamforming
architecture is split into two stages [20]–[23]. Particularly,
RF-stage andBB-stage are interconnected via a lower number
of RF chains than the number of antennas. Furthermore, HBF
can reduce the channel estimation overhead by designing the
RF-stage via slow time-varying channel characteristics (e.g.,
angle-of-departure (AoD), angle-of-arrival (AoA), channel
covariance matrix, etc.) [20].

A. LITERATURE REVIEW
In the literature, various HBF techniques (i.e., hybrid pre-
coding (HP) in downlink, hybrid combining (HC) in uplink)
are investigated for HD transmission in [24]–[33] and FD
transmission in [34]–[45] as presented in Table 1.

Regarding the HD downlink transmission in MU-mMIMO
systems, [24]–[27] employ the full-size instantaneous fast
time-varying CSI to design the RF-stage in the HP architec-
ture, whereas [28]–[33] utilize the slow time-varying chan-
nel characteristics. Particularly, an eigen-beamforming based
HP technique is developed by using the channel covariance
matrix in [28], [29], where the RF-stage design requires the

utilization of both phase-shifters and variable-gain ampli-
fiers. Afterwards, an angular-based HP technique is proposed
in [30], where the RF-stage is constructed based on the
AoD/AoA information requiring only the low-cost phase-
shifters. As shown in [30], the angular-based HP achieves
higher sum-rate capacity compared to other state-of-the-art
HP techniques in [27]–[29]. Afterwards, [31] and [32] respec-
tively apply swarm intelligence and deep learning based
power allocation along with the angular-based HP to max-
imize the downlink capacity in the MU-mMIMO systems.
According to the cloud radio access network (C-RAN) archi-
tecture, the angular-based HP is extended for the multi-cell
MU-mMIMO systems in [33], where the downlink coopera-
tion strategies among the BSs are considered to mitigate the
inter-cell interference.

Regarding the FD communications, the fully-digital beam-
forming is investigated for the conventional MIMO sys-
tems [34], where authors consider the simultaneous downlink
and uplink transmission over the same frequency band. The
numerical results in [34] present that as the SIC quality
improves, FD can double the sum-rate capacity compared
to the conventional HD transmission. Afterwards, the FD
mMIMO relay systems are designed for the point-to-point
backhaul links in [35]–[38], where the relay node with large
transmit/receive antenna arrays develops HBF based on the
perfect SI channel knowledge. Similarly, the authors in [39]
analyze the HBF design in the FD point-to-point mMIMO
systems assuming the availability of the perfect SI chan-
nel knowledge as well as the full-size intended channels.
The proposed HBF technique in [39] closely approaches its
fully-digital beamforming counterpart in terms of the sum-
rate performance. For supporting multiple downlink UEs
via a single FD relay, the FD MU-mMIMO relay system
is considered in [40], where the SI channel is modeled as
Gaussian noise. Then, [41] investigates the utilization of
multiple relays in the FDMU-mMIMO relay systems, where
the authors assume the perfect cancellation of SI signal at
each FD relay and focus on the suppression of inter-relay
interference. In [42], the FD MU-mMIMO systems are mod-
eled to simultaneously support a single downlink UE and
a single uplink UE over the same frequency band, where
the authors investigate the effect of low-resolution phase-
shifters at the RF-stage by using the full-size instantaneous
CSI including the SI channel. Afterwards, [43] and [44]
investigate the FD MU-mMIMO systems serving multiple
downlink/uplink UEs, where both employ the instantaneous
SI channel knowledge during the HBF design. Thus, none
of the aforementioned works design the HBF technique to
enhance the SIC quality without instantaneous SI channel
knowledge. Recently, the FD mMIMO systems are analyzed
for the wireless point-to-point backhaul link (i.e., single-user)
in [45], where the proposed HBF technique aims to enhance
the SIC quality by using the slow time-varying AoD/AoA
information at the RF-stage and the reduced-size effective
CSI at the BB-stage. In other words, the HBF design in [45]
does not depend on the instantaneous SI channel knowledge,
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TABLE 1. Summary of beamforming techniques in full-duplex/half-duplex communication systems.

while it also reduces the channel estimation overhead size.
Additionally, it utilizes orthogonal RF beamforming (OBF)
technique at the RF-stage for both maximizing the capacity
and improving the amount of SIC. Similarly, the fully-analog
beamforming is investigated for the FD mMIMO systems
in [46], where the authors apply the OBF technique in the
point-to-point non-coherent communications.

B. CONTRIBUTIONS
This work proposes a new full-duplex hybrid beamforming
(FD-HBF) technique for the mmWave MU-mMIMO sys-
tems, where an FD BS simultaneously serves multiple HD
downlink and uplink UEs over the same frequency band.
The proposed FD-HBF technique has five main objectives:
(i) maximizing the intended signal power, (ii) enhancing
the SIC quality, (iii) mitigating the interference experienced
among UEs, (iv) reducing the hardware cost/complexity,
(v) decreasing the channel estimation overhead. Table 1
presents a detailed summary of this work in comparison to
the beamforming techniques in the literature.

The main contributions of this work are summarized as:

• IntelligentNon-OrthogonalRFBeamformer (NOBF):
Two schemes are developed in the downlink/uplink RF
beamformer design via the slow time-varying AoD/AoA
information. First, the OBF scheme is designed for
the MU-mMIMO systems, which employs orthogonal
beams for both maximizing the intended signal power
and canceling the far-field component of SI channel.
In order to further improve the SIC quality, the second
proposed scheme is non-orthogonal RF beamformer
(NOBF), which applies perturbations to the orthogonal
beams for also suppressing the near-field component
of SI channel. When the exhaustive search is applied
for finding the optimal perturbations, the computational
complexity becomes extremely high. Hence, we propose
to apply the swarm intelligence to find the optimal
perturbations in the NOBF scheme with reasonable
computational complexity.

• BB Precoder/Combiner: Only the reduced-size effec-
tive intended channel matrices seen from the BB-stage
are utilized in the BB precoder/combiner design. First,

we apply the well-known regularized zero-forcing
(RZF) technique, which only aims to suppress the
interference among downlink/uplink UEs. In order to
further suppress the residual SI power experienced
after the RF beamformers, the minimum mean square
error (MMSE) solutions for BB precoder/combiner are
derived in closed-form, which employs the slow time-
varying AoD/AoA information of SI channel similar
to the RF-stage design. In other words, neither MMSE
nor RZF solutions for the BB precoder/combiner design
require instantaneous SI channel knowledge.

• Low Hardware Cost/Complexity & CSI Overhead:
In the proposed FD-HBF technique, the number of RF
chains to connect the RF-stage and BB-stage is sig-
nificantly smaller than the number of antennas. Thus,
it reduces the hardware cost/complexity as well as the
power consumption for mMIMO systems with large
antenna arrays. The illustrative results present that when
there are 256 transmit/receive antennas at the BS,
the proposed FD-HBF only requires the utilization of
8 transmit/receive RF chains. It means 96.88% reduction
in the hardware cost/complexity. Furthermore, similar to
[28]–[33], [45], [46], we employ the reduced-size effec-
tive intended channel matrices in the FD-HBF design
instead of the full-size instantaneous CSI, which also
remarkably reduces the channel estimation overhead.
Additionally, the proposed FD-HBF technique success-
fully suppresses the strong SI power without requiring
the instantaneous SI channel knowledge.

• Self-Interference Cancellation (SIC): The illustrative
results reveal that FD-HBF with NOBF+MMSE pro-
vides 78.1 dB SIC on its own. Along with the practical
antenna isolation techniques, the proposed FD-HBF is
capable of reducing the strong SI power below the noise
floor by achieving more than 130 dB SIC. Furthermore,
we observe that the SIC quality enhances as the trans-
mit/receive array size increases.

• Sum-Rate Capacity: By means of the enhanced SIC
quality and simultaneous downlink/uplink transmis-
sion over the same frequency band, FD-HBF greatly
improves the sum-rate capacity compared to its HD
counterpart. The numerical results demonstrate that
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both downlink/uplink sum-rate capacity can be approx-
imately doubled via the proposed FD transmission
scheme.

C. ORGANIZATION
The rest of this paper is organized as follows. The system and
channel models are described in Section II. The problem for-
mulation for the proposed FD-HBF technique is introduced
in Section III. Then, we develop the RF beamformer and BB
precoder/combiner solutions in Section IV and Section V,
respectively. The extensive illustrative results are presented
in Section VI. Finally, Section VII concludes this paper.

D. NOTATION
Bold upper/lower case letters denote matrices/vectors. (·)∗,
(·)T , (·)H ‖·‖ and ‖·‖F represent the complex conjugate,
the transpose, the conjugate transpose, the 2-norm and the
Frobenius norm of a vector or matrix, respectively. IK , E {·},
tr (·) and 6 (·) stand forK×K identity matrix, the expectation
operator, the trace operator and the argument of a complex
number, respectively. X (m, n) denotes the element at the
intersection of mth row and nth column. X ⊗ Y denotes the
Kronecker product of two matrices X and Y. We use x ∼
CN (0, σ ) when x is a complex Gaussian random variable
with zero-mean and variance σ .

II. SYSTEM AND CHANNEL MODELS
We introduce the MU-mMIMO system model and 3D
geometry-based mmWave channel model in this section.

A. SYSTEM MODEL
A single-cell MU-mMIMO system is considered for joint
downlink and uplink transmission as illustrated in Figure 1.
Here, a BS operates in FD mode to simultaneously serve
KD downlink and KU uplink single-antenna UEs over the
same frequency band. On the other hand, all K = KD + KU
UEs operate in HD mode considering the hardware/software
constraints on UEs (e.g., low power consumption, limited
signal processing and active/passive SIC capability) [9]–
[12]. As shown in Figure 2, the BS is equipped with trans-
mit/receive uniform rectangular arrays (URAs),1 which are
separated by an antenna isolation block for passive (i.e.,
propagation domain) SIC [13]–[15]. Specifically, the trans-
mit (receive) URA has MD = M (x)

D × M (y)
D (MU = M (x)

U ×

M (y)
U ) antennas, where M (x)

D (M (x)
U ) and M (y)

D (M (y)
U ) denote

the number of transmit (receive) antennas along x-axis and
y-axis, respectively.

In the proposed FD-HBF architecture, we jointly employ
HP andHC schemes in the downlink and uplink transmission,
respectively. Therefore, we aim to develop four sub-blocks:
(i) downlink RF beamformer FD ∈ CMD×ND , (ii) uplink
RF beamformer FU ∈ CNU×MU , (iii) downlink BB precoder

1Apart from the widely considered uniform linear array (ULA), URA both
fits a larger number of antennas in a two-dimensional (2D) grid and enables
three-dimensional (3D) beamforming [29]–[33], [47], [48].

FIGURE 1. Full-duplex hybrid beamforming (FD-HBF) in MU-mMIMO
systems.

BD =
[
bD,1, · · · ,bD,KD

]
∈ CND×KD , (iv) uplink BB com-

biner BU =
[
bU ,1, · · · ,bU ,KU

]T
∈ CKU×NU . Here, bD,k ∈

CND denotes the BB precoder vector for the k th downlink UE.
Similarly, bU ,k ∈ CNU is the BB combiner vector for the
k th uplink UE. In order to support KD downlink (KU uplink)
UEs and reduce the hardware cost/complexity, ND (NU ) RF
chains are utilized to inter-connect RF-stage and BB-stage
with KD ≤ ND � MD (KU ≤ NU � MU ). Additionally,
it is worthwhile to mention that the RF beamformer matrices
(i.e., FD and FU ) are built via low-cost phase-shifters to
further reduce the hardware cost/complexity, which brings the
constant modulus constraint in the RF beamformer design.

On the other hand, the downlink channel matrix is denoted
as HD =

[
hD,1, · · · ,hD,KD

]T
∈ CKD×MD with hD,k ∈ CMD

as the k th downlink UE channel vector. Also, HU =[
hU ,1, · · · ,hU ,KU

]
∈ CMU×KU is the uplink channel matrix

with hU ,k ∈ CMU as the k th uplink UE channel vector. As a
result of the FD transmission, the SI channelHSI ∈ CMU×MD

is present between transmit and receive URAs at the BS.
Similarly, the inter-user interference (IUI) channel HIUI =[
hIUI,1, · · · ,hIUI,KD

]T
∈ CKD×KU exists among downlink

and uplink UEs, where hIUI,k denotes the channel vector from
all uplink UEs to the k th downlink UE.

For the downlink transmission, the transmitted signal vec-
tor at the BS is defined as sD = FDBDdD ∈ CMD , where
dD =

[
dD,1, · · · , dD,KD

]T
∈ CKD is the downlink data

signal vector encoded by i.i.d. Gaussian codebook (i.e., i.i.d.
entries of dD follows the distribution of CN (0, 1), so we
have E

{
dDdHD

}
= IKD ). Also, the transmitted signal vector

satisfies the maximum downlink transmit power constraint of
PD (i.e., E

{∥∥sD∥∥2} = tr
(
FDBDBHDF

H
D

)
≤ PD). Then, the

received downlink signal vector is given by:

rD = HDFDBDdD +HIUIdU + wD ∈ CKD , (1)

where dU =
[
dU ,1, · · · , dU ,KU

]T
∈ CKU is the uplink

data signal vector and wD =
[
wD,1, · · · ,wD,KD

]T
∼

CN
(
0, σ 2

wIKD
)
is the complex circularly symmetric Gaussian

noise vector. Here, we define PU as the transmit power of
each uplink UE. Similar to the downlink data signal vector,
the uplink data signal vector is also encoded by i.i.d. Gaussian
codebook (i.e., i.i.d. entries of dU follows the distribution of
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CN (0,PU ), so we have E
{
dUdHU

}
= PU IKU ). Then, the

received signal at the k th downlink UE is written as:

rD,k = hTD,kFDbD,kdD,k︸ ︷︷ ︸
Intended Signal

+

∑
q6=k

hTD,kFDbD,qdD,q︸ ︷︷ ︸
IUI by KD–1 Downlink UEs

+ hTIUI,kdU︸ ︷︷ ︸
IUI by Uplink

+wD,k︸︷︷︸
Noise

. (2)

As seen above, the received signal includes the intended
signal, IUI generated forKD−1 downlink UEs, IUI generated
by KU uplink UEs as well as the noise. Thus, each downlink
UE is exposed to IUI from KD + KU − 1 UEs in total due
to the FD transmission. After some mathematical manipu-
lations, we derive the instantaneous signal-to-interference-
plus-noise-ratio (SINR) at the k th downlink UE as follows:

SINRD,k =

∣∣hTD,kFDbD,k ∣∣2∑
q6=k

∣∣hTD,kFDbD,q∣∣2 + PU∥∥hIUI∥∥2 + σ 2
w

. (3)

For the uplink transmission, the combined signal vector at
the BS is given by:

r̃U = BUFUrU = BUFU (HUdU +HSIsD + wU )

= BUFUHUdU + BUHSIBDdD + w̃U ∈ CKU , (4)

where rU = HUdU + HSIsD + wU represents the received
uplink signal at the BS, wU ∼ CN

(
0, σ 2

wIMU

)
is the com-

plex circularly symmetric Gaussian noise vector, w̃U =

BUFUwU =
[
w̃U ,1, · · · , w̃U ,KU

]T
∈ CKU is the modified

noise vector, HSI = FUHSIFD ∈ CNU×ND is the effective
SI channel seen from the BB-stage (i.e., after applying down-
link/uplink RF beamformers). Thus, the combined signal for
k th uplink UE can be formulated as follows:

r̃U ,k = bTU ,kFUhU ,kdU ,k︸ ︷︷ ︸
Intended Signal

+

∑
q6=k

bTU ,kFUhU ,qdU ,q︸ ︷︷ ︸
IUI by KU–1 Uplink UEs

+ bTU ,kHSIBDdD︸ ︷︷ ︸
Self-Interference (SI)

+ w̃U ,k︸︷︷︸
Noise

. (5)

Hence, in addition to the intended signal, the combined signal
for each uplink UE consists of IUI generated byKU−1 uplink
UEs, noise and strong SI signal due to the FD transmission.
Similar to (3), the instantaneous SINR for the k th uplink UE
is obtained as:

SINRU ,k =

PU
∣∣bTU ,kFUhU ,k ∣∣2∥∥bTU ,kFU∥∥2∑

q6=k
PU
∣∣bTU ,kFUhU ,q∣∣2∥∥bTU ,kFU∥∥2 +

∥∥bTU ,kHSIBD
∥∥2∥∥bTU ,kFU∥∥2 + σ 2

w

. (6)

B. CHANNEL MODEL
All three types of channels illustrated in Figure 1 aremodeled
in this subsection: (i) intended downlink/uplink channelsHD
and HU , (ii) SI channel HSI, (iii) IUI channel HIUI.

1) INTENDED CHANNEL
ThemmWave channels experience a limited scattering propa-
gation environment different from the rich scattering in sub-6
GHz channels [5]. Thus, 3D geometry-based stochastic chan-
nel model is employed for mmWave communications [49].
According to the URA structure [50], we first define the
intended channel vector for the k th downlink UE as follows:

hTD,k =
QD∑
l=1

zD,kl
τ
η
D,kl

aTD
(
γ
(x)
D,kl , γ

(y)
D,kl

)
= zTD,kAD ∈ CMD , (7)

where QD is the total number of downlink paths, τD,kl
and zD,kl ∼ CN

(
0, 1

QD

)
are the distance and complex path

gain of l th path, respectively, η is the path loss exponent,
γ
(x)
D,kl = sin

(
θD,kl

)
cos

(
ψD,kl

)
∈ [−1, 1] and γ (y)D,kl =

sin
(
θD,kl

)
sin
(
ψD,kl

)
∈ [−1, 1] are the angular coefficients

reflecting the elevation AoD (EAoD) θD,kl and azimuth AoD
(AAoD) ψD,kl , aD (·, ·) ∈ CMD is the downlink array phase
response vector defined as:

aD
(
γx , γy

)
=
[
1, ej2πdγx , · · · , ej2πd(M

(x)
D −1)γx

]H
⊗
[
1, ej2πdγy , · · · , ej2πd(M

(y)
D −1)γy

]H
∈ CMD , (8)

with d = 0.5 is the normalized half-wavelength distance
between antennas. Here, θD,kl ∈

[
θD − δθD, θD + δθD

]
is

the EAoD with mean θD and spread δθD. Also, ψD,kl ∈[
ψD − δ

ψ
D , ψD + δ

ψ
D

]
is the AAoD with mean ψD and

spread δψD . It is important to remark that all downlink UEs
are clustered in a similar geographical region [28]–[30].
Thus, without loss of generality, all downlink UEs experi-
ence the same EAoD/AAoD mean and spread (i.e., θD, ψD,
δθD, δ

ψ
D ) [51]. As expressed in (7), the intended downlink

channel is composed of two parts: (i) fast time-varying path
gain vector zD,k =

[
τ
−η
D,k1

zD,k1 , · · · , τ
−η
D,kQD

zD,kQD ,
]T
∈ CQD ,

(ii) slow time-varying downlink array phase response matrix
AD ∈ CQD×MD with the rows of aTD

(
γ
(x)
D,kl , γ

(y)
D,kl

)
. Finally,

by using (7), the downlink channel matrix is written as:

HD =
[
hD,1, · · · ,hD,KD

]T
= ZDAD ∈ CKD×MD , (9)

where ZD =
[
zD,1, · · · , zD,KD

]T
∈ CKD×QD is the concate-

nated path gain matrix for all downlink UEs.
Afterwards, similar to (7), the intended channel vector for

the k th uplink UE is defined as:

hU ,k =
QU∑
l=1

zU ,kl
τ
η
U ,kl

aU
(
γ
(x)
U ,kl , γ

(y)
U ,kl

)
= AUzU ,k ∈ CMU , (10)

where QU is the total number of uplink paths, τU ,kl and
zU ,kl ∼ CN

(
0, 1

QU

)
are respectively the distance and path

gain of l th path, γ (x)U ,kl = sin
(
θU ,kl

)
cos

(
ψU ,kl

)
∈ [−1, 1]

and γ (y)U ,kl = sin
(
θU ,kl

)
sin
(
ψU ,kl

)
∈ [−1, 1] are based on

the elevation AoA (EAoA) θU ,kl and azimuth AoA (AAoA)
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FIGURE 2. Geometric representation of transmit and receive URAs at BS.

ψU ,kl , aU (·, ·) ∈ CMU is the uplink array phase response
vector given by:

aU
(
γx , γy

)
=
[
1, ej2πdγx , · · · , ej2πd(M

(x)
U −1)γx

]T
⊗
[
1, ej2πdγy , · · · , ej2πd(M

(y)
U −1)γy

]T
∈ CMU . (11)

Then, θU ,kl ∈
[
θU − δθU , θU + δθU

]
is the EAoA

with mean θU and spread δθU . Also, ψU ,kl ∈
[
ψU −

δ
ψ
U , ψU + δ

ψ
U

]
is the AAoA with mean ψU and spread

δ
ψ
U . By using (10), the intended uplink channel is divided
into two parts: (i) fast time-varying path gain vec-
tor zU ,k =

[
τ
−η
U ,k1

zU ,k1 , · · · , τ
−η
D,kQU

zU ,kQU ,
]T
∈ CQU , (ii)

slow time-varying downlink array phase response matrix
AU ∈ CMU×QU with the columns of aU

(
γ
(x)
U ,kl , γ

(y)
U ,kl

)
.

By applying (10), the uplink channel matrix is given by:

HU =
[
hU ,1, · · · ,hU ,KU

]
= AUZU ∈ CMU×KU , (12)

where ZU =
[
zU ,1, · · · , zU ,KU

]
∈ CQU×KU is the concate-

nated path gain matrix for all uplink UEs.

2) SELF-INTERFERENCE CHANNEL
As shown in Figure 2, The complete SI channel includes two
components as [35]–[39], [43], [45], [46]:

HSI = HLoS +HNLoS ∈ CMU×MD , (13)

where HLoS ∈ CMU×MD is the residual near-field SI channel
via line-of-sight (LoS) paths after applying the antenna iso-
lation, HNLoS ∈ CMU×MD is the far-field SI channel via the
reflected non-line-of-sight (NLoS) paths.

We first define the residual near-field SI channel via the
spherical wavefront instead of the planar wavefront due to
the short distance between transmit and receive URAs [45],

[52]. Hence, the near-field SI channel between the (m, n)th

transmit and (u, v)th receive antennas is given by (please see
Figure 2):

HLoS

([
M (y)
U (u− 1)+ v

]
,
[
M (y)
D (m− 1)+ n

])
=

κ

1(m,n)→(u,v)
e−j2π1(m,n)→(u,v) , (14)

where1(m,n)→(u,v) is the distance normalized by wavelength
between the corresponding antennas, κ is the normalization
scalar to satisfy 10 log10

(
‖HLoS‖

2
F
)
= −PIS,dB as the resid-

ual near-field SI channel power with PIS,dB as the amount
of SIC achieved by the antenna isolation.2 Considering the
URA configuration shown in Figure 2, the distance between
(m, n)th transmit and (u, v)th receive antenna pairs is calcu-
lated as:

1(m,n)→(u,v)

=

(
[Cx + (m− 1) d + (u− 1) d cos (2)]2

+
[
Cy + (n− v) d

]2
+ [Cz + (u− 1) d sin (θ)]2

) 1
2
,

(15)

where Cx , Cy and Cz are the distance between trans-
mit/receive URAs normalized by wavelength along x-axis, y-
axis and z-axis, respectively,2 is the rotation angle of receive
URA along y-axis.
Afterwards, the far-field SI channel HNLoS is modeled

via the planar wavefront and 3D geometry-based stochastic
channel model similar to HD and HU . By using (7), (8), (10)
and (11), the far-field SI channel is defined as follows:

HNLoS =

QSI∑
l=1

zSI,l
τ
η
SI,l

aU
(
γ
(x)
SI,U ,l, γ

(y)
SI,U ,l

)
aTD
(
γ
(x)
SI,D,l, γ

(y)
SI,D,l

)
= ASI,UZSIASI,D ∈ CMU×MD , (16)

where QSI is the total number of reflected NLoS paths,
τSI,l and zSI,l ∼ CN

(
0, 1

QSI

)
are the distance and complex

path gain, respectively, ZSI = diag
( zSI,1
τ
η
SI,1
, · · ·

zSI,QSI
τ
η
SI,QSI

)
∈

CQSI×QSI is the diagonal path gain matrix, ASI,U ∈

CMU×QSI and ASI,D ∈ CQSI×MD are the uplink and
downlink array phase response matrices, respectively.
Here, we have γ (x)SI,U ,l = sin

(
θSI,U ,l

)
cos

(
ψSI,U ,l

)
and

γ
(y)
SI,U ,l = sin

(
θSI,U ,l

)
sin
(
ψSI,U ,l

)
as a function of the

EAoA θSI,U ,l ∈
[
θSI,U − δθSI,U , θSI,U + δθSI,U

]
and

AAoA ψSI,U ,l ∈
[
ψSI,U − δ

ψ

SI,U , ψSI,U + δ
ψ

SI,U

]
. Sim-

ilarly, γ (x)SI,D,l = sin
(
θSI,D,l

)
cos

(
ψSI,D,l

)
and γ (y)SI,D,l =

sin
(
θSI,D,l

)
sin
(
ψSI,D,l

)
are calculated via the EAoD

θSI,D,l ∈
[
θSI,D − δ

θ
SI,D, θSI,D + δ

θ
SI,D

]
and AAoD ψSI,D,l ∈[

ψSI,D − δ
ψ

SI,D, ψSI,D + δ
ψ

SI,D

]
.

2For example, if there is no antenna isolation, we have PIS,dB = 0 dB (i.e.,
the unit power near-field SI channel as E

{
‖HLoS,i‖

2
F
}
= 1). On the other

hand, if the antenna isolation provides PIS,dB = 40 dB SIC, the residual
near-field SI channel power is E

{
‖HLoS,i‖

2
F
}
= 0.0001.
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3) INTER-USER INTERFERENCE CHANNEL
By using (8) and (11), the transmit and receive array phase
response vectors turn out to be a single coefficient, when we
consider the IUI channel for any single-antenna UE pairs.
Hence, the IUI channel between qth uplink UE and k th down-
link UE can be simply defined asHIUI

(
k, q

)
= τ
−η
IUI,k,qzIUI,k,q

with q = 1, · · · ,KU and k = 1, · · · ,KD, where τIUI,k,q and
zIUI,k,q ∼ CN (0, 1) are the distance and path gain for the
corresponding UEs, respectively.

III. FULL-DUPLEX HYBRID BEAMFORMING:
PROBLEM FORMULATION
In the proposed full-duplex hybrid beamforming (FD-HBF)
technique, we aim to jointly enhance the downlink and uplink
performance in the MU-mMIMO systems. By employing (3)
and (6), we first define the optimization problem for the total
downlink/uplink sum-rate as follows:

RTotal (FD,FU ,BD,BU )

=

KD∑
k=1

log2
(
1+ SINRD,k

)
︸ ︷︷ ︸

RD(FD,BD)

+

KU∑
k=1

log2
(
1+ SINRU ,k

)
︸ ︷︷ ︸

RU (FD,FU ,BD,BU )

s.t. E
{∥∥sD∥∥2} = tr

(
FDBDBHDF

H
D

)
≤ PD,

FD ∈ FD,FU ∈ FU , (17)

where FD (FU ) represents the set of downlink (uplink) RF
beamformers satisfying the constant modulus constraint due
to the low-cost phase-shifters. As expressed in (2) and (3), the
downlink sum-rate RD (FD,BD) depends on two sub-blocks
in FD-HBF as downlink RF beamformer and BB precoder.
On the other hand, the uplink sum-rate RU (FD,FU ,BD,BU )
is a function of all four sub-blocks (i.e., downlink/uplink
RF beamformers, BB precoder/combiner) due to the
presence of SI signal in FD transmission as shown
in (5) and (6).

However, the sum-rate maximization given in (17) is
a non-convex optimization problem due to the constant-
modulus constraint at the RF-stage [21]. Thus, we sequen-
tially develop the RF-stage and BB-stage. According to (2)
and (5), the proposed FD-HBF technique has fivemain design
objectives:

1) Maximize the intended downlink and uplink signal
power (i.e., |hTD,kFDbD,k |

2 and |bTU ,kFUhU ,k |
2),

2) Enhance the quality of SIC by mitigating the strong SI
signal power (i.e., ||bTU ,kFUHSIFDBD||2),

3) Suppress the IUI signal power in downlink and uplink
(i.e.,

∑
q6=k |h

T
D,kFDbD,q|

2 and
∑

q6=k |b
T
U ,kFUhU ,q|

2),
4) Reduce the hardware cost/complexity with the utiliza-

tion of few RF chains (i.e., ND � MD and NU � MU ),
5) Decrease the channel estimation overhead size.

In the light of the above objectives, the proposed RF beam-
former and BB precoder/combiner solutions are discussed in
Section IV and Section V, respectively.

IV. RF BEAMFORMER
The downlink and uplink RF beamformers are jointly devel-
oped to maximize the beamforming gain in the intended
direction while mitigating the strong SI according to the
objectives outlined in Section III. Furthermore, instead of
using the full-size fast time-varying channel matrices (i.e.,
HD, HU and HSI), we only utilize the slow time-varying
AoD/AoA information3 (i.e., AD, AU , ASI,D and ASI,U ) to
decrease the large CSI overhead size in MU-mMIMO sys-
tems. Additionally, the AoD/AoA information is exploited to
minimize the RF chain utilization in the FD-HBF technique.

In the rest of this section, we propose two main schemes:
(i) orthogonal RF beamformer (OBF), (ii) non-orthogonal RF
beamformer (NOBF).

A. ORTHOGONAL BEAMFORMER (OBF)
In the OBF scheme, our motivation is to enhance the SIC
quality by suppressing especially the far-field component of
SI channel (i.e., the reflected NLoS paths) via designing the
orthogonal beams through the intended direction. Because
the far-field component becomes dominant in comparison
to the residual near-field component (i.e., LoS paths) after
utilizing the antenna isolation [54]. Moreover, the experimen-
tal studies in [14] demonstrate that the dominant far-field
component deteriorates the quality of antenna isolation based
SIC. By using (13) and (16), the effective reduced-size SI
channel matrix seen from the BB-stage is written as follows:

HSI = FUHSIFD = FU (HNLoS +HLoS)FD
= FUASI,UZSIASI,DFD︸ ︷︷ ︸

Far-Field (NLoS)

+ FUHLoSFD︸ ︷︷ ︸
Near-Field (LoS)

≈ 0, (18)

where the approximate zero condition can be addressed
via not only antenna isolation based SIC for the near-field
component but also joint downlink/uplink RF beamformer
based SIC for the far-field component. Thus, the columns
of downlink RF beamformer FD and the rows of uplink RF
beamformer FU should be in the null space of the slow
time-varying array phase response matrices ASI,D and ASI,U ,
respectively, in order to suppress the far-field component of
SI channel (i.e., Span (FD) ⊂ Null

(
ASI,D

)
and Span (FU ) ⊂

Null
(
ASI,U

)
). Here, the AoD and AoA supports for the

far-field SI channel are respectively defined as follows:

ASI,D=

[
γx = sin (θ) cos (ψ)
γy = sin (θ) sin (ψ)

] ∣∣∣∀θ ∈ θSI,D, ∀ψ ∈ ψSI,D,

(19a)

ASI,U =

[
γx = sin (θ) cos (ψ)
γy = sin (θ) sin (ψ)

] ∣∣∣∀θ ∈ θSI,U , ∀ψ ∈ ψSI,U ,

(19b)

3The conventional online channel estimation techniques can be employed
to acquire the AoD/AoA information [47], [53]. Also, a deep learning
and geospatial data-based offline estimation technique is recently proposed
in [51], which efficiently obtains the AoD/AoA parameters (e.g., mean and
spread) instead of applying the conventional online channel sounding.
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where θSI,� =
[
θSI,� − δ

θ
SI,�, θSI,� + δ

θ
SI,�

]
and ψSI,� =[

ψSI,� − δ
ψ

SI,�, ψSI,� + δ
ψ

SI,�

]
represent the elevation and

azimuth angle boundaries, respectively, with � ∈ {D,U}.
Afterwards, the downlink/uplink RF beamformers also

require to maximize the intended signal power in the desired
direction. By using (9), the effective downlink channel matrix
is defined as HD = HDFD = ZDADFD ∈ CKD×ND . For
maximizing the intended downlink signal power, we should
choose the columns ofFD within the subspace spanned byAD
(i.e., Span (FD) ⊂ Span (AD)). Given that AD as a function
of slow time-varying AoD information, the AoD support for
the downlink channel is written as:

AD =

[
γx = sin (θ) cos (ψ)
γy = sin (θ) sin (ψ)

] ∣∣∣∀θ ∈ θD, ∀ψ ∈ ψD, (20)

where θD =
[
θD− δ

θ
D, θD+ δ

θ
D

]
and ψD =

[
ψD− δ

ψ
D , ψD+

δ
ψ
D

]
represent the boundaries of EAoD and AAoD, respec-

tively. Then, by using (12), HU = FUHU = FUAUZU ∈
CNU×KU denotes the effective uplink channel matrix. Simi-
larly, the row of FU should be in the subspace spanned by
AU (i.e., Span (FU ) ⊂ Span (AU )). Furthermore, the AoA
support for the uplink channel is given by:

AU =

[
γx = sin (θ) cos (ψ)
γy = sin (θ) sin (ψ)

] ∣∣∣∀θ ∈ θU , ∀ψ ∈ ψU , (21)

where θU =
[
θU−δ

θ
U , θU+δ

θ
U

]
andψU =

[
ψU−δ

ψ
U , ψU+

δ
ψ
U

]
are respectively the boundaries of EAoA and AAoA.

Finally, the downlink RF beamformer FD should be chosen
from the intersection of Span (AD) and Null

(
ASI,D

)
. Simi-

larly, the uplink RF beamformer FU should be at the inter-
section of Span (AU ) and Null

(
ASI,U

)
. Hence, the design

criteria in the OBF scheme is written as:

Span (F�) ⊂
[
Span (A�) ∩ Null

(
ASI,�

) ]
, � ∈ {D,U} .

(22)

For satisfying aforementioned criteria for FD and FU ,
by using (8) and (11), we employ unit-power downlink and
uplink steering vectors as eD

(
γx , γy

)
=

1
√
MD

a∗D
(
γx , γy

)
and eU

(
γx , γy

)
=

1
√
MU

a∗U
(
γx , γy

)
, respectively (i.e.,∥∥eD (γx , γy)∥∥2 = ∥∥eU (γx , γy)∥∥2 = 1, ∀γx , γy ∈ [−1, 1]).

Furthermore, in order to cover the complete 3D angular
support, the orthogonal quantized angle-pairs are defined as
follows:

λ
(x)
�,m = −1+

2m− 1

M (x)
�

∣∣∣ ∀m = 1, · · · ,M (x)
� , � ∈ {D,U} ,

(23a)

λ
(y)
�,n = −1+

2n− 1

M (y)
�

∣∣∣ ∀n = 1, · · · ,M (y)
� , � ∈ {D,U} ,

(23b)

which satisfies the following orthogonality property:

eH�
(
λ
(x)
�,m, λ

(y)
�,n

)
e�
(
λ
(x)
�,m′ , λ

(y)
�,n′

)

=
1
M�

M (x)
� −1∑
p=0

M (y)
� −1∑
q=0

e
jπ
[
p
(
λ
(x)
�,m−λ

(x)
�,m′

)
+q
(
λ
(y)
�,n−λ

(y)
�,n′

)]

=
1
M�

M (x)
� −1∑
p=0

e
j 2πp

M(x)
�

(m−m′)

︸ ︷︷ ︸
=0, ∀m6=m′

M (y)
� −1∑
q=0

e
j 2πq
M(y)
�

(n−n′)

︸ ︷︷ ︸
=0, ∀n6=n′

= 0, ∀ (m, n) 6=
(
m′, n′

)
, � ∈ {D,U} . (24)

By means of the orthogonality, we haveMD (MU ) orthogonal
downlink (uplink) steering vectors. It is worthwhile to note
that orthogonal angle-pairs given in (23a) provides the min-
imum number of steering vectors to span the complete 3D
elevation and azimuth angular support.

The design criteria expressed in (22) can be satisfied via
selecting the orthogonal angle-pairs covering the angular sup-
port of intended channel and excluding the angular support
of SI channel. By using (19a), (20), (21) and (23a), the
corresponding orthogonal angle-pairs are obtained as:(

λ̂
(x)
�,m, λ̂

(y)
�,n

) ∣∣∣∣∣� ∈ {D,U} , γx ∈ λ(x)�,m, γy ∈ λ(y)�,n,(
γx , γy

)
∈ A�,

(
γx , γy

)
/∈ ASI,�,

(25)

where λ(x)�,m =
[
λ
(x)
�,m− 1/M (x)

� , λ
(x)
�,m+ 1/M (x)

�

]
and λ(y)�,n =[

λ
(y)
�,n − 1/M (y)

� , λ
(y)
�,n + 1/M (y)

�

]
are the boundaries of quan-

tized angles λ(x)�,m and λ(y)�,n, respectively. The above equation

indicates that we select
(
λ̂
(x)
�,m, λ̂

(y)
�,n

)
orthogonal quantized

angle-pairs, if any
(
γx , γy

)
angle-pairs in the boundaries of

λ̂
(x)
�,m and λ̂(y)�,n are located inside ofA� and outside ofASI,�.

As proven in [30, eq. (18)], when any
(
λ̂
(x)
D,m, λ̂

(y)
D,n

)
angle-

pair satisfying (25) is utilized for the downlink steering
vectors, each element of ASI,DeD

(
λ̂
(x)
D,m, λ̂

(y)
D,n

)
converges to

0 with the utilization of an excessively large transmit URA.
Similarly, each element of eTU

(
λ̂
(x)
U ,m, λ̂

(y)
U ,n

)
ASI,U converges

to 0 for a large receive URA. Hence, by means of extremely
narrow beams via large number of antennas, we have the
following limit condition for the far-field SI channel:

lim
MD→∞
MU→∞

eTU
(
λ̂
(x)
U ,m, λ̂

(y)
U ,n

)
ASI,UASI,DeD

(
λ̂
(x)
D,m, λ̂

(y)
D,n

)
= 0,

(26)

which implies that the SIC quality on the far-field SI channel
can be improved by jointly employing the corresponding
downlink/uplink steering vectors and accommodating large
transmit/receive URAs as in the mMIMO systems.

Considering that ND angle-pairs assures (25) in the down-
link transmission, the OBF scheme derives the closed-form
solution of the downlink RF beamformer as:

FOBF
D =

[
eD
(
λ̂
(x)
D,m1

, λ̂
(y)
D,n1

)
, · · · , eD

(
λ̂
(x)
D,mND

, λ̂
(y)
D,nND

)]
.

(27)

Similarly, assuming NU angle-pairs satisfies (25) in the
uplink transmission, the OBF scheme obtains the uplink RF
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beamformer as follows:

FOBF
U =

[
eU
(
λ̂
(x)
U ,m1

, λ̂
(y)
U ,n1

)
, · · · , eU

(
λ̂
(x)
U ,mNU

, λ̂
(y)
U ,nNU

)]T
.

(28)

According to (27) and (28), the downlink and uplink RF
beamformers require ND transmit and NU receive RF chains
in the proposed FD-HBF architecture, respectively. Further-
more, FD and FU require log2 (MD) and log2 (MU ) bit reso-
lution phase-shifters to realize the steering vectors with the
quantized angle-pairs defined in (23a). On the other hand,
the RF beamformers designed via the OBF scheme satisfy
the constant modulus constraint given in (17).

B. NON-ORTHOGONAL BEAMFORMER (NOBF)
The primary SIC objective in the OBF scheme is to mitigate
the far-field component via utilizing the appropriate quan-
tized angle-pairs defined in (25). By (18), (26), (27) and (28),
the residual effective SI channel after RF beamforming with
OBF scheme is approximated as follows:

lim
MD→∞
MU→∞

HOBF
SI ≈ FOBF

U HLoSFOBF
D , (29)

where HLoS as the near-field LoS component remains the
same for relatively long time interval due to the fixed transmit
and receive URA locations [55]. Different from HNLoS as
the fast time-varying far-field NLoS component, an accurate
estimate of HLoS can be obtained [55]–[57].

In the non-orthogonal RF beamformer (NOBF) scheme,
we propose to optimize the RF beamformers via new
non-orthogonal angles to jointly suppress the near-field and
far-field components. Given the set of orthogonal angle-pairs(
λ̂
(x)
�,mi , λ̂

(y)
�,ni

)
with i = 1, · · · ,N� and � = {D,U} in

the downlink and uplink RF beamformers given in (27) and
(28), respectively, we insert a perturbation to make them non-
orthogonal angle-pairs to further suppress the residual SI
experienced due to the near-field component given in (29).
Afterwards, the new non-orthogonal angle-pairs are given by:

λ̄
(x)
�,mi = λ̂

(x)
�,mi + β

(x)
�,mi , λ̄

(y)
�,ni = λ̂

(y)
�,ni + β

(y)
�,ni , (30)

where β(x)�,mi ∈
[
−0.5
M (x)
�

, +0.5
M (x)
�

]
and β(y)�,ni ∈

[
−0.5
M (y)
�

, +0.5
M (y)
�

]
are

the perturbation coefficients to be optimized in the NOBF
scheme. Here, the widths of perturbation range on x-axis and
y-axis are considered as 1

M (x)
�

and 1
M (y)
�

, respectively.4 It is

equivalent to the half of distance between the neighboring
orthogonal angles given in (23a). Moreover, the perturbation
is uniformly quantized within the above defined range by χ

levels (e.g., β(x)�,mi ∈
{
−0.5
M (x)
�

, 0, +0.5
M (x)
�

}
for χ = 3).

4It is important to highlight that when the BS is equipped with a trans-
mit/receive ULA (as a special case of URA structure), the orthogonal angle-
pairs

(
λ
(x)
�,m, λ

(y)
�,n

)
given in (23a) are reduced to a single-dimension. For

instance, if both ULAs are placed along x-axis (i.e., we have M (y)
D = 1 as

presented in Figure 2), the angle on y-axis is reduced to λ(y)� = 1. In that

scenario, no perturbation is applied along y-axis by choosing β(y)�,n = 0.

FIGURE 3. RF beamformer based SIC on near-field as
|fTU,m′ HLoSfD,m|2 with ∀m,m′ = 1,2,3,4, MD = MU = 4(ULA),

PIS,dB = 0 dB, ‖HLoS‖2
F = 1.

Proposition 1: For ND = NU = 1, the non-orthogonal
angle-pairs given in (30) are utilized to develop the downlink
RF beamformer fNOBFD = eD

(
λ̄
(x)
D,m1

, λ̄
(y)
D,n1

)
and uplink RF

beamformer fNOBFU = eU
(
λ̄
(x)
U ,m1

, λ̄
(y)
U ,n1

)
. Here, the optimal

set of perturbations for URA (ULA) is effectively calculated
via exhaustive search requiring only χ4 (χ2) comparisons.

Proof: Please see Appendix A.
Example 1: The downlink/uplink RF beamformer based

SIC on the near-field SI channel is demonstrated in Fig-
ure 3, where we assume unit-power near-field SI chan-
nel as ‖HLoS,i‖

2
F = 1. Here, we consider ULAs with only

MD = MU = 4× 1 = 4 antennas for visualization.

• Figure 3(a) illustrates all possible orthogonal and
non-orthogonal angles within complete angular range
of γx = sin (θ) cos (ψ) ∈ [−1, 1]. As expressed
in (23a), there are 4 quantized orthogonal angles for
each downlink and uplink RF beamformer as λ(x)�,m ∈
{−0.75,−0.25, 0.25, 0.75} with � ∈ {D,U}. More-
over, around each orthogonal angle, we select χ =
5 quantization levels to specify possible non-orthogonal
angles defined in (30). For each perturbation boundary,
a non-orthogonal angle is chosen to minimize near-field
SI power as shown in (46).

• Figure 3(b) and Figure 3(c) demonstrate all 4 × 4 =
16 near-field SI powers after applying OBF and NOBF,
respectively (i.e., |fTU ,m′HLoSfD,m|2 with ∀m,m′ =
1, 2, 3, 4). Given that 10 log10

(
‖HLoS‖

2
F
)
= 0 dB,

we first observe that the OBF scheme achieves between
7.26 dB and 21.88 dB SIC. For instance, the maxi-
mum SIC can be achieved between 3rd downlink and
2nd uplink beam index with the orthogonal angles of
λD,3 = 0.25 and λU ,2 = −0.25, respectively. On the
other hand, Figure 3(c) reveals that the NOBF scheme
enjoys the non-orthogonal angles to further enhance the
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SIC quality. Specifically, NOBF accomplishes between
18.04 dB and 28.67 dB SIC. For the maximum SIC
observed between 3rd downlink and 2nd uplink beam
index, the non-orthogonal angles are found as λ̄D,3 =
0.125 and λ̄U ,2 = −0.125 by applying (30) and (46).
Additionally, when each downlink/uplink beam index
pair is compared, with respect to the OBF scheme,
NOBF enhances the amount of SIC within the range of
5.59 dB and 9.51 dB. By increasing further the number
of quantization levels inside the perturbation boundary,
we can even further improve the SIC quality.

Proposition 2: For an arbitrary ND and NU , the NOBF
scheme applies the perturbation to all ND and NU orthogonal
downlink and uplink as expressed in (30). Afterwards, the
non-orthogonal downlink RF beamformer is constructed as:

FNOBF
D =

[
fD,1, · · · , fD,ND

]
, fD,i = eD

(
λ̄
(x)
D,mi , λ̄

(y)
D,ni

)
. (31)

Similarly, we build the non-orthogonal uplink RF beam-
former as follows:

FNOBF
U =

[
fU ,1, · · · , fU ,NU

]T
, fU ,j = eU

(
λ̄
(x)
U ,mj , λ̄

(y)
U ,nj

)
.

(32)

For developing downlink/uplink RF beamformers, the opti-
mal set of perturbations for URA (ULA) is found via exhaus-
tive search requiring χ2(ND+NU ) (χ (ND+NU )) comparisons.

Proof: Please see Appendix B.
Example 2: For ND = NU = 8 transmit/receive RF

chains and χ = 5 quantization points for the perturbation,
the exhaustive search requires 2.3× 1022 comparisons.
For finding 2 (ND + NU ) perturbation coefficients with

reasonable complexity, we propose two approaches.

1) SUB-OPTIMAL
For reducing the computational complexity, the optimization
problem given in (47) is converted into two low-complexity
sub-optimal problems for each downlink and uplink RF
beamformer vectors as follows:

argmin
β
(x)
D,mi

,β
(y)
D,ni

∥∥HLoSfD,i
∥∥2
F , ∀i = 1, 2, · · · ,ND, (33a)

argmin
β
(x)
U ,mj

,β
(y)
U ,nj

∥∥∥fTU ,jHLoS

∥∥∥2
F
, ∀j = 1, 2, · · · ,NU , (33b)

where the main objective is to find the best perturbation
coefficients for each non-orthogonal RF beamformer vector.
Hence, it individually optimizes each downlink and uplinkRF
beamformer to mitigate the SI power, whereas (47) jointly
optimize them. Here, only χ2 comparisons are needed for
each RF beamformer vector because there are two pertur-
bation coefficients for each one. In total, considering all ND
downlink and NU uplink RF beamformer vectors, the total
number of comparisons in the sub-optimal solution equals to
χ2 (ND + NU ), while it is χ2(ND+NU ) for (47). When we use
the same numerical example with ND = NU = 8 and χ = 5,

the sup-optimal approach reduces the number of comparisons
in the exhaustive search from 2.3× 1022 to only 400.
After finding the solutions of (33a), the corresponding

perturbations coefficients are substituted in (30), (31) and
(32) to develop the downlink/uplink RF beamformers in the
NOBF scheme. Even though the solutions of (33a) are effec-
tively calculated to further suppress the SI power, they are
not necessary to be the optimal set of perturbation coeffi-
cients. In Section VI-A, the effectiveness of the proposed
sub-optimal approach is numerically presented.

2) PARTICLE SWARM OPTIMIZATION (PSO)
Instead of applying exhaustive search to optimize the objec-
tive function in (47), we propose to apply PSO algorithm.5

Here, we employ Np search agents (i.e., particles) to explore
the optimization search space of perturbation coefficients
with 2 (ND + NU ) dimensions. During T iterations, the par-
ticles communicate with each other and move for the explo-
ration of the search space with the aim of reaching the optimal
solution. Particularly, we define a perturbation vector for the
pth particle at the t th iteration as follows:

βββ(t)p =
[
β
(xt,p)
D,m1

, β
(yt,p)
D,n1

, · · · , β
(xt,p)
D,mND

, β
(yt,p)
D,nND

,

β
(xt,p)
U ,m1

, β
(yt,p)
U ,n1

, · · · , β
(xt,p)
U ,mNU

, β
(yt,p)
U ,nNU

]T
∈ R2(ND+NU ),

(34)

where p = 1, · · · ,Np and t = 0, 1, · · · ,T . For a given
particle, by substituting (34) into (30), (31) and (32), the
non-orthogonal downlink and uplink RF beamformers can be
obtained as functions of perturbation vector, i.e., FNOBF

D

(
βββ
(t)
p
)

and FNOBF
U

(
βββ
(t)
p
)
, respectively. By using (29), the effective

near-field SI channel is rewritten as:

HLoS
(
βββ(t)p

)
= FNOBF

U
(
βββ(t)p

)
HLoSFNOBF

D
(
βββ(t)p

)
∈ CNU×ND .

(35)

At the t th iteration, the personal best for the pth particle and
the current global best among all particles are respectively
found as follows:

βββ
(t)
best,p = argmin

βββ
(t′)
p ,∀t ′=0,1,··· ,t

∥∥∥HLoS
(
βββ(t
′)

p
)∥∥∥2

F
, (36a)

βββ
(t)
best = argmin

βββ
(t)
best,p,∀p=1,··· ,Np

∥∥∥HLoS
(
βββ
(t)
best,p

)∥∥∥2
F
. (36b)

As the key element of PSO algorithm, it is necessary to
define a velocity vector based on the personal and global best
solutions to increase the chance of its convergence. Thus, the

5As a nature-inspired AI algorithm, PSO employs multiple search agents
(i.e., particles) to explore and exploit the optimization search space through
iterations [58]–[60]. It depicts the swarming behavior of animals for solving
optimization problems. It recently has drawn great attention of researchers
by means of its success on convergence for the global optimal solutions in
the non-convex problems. Also, PSO is applied for various topics in wireless
communications including mMIMO systems [25], [26], [31], [32].
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Algorithm 1 Proposed PSOBased PerturbationOptimization

Input: T ,Np, λ̂
(x)
D,mi , λ̂

(y)
D,ni , λ̂

(x)
U ,mj , λ̂

(y)
U ,nj ,HLoS

1: for t = 0 : T do
2: for p = 1 : Np do
3: if t = 0 then
4: Initialize the velocity v(0)p = 0.
5: Initialize βββ(0)p uniformly distributed in

[
βββLow,βββUpp

]
.

6: else then
7: Update the velocity v(t)p via (37).
8: Update the perturbation βββ(t)p via (38).
9: end if

10: Find the current personal best as βββ(t)best,p via (36a).
11: end for
12: Find the current global best as βββ(t)best via (36b).
13: end for
Output: βββ(T )best

velocity vector for the pth particle at the (t + 1)th iteration is
calculated as follows [58]:

v(t+1)p =R1

(
βββ
(t)
best − βββ

(t)
p

)
+ R2

(
βββ
(t)
best,p − βββ

(t)
p

)
+R(t)

3 v(t)p ,

(37)

where v(t)p ∈ R(2ND+2NU ) is the velocity of the pth particle at
the t th iteration,R1,R2 ∈ R(2ND+2NU )×(2ND+2NU ) are the ran-
dom diagonal matrices with the uniformly distributed entries
over [0, 2], R(t)

3 =
(T−t

T

)
I(2ND+2NU ) is the diagonal inertia

weight matrix. Here, R1 reflects the social relations among
the particles, whereas R2 indicates the tendency of a given
particle for moving towards its personal best [58]. On the
other hand, R3 represents how a particle keeps its current
velocity through iterations to balance between exploration
and exploitation [59]. By using (37), during the iterations, the
position of each particle is updated as follows:

βββ(t+1)p = clip
(
βββ(t)p + v(t+1)p ,βββLow,βββUpp

)
, (38)

where βββLow ∈ R(2ND+2NU ) and βββUpp ∈ R(2ND+2NU )
are the lower-bound and upper-bound vectors for the
perturbation coefficients, respectively, clip (x, a, b) =

min (max (x, a) , b) denotes the clipping function to avoid
exceeding the bounds. It is important to remark thatβββLow and
βββUpp are constructed according to the earlier defined bound-
aries of each perturbation coefficient given in (30).6 Further-
more, different from the sub-optimal approach, we here con-
sider each perturbation coefficient as a continuous variable
inside its boundary.

The proposed PSO based perturbation coefficient opti-
mization is summarized in Algorithm 1. For the initializa-
tion (i.e., t = 0), the entries of perturbation vectors βββ(0)p
are assumed to be uniformly distributed over

[
βββLow,βββUpp

]
.

6For instance, when we utilize square transmit and receive URAs with
MD = MU = 4 × 4 = 16 antennas, each element of βββLow and βββUpp are
equal to −0.54 = −0.125 and 0.5

4 = 0.125, respectively.

Moreover, the initial velocity of each particle is chosen
as v(0)p = 0. During the iterations, we first update the
velocity of a given particle via (37), then, its position is
updated via (38). At the end of each iteration, we find
the personal best βββ(t)best,p and current global best βββ(t)best via
(36b). After T iterations, by substituting the perturbation
vector βββ(T )best into (30), (31) and (32), the NOBF scheme
with PSO develops the RF beamformers as FNOBF

D

(
βββ
(T )
best

)
and

FNOBF
U

(
βββ
(T )
best

)
.

Finally, the summary of RF beamformer design includ-
ing both OBF and NOBF schemes is presented in
Algorithm 2.

V. BB PRECODER/COMBINER
After designing the RF beamformer, the BB precoder and
combiner design only employ the reduced-size effective
downlink channel matrix HD = HDFD ∈ CKD×ND and
uplink channel matrix HU = FUHU ∈ CNU×KU , respec-
tively. Therefore, it remarkably reduces the channel estima-
tion overhead size in the MU-mMIMO systems with large
antenna arrays. Considering that the number of RF chains
in the proposed FD-HBF technique is significantly smaller
than the number of antennas (i.e.,ND � MD andNU � MU ),
the utilization of effective downlink/uplink channel matrices
reduces the total CSI overhead size fromMD×KD+MU×KU
to ND × KD + NU × KU . It is important to highlight that,
different from [35]–[44], the instantaneous SI channel matrix
HSI is not required in the proposed BB precoder/combiner
design.

We here develop two BB precoder/combiner schemes
via applying regularized zero-forcing (RZF) and minimum
mean square error (MMSE). As outlined in Section III,
the primary objective of both schemes is maximizing the
intended downlink/uplink signal power while suppress-
ing the IUI power. Additionally, another objective in the
proposed MMSE scheme is further suppressing residual
SI power observed by only exploiting the slow time-
varying AoD/AoA information of SI channel as in the RF
beamformer.

A. REGULARIZED ZERO FORCING (RZF)
According to the well-known RZF technique [19], we first
define the BB precoder as follows:

BRZF
D = εDX−1D HH

D ∈ CND×KD , (39)

where εD =

√
PD/tr(HDX−1D FHDFDX

−1
D HH

D ) is the
normalization scalar for assuring the maximum down-
link transmit power constraint of PD as indicated in
(17). According to the RZF technique, we here define
XD =HH

DHD +
σ 2w

PD/KD
IND ∈ CND×ND , which aims to elim-

inate IUI by taking noise power σ 2
w into account for the regu-

larization. It is important to note that the design of XD varies
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Algorithm 2 RF Beamformer Design
Input: M�, θ�, ψ�, θSI,�, ψSI,� with � ∈ {D,U}
1: Construct the angular supports ASI,D, ASI,U , AD and AU via (19a), (19b), (20) and (21), respectively.
2: Define orthogonal angle-pairs

(
λ
(x)
�,mi , λ

(y)
�,ni

)
via (23a).

3: Find orthogonal downlink angle-pairs
(
λ̂
(x)
D,mi , λ̂

(y)
D,ni

)
with i = 1, · · · ,ND, which cover AD and exclude ASI,D via (25).

4: Find orthogonal uplink angle-pairs
(
λ̂
(x)
U ,mj , λ̂

(y)
U ,nj

)
with j = 1, · · · ,NU , which cover AU and exclude ASI,U via (25).

5: if OBF Scheme then
6: Build FD using

(
λ̂
(x)
D,mi , λ̂

(y)
D,ni

)
via (27).

7: Build FU using
(
λ̂
(x)
U ,mj , λ̂

(y)
U ,nj

)
via (28).

8: else if NOBF Scheme then
9: if Sub-Optimal then

10: Find sup-optimal perturbation coefficients β(x)D,mi , β
(y)
D,ni , β

(x)
U ,mj , β

(y)
U ,nj via (33a).

11: else if PSO then
12: Apply Algorithm 1 to find perturbation coefficients β(x)D,mi , β

(y)
D,ni , β

(x)
U ,mj , β

(y)
U ,nj .

13: end if
14: Calculate non-orthogonal angle-pairs

(
λ̄
(x)
D,mi , λ̄

(y)
D,ni

)
and

(
λ̄
(x)
U ,mj , λ̄

(y)
U ,nj

)
via (30).

15: Build FD using
(
λ̄
(x)
D,mi , λ̄

(y)
D,ni

)
via (31).

16: Build FU using
(
λ̄
(x)
U ,mj , λ̄

(y)
U ,nj

)
via (32).

17: end if
Output: FD, FU

with the precoding scheme7. Similarly, the BB combiner is
also designed as:

BRZF
U =HH

UX
−1
U ∈ CKU×NU , (40)

where XU =HUHH
U +

σ 2w
PU

INU ∈ CNU×NU according to the
RZF technique.8

In the case of HD communications, the downlink and
uplink transmissions are operated separately, where the
received downlink signal given in (2) does not include IUI
by uplink UEs and the received uplink signal given in (5)
does not experience the strong SI. Then, RZF is developed
by minimizing the mean square error (MSE) between the
transmitted and received data signals. Hence, in the HD com-
munications, the RZF technique is equivalent to the MMSE
solution [19]. In the FD communications, however, the RZF
based BB precoder/combiner solutions given in (39) and (40)
do not aim mitigating the residual SI signal, hence, they do
not indicate the MMSE solutions.

7When no regularization is applied, the zero-forcing (ZF) develops the
BB precoder as BZF

D = εD(H
H
DHD)−1HH

D by choosing XD = HH
DHD.

In the case of noise-free HD transmission, ZF is the optimal precoding
scheme, however, it could also magnify the noise effect in the case of noisy
transmission [19]. On the other hand, the matched filter (MF) constructs
the BB precoder as BMF

D = εDHH
D by simply selecting XD = IND .

As shown in [19],MF achieves higher capacity than ZF in the noise-dominant
transmission (i.e., PD/σ 2w → 0), while, ZF provides higher capacity as
the transmit power increases (i.e., PD/σ 2w → ∞). By using (39), one can
show that the RZF technique achieves the trade-off betweenMF and ZF (i.e.,
limPD/σ

2
w→0 B

RZF
D = BMF

D and limPD/σ
2
w→∞

BRZF
D = BZF

D ) [19].
8For the ZF andMF techniques, the BB combiner can be designed via (40)

by choosing XU =HUHH
U and XU = INU , respectively.

B. MINIMUM MEAN SQUARE ERROR (MMSE)
According to the received downlink signal vector given in (1)
and the power constraint given in (17), the downlink MSE as
a function of BB precoder BD is obtained as:

MSED (BD, εD) = E
{∥∥∥dD − 1

εD
rD
∥∥∥2}, (41)

where εD is the normalization scalar for the transmit power
constraint [61]. Then, the optimization problem for minimiz-
ing the downlink MSE under the power constraint is given
by:

argmin
BD,εD

MSED (BD, εD) , E
{∥∥FDBDdD∥∥2} = PD. (42)

Proposition 3: According to (42), the MMSE solution for
the BB precoder matrix is derived as follows:

BMMSE
D = εDX−1D HH

D ∈ CND×KD , (43)

where εD =
√
PD/tr(HDX−1D FHDFDX

−1
D HH

D ) with XD =

HH
DHD +

PU
∑KD

k=1
∑KU

q=1 τ
−2η
IUI,k,q+KDσ

2
w

PD
FHDFD ∈ CND×ND .

Proof: Please see Appendix C.
Similarly, by utilizing the combined uplink signal r̃U given

in (4), the optimization problem for minimizing the uplink
MSE is defined as a function of BB combiner BU :

argmin
BU

MSEU (BU ) = argmin
BU

E
{∥∥dU − r̃U

∥∥2} . (44)

Proposition 4: According to (44), the MMSE solution for
the BB combiner matrix is derived as follows:

BMMSE
U =HH

UX
−1
U ∈ CKU×NU , (45)
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Algorithm 3 BB Precoder/Combiner Design

Input: HD, HU , FD, FU , PD, PU , KD, σ 2
w, ÂSI,U , ÂSI,D.

1: ifMMSE Scheme then
2: ϒSI =

1
τ̄
η
SI
√
QSI

FU ÂSI,U ÂSI,DFDBD.

3: XD =HH
DHD +

PU
∑KD

k=1
∑KU

q=1 τ
−2η
IUI,k,q+KDσ

2
w

PD
FHDFD.

4: XU =HUHH
U +

1
PU
ϒSIϒ

H
SI +

σ 2w
PU

FUFHU .
5: else if RZF Scheme then
6: XD =HH

DHD +
σ 2w

PD/KD
IND .

7: XU =HUHH
U +

σ 2w
PU

INU .
8: else if ZF Scheme then
9: XD =HH

DHD, XU =HUHH
U .

10: else ifMF Scheme then
11: XD = IND , XU = INU .
12: end if
13: εD =

√
PD/tr(HDX−1D FHDFDX

−1
D HH

D ).

14: BD = εDX−1D HH
D .

15: BU =HH
UX
−1
U .

Output: BD, BU .

where XU = HUHH
U +

1
PU
ϒSIϒ

H
SI +

σ 2w
PU

FUFHU ∈ CNU×NU

and ϒSI =
1

τ̄
η
SI
√
QSI

FU ÂSI,U ÂSI,DFDBD ∈ CNU×KD .
Proof: Please see Appendix D.

Algorithm 3 summarizes all BB precoder/combiner
schemes for the proposed FD-HBF technique, including
MMSE, RZF, ZF and MF schemes.

As a summary of the proposed FD-HBF technique, all five
objectives listed in Section III have been jointly addressed
during the RF beamformer and BB precoder/combiner
design. Particularly, the RF beamformer maximizes the
downlink/uplink beamforming gain while suppressing the
strong SI signal to enhance the quality of SIC. Furthermore,
the RF beamformer design is only based on slow time-varying
AoD/AoA information to reduce the channel estimation over-
head size. The RF-stage and BB-stage are interconnected
with a significantly reduced number of RF chains. Then,
by using the reduced-size effective channelsHD andHU , the
BB precoder/combiner also maximizes the intended signal
power while suppressing the IUI power. Furthermore, the
MMSE scheme in the BB-stage design further suppresses the
residual SI power experienced after the RF-stage.

VI. ILLUSTRATIVE RESULTS
This section demonstrates Monte Carlo simulation results
to evaluate the performance of the proposed FD-HBF tech-
nique for simultaneous downlink/uplink transmission in the
MU-mMIMO systems. Particularly, we first investigate the
amount of achieved SIC via the joint RF beamformer and
BB precoder/combiner design in the FD-HBF technique.
Furthermore, according to (17), we present the total sum-
rate RTotal = RD + RU with downlink sum-rate RD and
uplink sum-rate RU . Based on 3D urban microcell (UMi)
scenario described in the latest 3GPP Release 16 [4], [62],

TABLE 2. Simulation parameters.

[63], Table 2 summarizes the numerical values used in the
simulation setup, unless otherwise stated. Also, we consider
the transmit and receive URAs are placed on the same surface
with Cx = 2, Cy = 0, Cz = 0 and 2 = 0◦ (please see
Figure 2).

It is important to remark that the proposed FD-HBF tech-
nique employs only ND = NU = 8 transmit/receive RF
chains to support MD = MU = 256 transmit/receive anten-
nas. Therefore, the proposed two-stage hybrid architecture
provides 96.88% reduction in the hardware cost/complexity
and the channel estimation overhead size in comparison to the
single-stage fully-digital beamforming.

A. SELF-INTERFERENCE CANCELLATION
Figure 4 plots the achieved SIC versus various trans-
mit/receive URA sizes based on the proposed RF beamform-
ing schemes in Section IV. Here, Figure 4(a) and Figure 4(b)
respectively investigate the achieved SIC on near-field SI
channel HLoS defined in (14) and far-field SI channel HNLoS
defined in (16). We first observe that all OBF and NOBF
schemes significantly mitigates the SI signal power after RF
beamforming relative to the no RF beamforming scenario.9

Especially for the larger URAs in mMIMO systems, the
amount of SIC increases on both SI channel components by

9As a reference, no RF beamforming scenario is set to 0 dB (i.e.,
10 log10(‖HLoS‖

2
F / ‖HLoS‖

2
F ) = 10 log10(‖HNLoS‖

2
F / ‖HNLoS‖

2
F ) =

0 dB).
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FIGURE 4. SIC achieved by RF beamformer versus transmit/receive URA
size.

means of enhanced beamforming gain in the intended direc-
tion and limited side-lobes towards the SI paths. Particularly,
the NOBF scheme with PSO performs the highest SIC on the
near-field SI channel as seen in Figure 4(a). For instance,
when the transmit/receive URAs have 16 (400) antennas,
NOBF with PSO achieves 28.3 dB (56.8 dB) SIC, whereas
OBF only provides 15.2 dB (43.2 dB) SIC. Because NOBF
with PSO applies the swarm intelligence for finding the opti-
mal perturbations to the orthogonal beams for further enhanc-
ing the near-field SIC as explained in Section IV-B. On the
other hand, the NOBF schemewith sub-optimal perturbations
is located between OBF and NOBF with PSO, while it con-
verges to OBF for the large URAs due to its sub-optimality.
Furthermore, the gap between the NOBF schemes improves
as the URA size increases. To illustrate, when the URA size
is MD = MU = 16, 64, 256, 400, NOBF with PSO achieves
2.7 dB, 4.4 dB, 11.2 dB, 13.6 dB higher in near-field SIC as
compared to NOBF with sub-optimal, respectively. However,
by breaking the orthogonality property, the NOBF schemes
might experience a slight degradation for the achieved SIC on
the far-field SI channel as shown in Figure 4(b). For example,
with MD = MU = 256 antennas, OBF and NOBF with PSO
obtain the SIC of 92.8 dB and 90.5 dB, respectively. In other
words, NOBF encounters 2.3 dB degradation in the far-field
SIC. Hence, it brings an interesting trade-off between OBF
and NOBF for improving either near-field or far-field SIC.

Figure 5 demonstrates the achieved SIC versus the
antenna isolation PIS,dB ∈ [0 dB, 100 dB]. Henceforth,
we consider BS with MD = MU = 16× 16 = 256 trans-
mit/receive antennas. As mentioned earlier, the near-field
SI channel power without RF beamforming is equal to
10 log10(‖HLoS‖

2
F ) = −PIS,dB. Thus, the near-field SI chan-

nel power is inversely proportional to the quality of antenna
isolation based SIC as demonstrated by the dashed curves.
On the other hand, as expected, the far-field SI channel
power is independent of the antenna isolation. Therefore,
the dotted curves remain constant across all PIS,dB values.
Afterwards, the solid curves present the complete SI channel
power including both near-field and far-field components as

FIGURE 5. SIC achieved by RF beamforming versus antenna isolation.

expressed in (13). The first critical observation is the domi-
nance of near-field component under the limited antenna iso-
lation based SIC. On the other hand, the far-field component
becomes dominant as PIS,dB increases. Here, we analyzes two
following scenarios:

• NoRFBeamforming: Initially, the complete SI channel
power without antenna isolation (i.e., PIS,dB = 0 dB)
is observed as 10 log10(‖HSI‖

2
F ) = 0 dB. Although

the antenna isolation affects the SIC quality, the NLoS
power as 10 log10(‖HNLoS‖

2
F ) = −16.8 dB dominates

complete SI channel power for PIS,dB ≥ 30 dB. Hence,
even though we dramatically increase the quality of
antenna isolation up to PIS,dB = 100 dB without any
RF beamforming based SIC, the achieved SIC on the
complete SI channel is only limited by 16.8 dB. It high-
lights the necessity of RF beamforming based SIC for
both suppressing the dominant far-field component and
mitigating the residual near-field component.

• Proposed RF Beamforming (NOBF & OBF): When
no antenna isolation is applied (i.e., PIS,dB = 0 dB),
the proposed RF beamforming technique suppresses the
strong LoS power by 53.8 dB via NOBF with PSO and
41.2 dB via OBF. Furthermore, it mitigates the NLoS
power by 90.5 dB via NOBF with PSO and 92.8 dB via
OBF. Unlike no RF beamforming scenario, the complete
SI channel power can be dramatically reduced up to
10 log10(‖FUHSIFD‖2F ) = −109.6 dB via the RF beam-
forming based SIC with the antenna isolation quality of
PIS,dB ≥ 80 dB. The numerical results reveal that NOBF
with PSO accomplishes higher SIC PIS,dB ≤ 70 dB. For
instance, when we have PIS,dB ≤ 40, NOBF with PSO
performs 12.6 dB higher SIC than OBF. On the other
hand, as PIS,dB increases, the OBF scheme obtains the
SIC due to the dominant far-field component (e.g., the
achieved SIC is saturated at 109.6 dB for OBF and
107.3 dB for NOBF with PSO).

Figure 6 illustrates various power levels versus the antenna
isolation, where the downlink and uplink transmit powers are
respectively chosen as PD = 30 dBm and PU = 23 dBm to
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FIGURE 6. SIC achieved by the proposed FD-HBF versus antenna
isolation.

simultaneously serve KD = KU = 4 downlink/uplink UEs
via the proposed FD-HBF technique.

Specifically, according to the downlink received signal
given in (2), the intended signal power and IUI power created
by uplink UE are plotted for the downlink transmission.
Similarly, by using the uplink received signal given in (5),
the intended signal power and the SI power are plotted for
the uplink transmission. For the noise power spectral den-
sity (PSD) and channel bandwidth given in Table 2, the noise
floor is at −101 dBm. In the proposed FD-HBF technique,
we develop two schemes at the RF beamformer (i.e., OBF
and NOBF10) and two schemes at the BB precoder/combiner
(i.e., RZF and MMSE). Thus, the proposed FD-HBF tech-
nique may jointly design RF-stage and BB-stage via four
possible schemes: (i) NOBF+MMSE, (ii) NOBF+RZF, (iii)
OBF+MMSE, (iv) OBF+RZF. Given the downlink transmit
power at BS as PT = 30 dBm, the numerical results show the
proposed FD-HBFwithNOBF+MMSE reduces the SI power
to −48.1 dBm without any antenna isolation (i.e., PIS,dB =
0 dB). Thus, NOBF+MMSE accomplishes 78.1 dB SIC on
its own. Furthermore, when the antenna isolation is larger
than 55 dB, NOBF+MMSE reduces the SI power below the
noise floor. On the other hand, OBF+MMSE requires at least
65 dB antenna isolation for keeping the SI power below the
noise floor.Whenwe only analyze the BB precoder/combiner
design, it is seen that both MMSE schemes achieve approx-
imately 1.3 dB higher SIC compared to their RZF counter-
parts. Although the downlink/uplink intended signal powers
are comparable for all schemes, the OBF schemes can offer
approximately an improvement of 0.5dB as compared to the
NOBF schemes. We also observe that the IUI from the uplink
UEs to the downlink UEs is 10.8 dB below the noise floor.

As shown in [13]–[15], the practical antenna isolation
techniques can achieve up to 60 − 70 dB cancellation.
Hence, it implies that the proposed FD-HBF technique with
NOBF+MMSE can reduce the SI power below the noise
floor under practical antenna isolation assumptions. More-

10In the rest of the paper, We only consider NOBF with PSO approach.

over, given the BS downlink transmit power of PD =

30 dBm and SI power below the noise floor at −101 dBm,
NOBF+MMSE can achieve more than 130 dB SIC.

B. SUM-RATE PERFORMANCE
During the sum-rate analysis of MU-mMIMO systems,
we compare the performance results of the proposed FD-HBF
technique with its HD counterpart. As a benchmark scheme,
we consider the angular-based HP technique11 in [30], which
only considers the downlink transmission via applying OBF
at the RF-stage and MMSE at the BB-stage. Although [30]
does not address the uplink transmission, it nevertheless
serves as a benchmark. By developing the angular-based HC
technique for the uplink transmission, we generalize [30] as
an angular-based HBF technique for HD downlink/uplink
transmission. Hence, it is called HD-HBF technique. It is
important to remark that the HD downlink and uplink trans-
missions are carried out over either different time-slots or
different frequency bands. Therefore, the downlink, uplink
and total sum-rate in the HD transmission are normalized as
RD,HD = 1

2RD, RU ,HD =
1
2RU , and RTotal,HD = RD,HD +

RU ,HD, respectively.
Figure 7 compares the sum-rate performance of the pro-

posed FD-HBF and HD-HBF [30], where the BS serves
KD = KU = 4 downlink/uplink UEs. Particularly, the black
solid curves plots the total sum-rate RTotal = RD + RU ,
while the red dashed (blue dotted) curves present the down-
link (uplink) sum-rate RD (RU ). When the BS operates in
FD mode, it can simultaneously serve K = KD + KU = 8
UEs over the same frequency band. On the other hand, when
the BS operates in HD mode, two orthogonal time/frequency
resources are necessary to individually serve KD = 4 down-
link and KU = 4 uplink UEs. In Figure 7(a), we observe
that the proposed FD-HBF with NOBF+MMSE scheme
achieves the highest total sum-rate up to PIS,dB = 70 dB
antenna isolation among the FD transmission schemes. For
instance, regarding the FD transmission, NOBF+MMSE,
NOBF+RZF, OBF+MMSE and OBF+RZF respectively
performs the total sum-rate capacity of 47.8 bps/Hz,
45.8 bps/Hz, 38.8 bps/Hz and 37.7 bps/Hz at PIS,dB = 55 dB.
Moreover, the proposed FD-HBF with NOBF+MMSE starts
outperforming HD-HBF after PIS,dB = 25 dB, where both
approximately provide 28.2 bps/Hz sum-rate capacity. In Fig-
ure 7(b), we evaluate the FD-to-HD sum-rate ratio by cal-
culating total/downlink/uplink sum-rate ratio of FD and HD
transmission modes (i.e., 0 ≤ R�,FD

R�,HD
≤ 2 with � ∈

{Total,D,U}). It is seen that NOBF+MMSE achieves 1.91
FD-to-HD sum-rate ratio around PIS,dB = 70 dB. More-
over, as the antenna isolation improves, the FD-HBF with
OBF+MMSE provides 1.95 times higher sum-rate capacity
in comparison to HD-HBF. Additionally, the antenna iso-
lation quality only affects the SI power experienced in the

11The main reasons for choosing [30] as a benchmark have twofold: (i) it
also uses the slow time-varying AoD in the RF beamformer for reducing the
CSI overhead size, (ii) it closely approaches the sum-rate performance of
fully-digital precoding and outperforms other HP techniques in [27]–[29].
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FIGURE 7. Sum-rate versus antenna isolation for the proposed FD-HBF
compared to HD-HBF (KD = KU = 4 UEs).

uplink received signal, therefore, the downlink sum-rate is
independent from the antenna isolation. The numerical results
also bring an interesting analogy among OBF and NOBF
schemes for downlink and uplink transmission. To illus-
trate, by further suppressing the SI power, NOBF schemes
greatly enhance the uplink capacity compared OBF schemes,
whereas OBF achieves slightly better downlink capacity by
means of the orthogonality property. Overall, NOBF schemes
are more favorable by providing higher total sum-rate capac-
ity under the practical antenna isolation levels up to 60 −
70 dB [13]–[15].

In Figure 8, we present the sum-rate performance versus
the number of downlink/uplink UEs, where the antenna iso-
lation is considered as PIS,dB = 60 dB [13]–[15]. Here,
we monitor that the proposed FD-HBF with all possible
schemes remarkably outperforms HD-HBF. However, as the
number of UEs increases, there is a slight degradation in
the FD-to-HD sum-rate ratio shown in Figure 8(b). For
instance, when there is KD = 1 downlink UE and KU =
1 uplink UE, the proposed FD-HBF with NOBF+MMSE
approximately doubles the capacity in comparison to its HD
counterpart. Under the same scheme, the FD-to-HD sum-rate
ratio is seen as 1.75 for KD = KU = 6 downlink/uplink
UEs. In other words, the proposed FD-HBF technique can

FIGURE 8. Sum-rate versus number of downlink/uplink UEs for the
proposed FD-HBF compared to HD-HBF (PIS,dB = 60 dB).

increase the capacity by more than 75% with respect to
the conventional HD transmission. Moreover, both NOBF
schemes have higher capacity compared to their OBF coun-
terparts in the uplink transmission by means of enhanced
SIC quality (please see Figure 5). However, the FD-to-HD
sum-rate ratio decays with the larger number of UEs due to
the increased interference power. On the other hand, in the
downlink transmission, both OBF schemes achieve approx-
imately the same sum-rate performance and they become
slightly superior to the NOBF schemes with the increasing
number of UEs.

Finally, Figure 9 illustrates the FD-to-HD sum-rate ratio
versus BS transmit power PD and UE transmit power PU ,
where there are KD = KU = 4 UEs. Also, the antenna
isolation is set to PIS,dB = 60 dB [13]–[15]. Given the
maximumBS transmit power as 35 dBmatmmWave frequen-
cies [62], the BS transmit power range is considered as PD ∈
[0, 35] dBm. Although BS and UE have different hardware
constraints, for the sake of simplicity, we also apply the same
range for the UE transmit power (i.e., PU ∈ [0, 35] dBm).
Here, we only consider the proposed FD-HBF technique
with NOBF+MMSE scheme. When the total sum-rate ratio
presented in Figure 9(a) is analyzed, we observe that the
proposed FD transmission technique can closely double the
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FIGURE 9. FD-to-HD sum-rate ratio of the proposed FD-HBF with NOBF+MMSE versus BS/UE transmit power (KD = KU = 4 UEs, PIS,dB = 60 dB).

capacity with respect to the conventional HD transmission
scheme. Even though the FD-to-HD total sum-rate ratio
decays for higher BS/UE transmit power, it is seen that the
proposed FD transmission technique enhances the capacity
at least by 62%. On the other hand, the downlink sum-rate
ratio improves, when PD increases as shown in Figure 9(b).
Nonetheless, it only drops below the unity for PU = 35 dBm
and PD = 0 dBm (i.e., RD,FD

RD,HD
= 0.90 and HD-HBF pro-

vides higher capacity than FD-HBF), where the large uplink
power boosts the IUI power in comparison to the low down-
link intended signal power (please see (2)). Similarly, the
uplink sum-rate ratio results in Figure 9(c) demonstrate that
the increased SI power due to the high BS transmit power
might negatively affect the uplink transmission. To illustrate,
at PU = 25 dBm, the FD-to-HD uplink sum-rate ratios are
exactly 2.00 and 1.44 for PD = 0 dBm and PD = 35 dBm,
respectively. On the other hand, we observe that a power con-
trol mechanismmight be necessary to enhance both downlink
and uplink sum-rate ratios.

VII. CONCLUSION
In this work, a novel full-duplex hybrid beamforming (FD-
HBF) technique has been proposed for the MU-mMIMO
systems. In the HBF architecture, the RF beamformer has
been developed via the slow time-varying AoD/AoA infor-
mation of both intended and SI channels. During the RF
beamformer design, the OBF scheme with orthogonal beams
have been first developed for maximizing the beamforming
gain towards the intended direction and canceling the far-field
component of SI channel. Additionally, we have introduced
the NOBF scheme by applying perturbations to the orthog-
onal beams for also suppressing the near-field component
of SI channel. By showing the impractical computational
complexity of exhaustive search on finding the optimal set of
perturbations, we have proposed to employ the swarm intel-
ligence aiming to find the optimal perturbations. Afterwards,
the BB-stage has been designed via only the reduced-size

effective intended channel matrices, where the BB pre-
coder/combiner solutions have been derived via RZF and
MMSE techniques. Finally, the proposed FD-HBF technique
has addressed the five following objectives: (i) maximizing
the intended downlink/uplink signal power, (ii) improving
the SIC quality by successfully suppressing the strong SI
power, (iii) mitigating the IUI power experienced in the
downlink/uplink, (iv) reducing the number of RF chains for
the mMIMO systems with large antenna arrays, (v) decreas-
ing the CSI overhead size. The numerical results demonstrate
that FD-HBF with NOBF+MMSE significantly suppresses
the strong SI power by providing 78.1 dB SIC on its own. Fur-
thermore, along with the practical antenna isolation, FD-HBF
can reduce the SI power below the noise floor by achieving
more than 130 dB SIC. On the other hand, the proposed
FD-HBF technique greatly enhances the sum-rate capacity
and approximately doubles it compared to its HD counterpart.

APPENDIX A
PROOF OF PROPOSITION 1
As shown in Figure 1, when a single transmit/receive RF
chain is utilized (i.e., ND = NU = 1), the downlink and
uplink RF beamformers turn into a single-column vector.
In the NOBF scheme, the non-orthogonal angle-pairs given
in (30) are utilized to develop the downlink RF beamformer
fNOBFD = eD

(
λ̄
(x)
D,m1

, λ̄
(y)
D,n1

)
∈ CMD and uplink RF beam-

former fNOBFU = eU
(
λ̄
(x)
U ,m1

, λ̄
(y)
U ,n1

)
∈ CMU . In order to obtain

the non-orthogonal angle-pairs, it is necessary to find the
perturbation coefficients minimizing the power of effective
SI channel expressed in (29) as follows:

argmin
β
(x)
D,m1

,β
(y)
D,n1

,β
(x)
U ,m1

,β
(y)
U ,n1

∣∣∣fTUHLoSfD
∣∣∣2 , (46)

where χ options are present for each of four perturbation
coefficients. Thus, the total number of downlink/uplink RF
beam combinations is χ4. However, as a special case of URA,
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only two perturbations coefficients are present for ULAs
(e.g.,M (y)

D = M (y)
U = 1 and β(y)D,n = β

(y)
U ,n = 0), which reduces

the number of comparisons to χ2.

APPENDIX B
PROOF OF PROPOSITION 2
The downlink RF beamformer in the OBF scheme is
designed via the set of ND orthogonal downlink angle-pairs(
λ̂
(x)
D,mi , λ̂

(y)
D,ni

)
with i = 1, · · · ,ND as given in (27). In the

NOBF scheme, we apply the perturbation to the orthogonal
angle-pairs as shown in (30). Afterwards, the non-orthogonal
downlink RF beamformer is constructed as in (31).

Similarly, given the set of NU orthogonal uplink angle-
pairs

(
λ̂
(x)
U ,mj , λ̂

(y)
U ,nj

)
with j = 1, · · · ,NU found via (27), we

build the non-orthogonal uplink RF beamformer as in (32).
It is crucial to note that we need the optimal perturbation

coefficients (i.e., β(x)D,mi , β
(y)
D,ni , β

(x)
U ,mj , β

(y)
U ,nj ) to develop the

non-orthogonal RF beamformers suppressing the effective SI
channel power. In other words, according to (29), we aim to
suppress ‖FUHLoSFD‖2F . Thus, the optimization problem for
the optimal perturbation coefficients is formulated as follows:

argmin
β
(x)
D,mi

,β
(y)
D,ni

β
(x)
U ,mj

,β
(y)
U ,nj

i=1,··· ,ND
j=1,··· ,NU

∥∥∥∥∥∥∥
fTU ,1HLoSfD,1 · · · fTU ,1HLoSfD,ND

...
. . .

...

fTU ,NUHLoSfD,1 · · · fTU ,NUHLoSfD,ND

∥∥∥∥∥∥∥
2

F

,(47)

where there are 2 (ND + NU ) perturbation coefficients to be
jointly optimized. Given χ options per each perturbation
coefficient, the exhaustive search for the above optimization
problem requires χ2(ND+NU ), which brings a great computa-
tional complexity.

APPENDIX C
PROOF OF PROPOSITION 3
By using (1) and (41), the downlink MSE can be expanded as
follows:

MSED (BD, εD)

= E
{∥∥∥dD − 1

εD
rD
∥∥∥2}

= tr
( 1

ε2D
HDBDBHDH

H
D +

PU
ε2D

E
{
HIUIHH

IUI

}

+
σ 2
w

ε2D
IKD −

1
εD

HDBD −
1
εD

BHDH
H
D + IKD

)
, (48)

where we utilize E
{
dDdHD

}
= IKD , E

{
dUdHU

}
= PU IKU and

the linearity of trace operator. Here, the IUI channel matrix
from uplink to downlink UEs is not known at the BS. Thus,
instead of directly using instantaneous HIUI, the MSE only
utilize its expected value as E

{
HIUIHH

IUI

}
. According to the

maximum downlink transmit power constraint expressed in

(42), the Lagrangian function is constructed as:

L (BD, εD, α)
= MSED (BD, εD)+ α

(
E
{∥∥FDBDdD∥∥2}− PD)

= MSED (BD, εD)+ α
(
tr
(
FDBDBHDF

H
D

)
− PD

)
, (49)

where α ∈ R is the Lagrangian multiplier. For finding
the solution of (42), it is necessary to set the following
derivatives/gradients of the Lagrangian function to zero as
∂L(BD,εD,α)

∂BD
= 0, ∂L(BD,εD,α)

∂εD
= 0 and ∂L(BD,εD,α)

∂α
= 0.

By substituting (48) into (49), one can write:

∂L (BD, εD, α)
∂BD

=

(
2

ε2D
HH

DHD + 2αFHDFD

)
BD −

2
εD

HH
D = 0. (50)

Then, the BB precoder is found as:

BD = εDX−1D HH
D , (51)

where XD = HH
DHD + αε

2
DF

H
DFD depends on α and εD.

Thus, it is necessary to find their closed-form solutions as
well. The derivative of the Lagrangian function with respect
to α is obtained as follows:

∂L (BD, εD, α)
∂α

= tr
(
FDBDBHDF

H
D

)
− PD = 0. (52)

By substituting (51) into (52), the normalization scalar is
found as:

εD =

√
PD/tr(HDX−1D FHDFDX

−1
D HH

D ), (53)

which is also a function of α. Afterwards, by taking the
derivative of the Lagrangian function with respect to εD and
applying tr

(
HDBD

)
= tr

(
BHDH

H
D

)
, we derive the following

expression:

∂L (BD, εD, α)
∂εD

= tr

(
2

ε2D
HDBD −

2

ε3D

HDBDBHDH
H
D

−
2PU
ε3D

E
{
HIUIHH

IUI

}
−

2σ 2
w

ε3D

IKD

)
= 0. (54)

By using (51) and (53), we can write the following equality:

tr

(
1
εD

HDBD −
1

ε2D
HDBDBHDH

H
D

)

= tr
(
HDX−1D HH

D −HDX−1D HH
DHDX−1D HH

D

)
= tr

(
HDX−1D

(
XD −HH

DHD

)
X−1D HH

D

)
= αε2Dtr

(
HDX−1D FHDFDX

−1
D HH

D

)
= PDα. (55)
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Moreover, according to the IUI channel model presented in
Section II-B3, we obtain:

tr
(
E
{
HIUIHH

IUI

})
=

∑KD

k=1
E
{
hHIUI,khIUI,k

}
=

∑KD

k=1

∑KU

q=1
τ
−2η
IUI,k,q. (56)

Then, by applying (55) and (56) into (54), the closed-form of
the Lagrangian multiplier is derived as follows:

α =
PU

∑KD
k=1

∑KU
q=1 τ

−2η
IUI,k,q + KDσ

2
w

PDε2D
. (57)

Finally, the proof of (43) is concluded by combining (51),
(53) and (57).

APPENDIX D
PROOF OF PROPOSITION 4
By combining (4) and (44), the uplink MSE is rewritten as:

MSEU (BU )

= E
{∥∥dU − r̃U

∥∥2}
= PU tr

(
IKU + BU

[
HUHH

U +
1
PU

E
{
HSIBDBHDH

H
SI
}

+
σ 2
w

PU
FUFHU

]
BHU − BUHU −HH

UB
H
U

)
. (58)

Although the current form of uplink MSE depends on the
instantaneous perfect SI channel matrix HSI, the proposed
FD-HBF technique does not utilize it considering the practi-
cal implementation under various hardware imperfections as
well as estimation errors [9]–[12]. Instead, as in the RF beam-
former design presented in Section IV, the slow time-varying
AoD/AoA information is utilized in the MMSE based BB
combiner. Hence, the following expression is approximated
as follows:

E
{
HSIBDBHDH

H
SI
} (a)
≈ E

{
FUASI,UZSIASI,DFDBD

×BHDF
H
DA

H
SI,DZ

H
SIA

H
SI,UF

H
U
}

(b)
≈ ϒSIϒ

H
SI, (59)

where (a) is approximated by applying (18) and the dominant
far-field component after antenna isolation based SIC, (b) is
obtained via the expectation of the complex path gain matrix
ZSI with ϒSI =

1
τ̄
η
SI
√
QSI

FU ÂSI,U ÂSI,DFDBD ∈ CNU×KD .
Here, we define τ̄SI as the average distance of far-field com-
ponents (i.e., reflected NLoS paths). Moreover, ÂSI,U and
ÂSI,D are the approximated slow time-varying array phase
response matrices, which only requires AoD/AoA mean and
spread instead of exact AoD/AoA knowledge. Therefore, one
can easily build ÂSI,U and ÂSI,D by substituting QSI random
paths into (8), (11) and (16). By combining (58) and (59), the

gradient of uplink MSE with respect to BU is obtained as:

∂MSEU (BU )
∂BU

= 2PUBU
(
HUHH

U +
1
PU

ϒSIϒ
H
SI

+
σ 2
w

PU
FUFHU

)
− 2HH

U . (60)

Finally, we derive the BB combiner satisfying the MMSE
criterion (i.e., ∂MSEU (BU )

∂BU
= 0) as expressed in (45).
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