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ABSTRACT During the long-term power construction process, the power dispatching department has saved
many notification texts related to adjustment of grid operation mode. There is an urgent need to study named
entity recognition techniques to automatically recognize the power equipment and operation mode, in order
to support automatic verification of grid operation mode. By analyzing the characteristics of notification
texts, a classification method of hierarchical nested named entities is proposed for the first time in power
domain. The entities are divided into two layers with nested relationships, and the corpus of grid operation
mode is constructed. We further propose a joint model based on character-word feature fusion and attention
mechanism. The model is based on the parameter sharing approach for joint recognition of hierarchical
nested entities in the corpus and further introduces an attention mechanism to optimize the feature interaction
between hierarchical nested entities. In addition, we splice embeddings of characters and words as feature
input to obtain richer semantic features. Experimental results show that our model achieves state-of-the-art
results. Eventually, the recognition results can be stored as a standardized verification information chain,
providing effective data support for automatic verification of the grid operation mode and ensuring safe and
stable operation of the grid.

INDEX TERMS Hierarchical nested named entity, joint model, attention mechanism, feature fusion, named
entity recognition.

I. INTRODUCTION
The mode of power grid operation is determined by the actual
situation of the power system in order to ensure the safe, high-
quality and economic operation of the system. As the topol-
ogy of power grid becomes increasingly complex, we must
first ensure that the power grid is operating in the correct
manner in order tomaintain the safety and stability of the grid.
When important power equipment is in three operationmodes
of put into production, out of service, and maintenance, the
power dispatching agency will adjust the operation mode
of the power grid and issue the corresponding notification
texts. The notification text contains instructions for adjusting
the operation mode of a large number of power equipment.
At present, the management of grid operation mode mainly
relies on manual verification. Experienced dispatchers under-
stand and memorize the notification texts to ensure that the
grid operation modemeets the corresponding requirements in
notification texts. However, there are a lot of notification texts
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accumulated during the long-term construction of the power
grid. When dispatchers are not able to obtain texts in time
or face heavy maintenance tasks, omissions will inevitably
occur, which will lead to unreasonable arrangements of grid
operation mode and cause hidden dangers to the safe and sta-
ble operation of the power system. Therefore, it is an urgent
problem in the process of power grid regulation and operation
to automatically obtain the standard names of power equip-
ment and its operation mode requirements in the notification
texts through information extraction technologies, so as to
support the automatic verification of the grid operation mode
and assist the dispatcher in timely detection of operation
modes that are inconsistent with the specified requirements
and deal with them in a timely manner.

Named Entity Recognition (NER) is a key technology for
information extraction, which aims to recognize predefined
categories of entities from unstructured text.

Different from the text in general domain, there is a large
number of specialist terminology in the notification texts
of gird operation mode and the classification of entities
is vague. For example, in some of the expressions of the
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switch equipment, there is the expressions of bus-bar equip-
ment, which will lead to the switch entity being incorrectly
recognized as the bus-bar entity. Similar situations exist in
abundance in the notification texts, and a reasonable entity
classification method needs to be established for the char-
acteristics of notification texts. Secondly, there is a hierar-
chical nested structure of entities in the notification texts.
For example, the three fine-grained entities of plant-station,
set-number, and voltage are nested in the expression of the
generator equipment entity. The complex hierarchical nested
entities in the notification texts related to adjustment of grid
operation mode brings a challenge for NER.

Numerous approaches for nested NER have been proposed
in recent years. One representative category is based on the
sequence labeling method. Some works revised sequence
models to support nested entities using different strate-
gies [1]–[4] and some works adopt the hyper-graph to capture
all possible entity mentions in a sentence [5], [6]. Ju et al.
[1] introduce a LSTM-CRF-based model which dynamically
stack flat NER layers to predict entities from inner to outer
iteratively based on a deep neural network. However, the
method suffers from error propagation, which result in recog-
nition inaccuracy. Straková et al. [2] modeled the labels at dif-
ferent layers uniformly as joint labels and propose twomodels
for nested NER task, where one is a multi-label classification
model based on LSTM-CRF, another is a seq2seq model.
The method exponentially increases the number of labels and
also results in data sparsity, which may have a detrimental
effect on performance. Besides, the method based on hyper-
graph needs a lot human efforts for designing unambiguous
hypergraph. Another appealing category is based on span
classification models that classify candidate spans based on
span representations [7]–[10]. Tan et al. [7] introduce a muti-
task framework for extract nested entities, but they train
two subtasks of span boundaries detection and span type
classification jointly instead of different application tasks.
Shen et al. [8] recently implement a two-stage identifier to
generate span proposals through a filter and a regressor,
and then classify them into the corresponding categories.
Although the span-based methods have the innate ability to
handle nested NER, they suffer from high computational cost,
ignorance of boundary information, under-utilization of the
spans that partially match with entities, and difficulties in
long entity recognition.

Considering that characters in the sentence belong to dif-
ferent entity types of different layers, we argue that the cor-
relation intensities of the nested entities at different layers
are different. For example, the entity of generator has higher
correlation intensities wtih the three fine-grained entities of
plant-station, set-number, and voltage than other fine-grained
entities. Although there is a high dependency relationship
between entities at different layers in the notification texts,
there is a lack of systematic research on how to use the
semantic correlation between entities at different layers to
improve the performance of hierarchical nested named entity
recognition.

In addition, the notification texts related to adjustment of
power grid operation mode belong to Chinese text, which
is used to express the meaning through the combination of
characters and words. Existing Chinese NER research in the
electric power domain can be divided into character-based
and word-based approaches, but both of them have limita-
tions. If only character feature is used, the NER model will
lose semantic information of specialized words. However,
if only the word feature is considered as feature input, the
model performancewill be limited by the accuracy of Chinese
word segmentation [11]. General word separation tools are
not applicable to the electrical power terminology within the
notification texts. For example, ‘‘ ’’ will be split into
‘‘ ’’ and ‘‘ ’’, which will cause the NER results to be
affected by the splitting error.

Finally, there are multiple different expressions for the
same power equipment in the notification texts. For exam-
ple, ‘‘Wujiang/220kV.I section bus-bar’’, ‘‘220kv Wujiang
i bus-bar’’ and ‘‘220kV Wujiang (section I)’’ are different
expressions for the same bus-bar equipment. After the power
equipment has been correctly recognized, it needs to be fur-
ther aligned to the unique equipment standard name in order
to effectively support the automatic verification of the grid
operation mode.

In order to solve the above problems, we first
systematically propose a hierarchical nested structure and
classification method of entities, and annotate a standard cor-
pus. Subsequently, we propose a novel NER model. Finally,
we store the entity recognition results as the standardized
verification information chain. Our work can achieve effi-
cient information extraction of the notification texts and the
contributions are listed as follows.

1) Based on the characteristics of the notification text,
a hierarchical nested structure and related classification
method of entities is proposed for the first time in power
domain. The hierarchical nested named entities are divided
into two layers, where the layer-I entities include 5 types
of power equipment entities and 2 types of operation mode
attribute entities, and the layer-II entities include 8 types
of fine-grained entities nested inside the power equipment.
By manually annotating the entities in the notification texts,
the corpus of grid operation mode is constructed.

2) Based on the hierarchical nested structure of entities
in the corpus, a joint model based on character-word fea-
ture fusion and attention mechanism is proposed, which
mainly contains a layer-I entity recognition module and a
layer-II entity recognition module. Concretely, we introduce
the parameter sharing approach for capturing the depen-
dencies between the layer-I entity recognition task and the
layer-II entity recognition task. In order to further extract
the correlation between hierarchical entities at different lay-
ers, we introduce a novel attention mechanism. In addition,
we splice embeddings of characters and words as feature
input to obtain richer semantic features.

The experimental results show that our proposed NER
model has achieved better results for the corpus of grid
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operation mode than the existing state-of-the-art methods.
Eventually, the recognition results are stored as standardized
verification information chains to provide a fast, accurate
and reliable decision-making information basis for automatic
verification of the grid operation mode.

II. RALATED WORK
The algorithmic models related to entity recognition have
been developing rapidly and have gone through three stages:
approaches based on dictionaries and rules, approaches based
on statistical model, and approaches based on deep learning.

Early NER research mainly used manual construction of
dictionaries and rules, which is not able to recognize entities
outside the dictionary. Since then, a number of approaches
based on statistical models have emerged, including Hidden
Markov Model (HMM) [12] and Conditional Random Field
(CRF) [13]. Such models rely heavily on manually extracted
features for specific training data, which is costly in terms of
labor and difficult to build models that can be adapted to other
domains. With the accumulation of big data and the improve-
ment of computing performance, researchers have further
proposed to apply deep learning to named entity recognition.
Classical neural networks, including Convolutional Neural
Network (CNN) and Recurrent Neural Network (RNN), have
strong learning ability and feature extraction capability to
automatically extract key features of text without complex
feature engineering, and have achieved remarkable recognize
results in a series of NER tasks. Collobert et al. [14] used
CNN as the feature extractor to model text sequences, and
finally used CRFmodel to predict the labels of the sequences.
Wu et al. [15] demonstrated the superiority of applying RNN
to NLP tasks by using deep learning models CNN and RNN
for entity recognition of text sequences and comparing the
model results. Hammerton et al. [16] further improved entity
recognition by using RNN and Long Short-Term Memory
(LSTM) network to label text sequence, demonstrating that
LSTM can establish long-term dependency in text sequences,
which is more beneficial than RNN for text feature extrac-
tion. Since then, more and more NER research based on
bi-directional LSTM have been proposed. Since Bi-LSTM
is able to simultaneously extract features from contextual
information in text sequences, the recognition performance
of the model is further improved on the basis of the LSTM
network [17]–[19]. Huang et al. [20] first proposed to use a
combination of Bi-LSTM and CRF for information extrac-
tion, where Bi-LSTM simultaneously encodes text using con-
textual information and then models the transfer relationships
between labels by CRF. Compared with degenerate mod-
els such as LSTM, Bi-LSTM, and LSTM-CRF, this model
achieves better results in NER tasks and is widely used as
the cornerstone of many subsequent improved NER mod-
els [21]–[24].

Attention mechanism has been widely used in natu-
ral language information extraction tasks in recent years.
Liu et al. [25] alleviated the label inconsistency problem
by adding an attention network based on the traditional

Bi-LSTM-CRF model framework to effectively exploit the
document-level information. Yang et al. [26] proposed a
target attention network that can make full use of the tar-
get word information to effectively enhance the target word
prediction in Neural Machine Translation (NMT). Ali et al.
[27] constructed an efficient multilayer attention model by
introducing attentionmechanism in both the word embedding
layer and the encoding layer, which effectively improved the
accuracy of entity recognition results.

The above-mentioned end-to-end NER models built based
on deep learning have the characteristics of convenient
application and robustness and have now become a general
solution for information extraction in various fields [28].
However, these general information extraction models can
only recognize flat entities at the same layer in the text, which
is not able to extract the overlapping entities with nested
structures.

Various approaches for nested NER have been proposed
in recent years, which mainly can be divided into two cate-
gories: sequence labeling based models and span-based mod-
els. For sequence labeling based models, the motivation is
trying to transform the nested NER problem into a stan-
dard sequence labeling task inspired by the great success
of sequence labeling in flat NER. Alex et al. [3] dynami-
cally stacks flat NER layers to identify entities from inner
to outer. Wang et al. [4] designs a pyramid structured tag-
ging framework that uses CNN networks to identify entities
from the bottom up. Lu et al. [5] is the first to propose the
use of Mention Hypergraphs to solve the overlapping men-
tions recognition problem. Katiyar et al. [6] proposed hyper-
graph representation for the nested NER task and learned the
hypergraph structure in a greedy way by LSTM networks.
Instead of tagging each token by sequence labeling, span-
based models classify spans based on span representation.
Sohrab et al. [9] proposed an exhaustive model to exhaust
all possible spans in a text sequence and then predicts their
classes. Xu et al. [10] applies a supervised multi-head self-
attention mechanism to construct the word level correlations
for each type and fuse entity boundary detection and entity
classification by a multitask learning framework to capture
the dependencies between these two tasks.

Besides, with the successful application of pre-trained
language models (PLM) to various tasks, many researchers
incorporate pre-trained contextual embeddings into their
NER models. PLM can achieve embedded representation of
characters and words to further improve the performance
of the NER model. In the field of pre-training, schol-
ars have successively proposed Neural Network Language
Model (NNLM) [29], Word2Vec [30], Elmo [31], Bidirec-
tional Encoder Representation from Transformers (BERT)
[32], and other pre-trained language models. Among them,
BERT combines multiple layers of transformers [33] in series
and dynamically generates token embeddings with global
semantic information according to the context, which can
effectively improve the result of downstream natural language
processing tasks.
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FIGURE 1. Example of notification text and entities.

Different from the aforementioned works, we employ a
multi-task learning framework to joint Layer-I and layer-II
NER. Simultaneously, we introduce an attention mechanism
to consider the correlations between entities at different lay-
ers, which can further improve the performance. In addition,
scholars have proposed to achieve the fusion of character-
level and word-level feature by directly concatenating them,
which can extract richer semantic information and obtain bet-
ter information extraction results [11]. In our model, we use
BERT to learn more expressive embeddings of words and
characters and fuse them as feature input.

III. CONSTRUCTING CORPUS
We collected the notification texts issued by a provincial
dispatching office of the State Grid Corporation in the past
ten years, and further cleaned them to eliminate irrelevant
information. Finally, the sentence structure of the corpus was
divided by punctuation marks, and a complete corpus of
3620 texts related to the adjustment of grid operation mode
was collated. Based on the characteristics of the notification
texts, we proposed a hierarchical nested structure and a clas-
sification method of entities in texts. After the grid dispatch-
ing experts completed manual annotation, we constructed a
standard corpus of grid operation mode.

A. A HIERARCHICAL NESTED STRUCTURE AND A
CLASSIFICATION METHOD OF ENTITIES
Most of the existing work of information extraction in the
electric power domain is to extract information at the same
layer. For example, some scholars recognize information
such as number, phenomenon, degree, cause, and treatment
method in defect texts of power equipment, and all these
named entities to be recognized are at the same layer. How-
ever, the notification texts contain a large number of impor-
tant power equipment and operation mode requirements,
in which the power equipment entities have a complex hier-
archical nested structure. Figure 1 shows an example of the
notification text and the entities in it. The corresponding
English translation of the sample text in the figure is: When
220kV Zhangjiagang substation section III or IV bus-bar is in
maintenance, Fushan substation 220kV bus tie 2510 switch
resume closed-loop operation and Lixin substation #1 trans-
former 2501 switch is tuned to hot standby.

The primary entity to be recognized in the notification text
is the power equipment entity, and it is easy to find that there
are two classes of power equipment entities in the sample text,
which are the bus-bar equipment and the switch equipment.

However, there aremultiple different expressions for the same
equipment in the corpus. In order to provide effective data
support for the automatic verification of the grid operation
mode, the power equipment entity in the corpus needs to be
further aligned to the unique standard name of the equipment
in the energy management system after it has been recog-
nized. It is not difficult to find that power equipment entities
are composite entities. For example, the expression of the bus-
bar entity in the sample text encapsulates fine-grained infor-
mation such as voltage level, plant station, and the equipment
number, which can align the recognized power equipment
entity to the unique standard name. Therefore, based on the
characteristics of the texts, we model two layers of entities,
which are power equipment entities and fine-grained entities
nested inside the equipment entities. There are five types of
power equipment entities in the texts, which are labeled as
bus-bar, set, switch, transformer and line. The fine-grained
entities include 8 types, which are labeled as plant station,
voltage level, line abbreviation, bus-bar number, switch num-
ber, line number, transformer number, and set number.In addi-
tion, in the notification texts, each power equipment entity
is associated with a corresponding operation mode, which
we model as the operation mode attribute entity. There are
two classes of operation mode attribute entities, which are
labeled as attribute A and attribute B respectively. The former
indicates the operating mode of the equipment that causes the
adjustment of grid operation mode, while the latter indicates
the correct operation mode of the relevant equipment after
the adjustment. In the notification text, each power equipment
entity is directly associated with a subsequent operationmode
attribute entity, and the power equipment associated with
attribute A triggers the adjustment of operation mode of the
power equipment associated with attribute B. In the sample
text, for example, when the bus-bar equipment is in operation
mode of maintenance, this will trigger the operation mode of
the relevant switch to be adjusted to closed-loop operation
and hot standby, respectively.

In summary, there exists a hierarchical nested structure
of entities in the notification texts, including five categories
of power equipment entities, eight categories of fine-grained
entities nested in equipment, and two categories of oper-
ation mode attribute entities. The power equipment enti-
ties and operation mode attribute entities are defined as the
layer-I entities, and the fine-grained entities are defined as
the layer-II entities. The hierarchical nested structure and
classification method of entities in the notification texts are
shown in Figure 2, where the connection lines indicate the
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FIGURE 2. Hierarchical nested named entities in notification texts.

existence of corresponding fine-grained entities within the
power equipment entities.

B. LABELING SCHEME AND STATISTICS OF ENTITIES
We use the above classification method to label the collected
notification texts and classify the entities into 15 well-defined
label classes. The BIO tagging strategy is used in this paper,
where the beginning characters of entity sequence are tagged
as B tags, the remaining characters of entity sequence are
tagged as I tags, the characters that do not need to be recog-
nized are uniformly tagged as O tags, and both the B tags and I
tags are to be connected to specific entity categories. Named
entities in the texts are manually tagged by grid scheduling
experts through the YEDDA [34] tool, which segments and
tag each character in the texts. The traditional BIO tagging
method can only tag the named entities with flat structure
and cannot deal with the entities in the corpus with a hier-
archical nested structure due to the fact that each character
corresponds to multiple entity tags at different layers. There-
fore, we use a hierarchical labeling strategy to label complex
hierarchical nested entities in the corpus, i.e., each text in the
corpus is labeled twice to obtain the labels of the entities at
all layers. In the first labeling, the operation mode attribute
entities and power equipment entities are tagged, and in the
second labeling, the fine-grained entities are tagged. After the
labeling is completed, each notification text corresponds to
two layers of labels.

The distribution of hierarchical nested entities in the corpus
are summarized in Table 1, divided into the categories of
entities at layer-I and layer-II. There are 3620 notification
texts in the corpus, including 57832 entities, of which the
numbers of lay-I entities and layer-II entities are 21,652 and
36,180, respectively. Meanwhile, there are 5.98 lay-I entities
and 9.99 layer-II entities in each sentence on average, and
the average length of entities is 4.54. In addition, there are
a total of 46,988 entities with hierarchical nested structure,
accounting for 81.25% of the total number of entities.

IV. JOINT MODEL BASED ON FEATURE FUSION AND
ATTENTION MECHANISM
We propose a joint model based on feature fusion and atten-
tion mechanism, and the structure diagram of our model is
shown in Figure 3. The model consists of three modules,

TABLE 1. Distribution of entities in the corpus.

FIGURE 3. Structure diagram of entity recognition model.

namely the encoder module, the layer-I entity recognition
module and the layer-II entity recognition module.

Taking the feature fusion of characters and words as
input, the encoder module utilizes a Bi-LSTM neural net-
work to extract bidirectional sequence features and construct
shared context representation. Afterward, the entity recogni-
tion modules of layer-I and layer-II take the shared context
representation from the encoder module as input. A hierar-
chical nested entity correlated attention unit is further used to
calculate the nested correlations between entities at different
layers in each entity recognition module, which, along with
the BiLSTM-CRF, predicts final tags related to hierarchical
nested entities. In particular, the layer-I entity recognition
module is used to recognize the power equipment entities and
the corresponding operation mode attribute entities, while the
layer-II entity recognition module is used to recognize the
fine-grained entities nested inside the power equipment enti-
ties. In the following sections, we will describe each module
in detail.

A. ENCODER MODULE
The first network layer of the encoder module is the embed-
ding representation layer, which is used to convert each
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FIGURE 4. Feature fusion of character feature and word feature.

character in the corpus into a low-dimensional vector. In the
pre-trained language models, BERT uses a bidirectional
Transformer encoder that can dynamically generate character
feature vectors and word feature vectors with global semantic
information. Compared with the traditional pre-trained lan-
guage models, BERT has stronger feature extraction ability,
and the obtained feature embedding representations of char-
acters and words have richer semantic information. There-
fore, we choose BERT for text-to-vector conversion.

In the process of power system regulation and control
operation, the power dispatching organization has accumu-
lated various working documents, including notification texts
related to the adjustment of grid operation mode, operation
tickets, instruction tickets, dispatching logs, dispatching reg-
ulations, application forms of maintenance, etc. In this paper,
we use the above corpus for self-supervised learning of the
BERT model, and the required feature embedding represen-
tations of characters and words can be obtained by pre-trained
BERT.

In order to enable the model to fully take into account the
semantic information of characters and words, we construct
the structure shown in Figure 4 to achieve feature fusion by
directly concatenating the feature vectors of characters and
words to which they belong.

We collect the professional words contained in the notifi-
cation texts during the annotation process, and add them and
the professional words in the standard names of power equip-
ment together into the general word segmentation dictionary.
Based on the word segmentation dictionary combined with
professional words, we use the Jieba word segmentation tool
to segment the corpus of grid operation mode. Each character
feature vector corresponds to a word feature vector, for exam-
ple, the character ‘‘ ’’ corresponds to the word ‘‘ ’’,
and the feature vectors of the two are concatenated to obtain
the feature fusion vector of the character ‘‘Zhang’’. In par-
ticular, there are words that contain only one character, such
as the word ‘‘ ’’, of which the feature fusion is performed
in the same way. We use X = [x1, x2, . . . , xn] to denote that
each text sequence contains n characters, and ei = [ci;wi] to
denote the feature fusion vector of the i − th character in X ,
where ci is the character vector and wi is the word vector to
which the character belongs. The feature fusion vector takes
into account the features of characters and words, which can
reduce the influence ofword boundary delimitation errors and
obtain relatively rich semantic features of specialized words.

In order to obtain contextual features shared by recognition
modules of entities at different layers, the feature fusion

vectors obtained from the embedding layer are further input
into the Bi-LSTM network for training. The LSTM network
introduces the input gate, forget gate, and output gate to con-
trol the information transmission process of text sequences
based on RNN, which alleviates the gradient dispersion and
gradient explosion problems easily generated by traditional
RNN, and thus realizes the effective feature extraction of a
long text sequence. The LSTM network state at moment t
can be calculated as follows,

g(t)i = sigmoid (wiht−1 + uixt + bi) (1)

g(t)f = sigmoid
(
wf ht−1 + uf xt + bf

)
(2)

g(t)o = sigmoid (woht−1 + uoxt + bo) (3)

Ct = g(t)f Ct−1 + g
(t)
i tanh (wht−1 + uxt + b) (4)

ht = g(t)o tanh (Ct) (5)

where sigmoid(·) and tanh(·) are both activation functions,
g denotes the gating unit of LSTM, and the subscripts i, f ,
and o denote the input gate, forget gate, and output gate,
respectively. Eqs. (1)–(3) describe the calculation process of
the feed-forward neural network of the above three gating
units, w and u denote the weight matrix of the hidden layer
vector h and the input vector x in turn, b denotes the bias
vector, Ct denotes the textual information of the LSTM unit
retained from the start moment to the current moment t , and
ht denotes the hidden state of the LSTMnetwork atmoment t .
The Bi-LSTM network consists of two LSTM networks

with opposite directions, which are computed using the for-
ward and backward order of text sequences, respectively,
and thus can fully extract the contextual features in the text.
Current research shows that Bi-LSTMnetworks have become
a standard network layer for solving NER tasks. We use the
Bi-LSTM to produce the forward state

−→
hi and backward state

←−
hi , and concatenate them as the shared feature encoding of

i− th character in the text sequence, denoted as hi = [
−→
hi;
←−
hi] ∈

R2×dh , where dh indicates the dimension of
−→
hi and

←−
hi .

B. LAYER-I ENTITY RECOGNITION MODULE
Taking the shared features from the encoder module as input,
another Bi-LSTM runs to further extract the internal fea-
tures from H = [h1, h2, . . . , hn]. The output representation
sequence from the Bi-LSTM in the layer-I entity recognition
module is denoted as P = [p1, p2, . . . , pn]. Similarly, we use
Bi-LSTM for internal feature extraction in the layer-II entity
recognition module and the output sequence is denoted as
Q = [q1, q2, . . . , qn].
Since there are nested correlations between entities at

different layers in the corpus, we calculate the correlation
coefficients between hierarchical nested entities through an
attention network to extract the important features in the
layer-II entity recognition module that contribute to entity
recognition in this layer. In the layer-I entity recognition
module, for the vector representation pi of the i− th character
in the output sequence P, we obtain the attention scores
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between entities at different layers by calculating the cor-
relation between this vector and all feature vectors in the
sequence Q, and from this we obtain the attention weight
matrix. A higher attention score represents a stronger correla-
tion between entities at different layers and a corresponding
higher attention weight. The computational process is listed
as follows,

score
(
pi, qj

)
= UT tanh

(
W1pi +W2qj

)
(6)

Ai,j =
exp

(
score

(
pi, qj

))
n∑

k=1
exp (score (pi, qk))

(7)

whereW1,W2,UT are trainable weight matrix, and Ai,j is the
attention weight of the feature vectors pi and qj. Through the
attention weight matrix A, we can obtain the nested correla-
tion features of each character based on the contextual feature
sequence in the layer-II recognition module, which is denoted
as Q̂ = [̂q1, q̂2, . . . , q̂n]. Then, the output representation
sequence of the attention layer is S = [s1, s2, . . . , sn], where
the computational process of si is listed as follows,

q̂i =
n∑
j=1

Aijqj (8)

si = tanh (W3 [̂qi; pi]) (9)

where W3 is trainable weight matrix.
Bi-LSTM network and attention network can extract the

contextual features of text and nested correlation features
between hierarchical nested entities, respectively, but cannot
model the transfer relationships between entity labels. More-
over, taking the output of attention network as input, a CRF
is utilized to model the mappings between tokens and labels
in the layer-I entity recognition module. The computational
process is listed as follows,

Score
(
X , ŶLayer−I

)
=

n∑
i=1

Vyi,yi+1 +
n∑
i=1

Si,yi (10)

where Score
(
X , ŶLayer−I

)
is the score function, and

ŶLayer−I = [y1, y2, . . . , yn] is the sequence of predict labels.
Moreover, V ∈ Rdl×dl is trainable transition score matrix,
dl is the dimension of layer-I entity type-based label space,
Vyi,yi+1 denotes the transition score of labels yi to its adjacent
label yi+1, and Si,yi is the state score matrix to model the
mappings between i-th token and the corresponding label yi.
Then, the probability of ŶLayer−I is calculated as in Eq. (12),
where ŶLayer−I denotes all true label sequences in the Layer-I
Recognition Module of X. Eq. (13) describes the loss func-
tion of the Layer-I recognition module. The computational
process is listed as follows,

P
(
ŶLayer−I | X

)
=

exp
(
Score

(
X , ŶLayer−I

))
∑

Ỹ∈YLayer−I

exp(Score(X , Ỹ ))
(11)

LossLayer−I = log
∑

Ỹ∈YLayer−I

exp(Score(X , Ỹ ))

−Score
(
X , ŶLayer−I

)
(12)

Through this module, we can obtain the global optimal
labeling results of the layer-I entities, including the entities
of power equipment and the operation mode attribute.

C. LAYER-II ENTITY RECOGNITION MODULE
We use the same structure of the layer-I entity recognition
module to extract internal features of the text sequence in
this module. Taking the feature vector sequence output from
the shared encoder module as input, this module first extracts
contextual features through Bi-LSTM network, and then cal-
culates the nested correlations between hierarchical nested
entities through attention network. Moreover, we use the
output vector sequence of the attention layer as the input of
the CRF layer, and obtain the global optimal labeling result
of the layer-II entities, i.e., the fine-grained entities.

D. JOINT LEARNING
As CRF is used as the entity decoder in both layer-I and
layer-II recognition modules, we use Eq. (10) as the overall
loss function of the proposed model:

LossALL = LossLayer-I + LossLayer-II (13)

where LossLayer-I is the difference between the predicted
entity type labels of power equipment entity and attribute
entity and true labels of the Layer-I entity recognition mod-
ule, while LossLayer-II is the distance between the predicted
entity type labels of fine-grained entity labels and true labels
of the Layer-II entity recognition module. Our optimiza-
tion goal is to make LossLayer-I and LossLayer-II as small as
possible.

V. EXPERIMENTS AND ANALYSIS
A. EXPERIMENTAL PLATFORM AND PARAMETER
CONFIGURATION
All experiments were performed on a computing device
installed with the Ubuntu 16.04 operating system and Pytorch
1.5. The device was configured with Intel I9-9900KF CPU,
NVIDIA 2080ti GPU, 128 GB DDR3 RAM, and a 2 TB
disk. The vector dimension of character and word is 768.
The length of a single text sequence of the corpus does not
exceed 128, so the maximum sequence length of our model
is 128. During model training, we use Early-stop [35] and
Dropout [36] to avoid the model overfitting problem. Mean-
while, we use Adam [37] to update the model parameters to
optimize its performance. Table 2 records the specific training
parameters of our model in the experiment.

B. DATESETS
To evaluate the performance of our model, we conducted
comprehensive experiments on the corpus of grid operation
mode. We split dataset into training, development and testing
with the ratio 8:1:1.
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TABLE 2. Parameters of our model.

C. EVALUATION INDICATORS
The evaluation indicators of NER model are precision rate,
recall rate and F1 value, which are calculated as follows,

Precision =
TP

TP+ FP
(14)

Recall =
TP

TP+ FN
(15)

F1 =
2 × Precision× Recall
Precision+ Recall

(16)

where TP is the number of correct named entities in the
recognition results, FP is the number of incorrect named
entities in the recognition results, and FN is the number of
unrecognized named entities. The precision rate indicates the
proportion of correct entities in the recognized entities, while
the recall rate indicates the proportion of all entities in the
sample to be correctly recognized, and the two are mutually
constrained. F1 combines the precision rate and recall rate,
and can analyze the entity classification performance more
comprehensively.

D. BASELINES
In order to verify the superiority of our model for recog-
nition of hierarchical nested entities in the corpus of grid
operation mode, we compare it with several state-of-the-art
models, including sequence labeling based and span-based
models. In order to standardize the comparison and validate
the effectiveness of our model, we use character-word fusion
embedding and restrict the encoder of all models to be BERT.

Cascaded-Bi-LSTM-CRF applies several stacked
LSTM-CRF layers to recognize nested entities at different
layers in an inside-out manner [1].

Seq2seq is under a encoder-decoder framework to predict
the joint label of entitie one by one [2].

BENSC is a span-based method that incorporates a bound-
ary detection task and type classification task for multitask
learning [7].

Locate and Label is a two-stage NER method to generate
span proposals through a filter and a regressor, and then
classify them into the corresponding entity types [8].

TABLE 3. Recognition result of our model.

TABLE 4. Performance comparison of various models under the feature
fusion embedding of characters and words.

E. EXPERIMENTAL RESULTS AND ANALYSIS
The recognition results of our model for hierarchical nested
named entities are shown in Table 3.

It can be seen in Table 3 that our model performs well on
the corpus of grid operation mode, and the F1 value of each
entity is above 90%.

The lower F1 values for the power equipment entities
at layer-I are partly due to the long names and various
combinations of such entities, thus making them difficult to
recognize correctly. In contrast, the F1 values of attribute
entities at layer-I are higher because such entities generally
have more distinctive indicative features. Similarly, the fine-
grained entities at layer-II are recognized well as their expres-
sions are uniform, standardized, and short in length.

The recognition results of the baseline models and our
model for hierarchical nested named entities in the corpus
under feature fusion are shown in Table 4.

According to Table 4, we can see that our model
outperforms the best baseline (Locate and Label) by 1.0%
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TABLE 5. Ablation study on our corpus.

absolute F1 score on our datasets. Another, we can see that
the Cascaded-Bi-LSTM-CRF baseline performwith worst F1
score. We think the model suffers from error propagation.
It also can be observed that the Seq2seq baseline perform not
well. We think the model suffers from exponentially increas-
ing of the number of labels and data sparsity. In addition,
we think that although BENSC utilize multi-task model for
joint learning, they still suffer from error cascading between
tasks because of working in pipeline manner. Based on
the above experiments and results, our model achieves the
expected performance, which can be attributed to the follow-
ing factors.

1) We jointly extract hierarchical nested information based
on the parameter sharing approach, and the layer-I entity
recognitionmodule and the layer-II entity recognitionmodule
perform feature extraction and interaction through a shared
encoder module. At the same time, the interdependence of
the layer-I entity recognition subtask and the layer-II entity
recognition subtask is established, thereby improving the
recognition performance.

2) By introducing the attention mechanism in the layer-I
entity recognition module and the layer-II entity recognition
module, it can make full use of the correlation between
the hierarchical nested entities and effectively promote the
mutual influence and information fusion between the two
entity recognition modules.

F. ABLATION STUDY
Tabel 5 presents the results of an ablation experiment on
our corpus showing each component of our model have
various degrees of contributes to the effectiveness of our
model.

We can see that ablation on pre-trained language model
BERT significantly decreases the F1 scores by 4.8 percentage
points, which indicates that BERT pre-trained with training
data in the power domain can significantly improve the per-
formance. At the same time, adding word-level embeddings
and character-level embeddings can both improve the perfor-
mance of our model, which proves that feature fusion embed-
ding is effective and necessary. In addition, we also observe
performance drop of 2.6 percentage points when we do not
use attention mechanism which validates its effectiveness for
learning the nested correlation between hierarchical entities
at different layers.

FIGURE 5. Attention of layer-I entities on layer-II entities in the sample
notification text given above. The darker the color, the greater the
attention weight.

G. VISUALIZATION
Each slice of tensor A is a correlation score matrix Ai, which
indicates the correlation intensities between the vector repre-
sentation Pi of i-th character in layer-I module and the vector
representationQ of each character in layer-II module.We sum
up over all the correlation score matrix Access-V5.docx cor-
responding to each character belonging to the same layer-1
entity and then normalizing. So we can get the normalized
weight vectors that yields a general view of what characters
in layer-II entities the layer-I entitymostly focus on. For inter-
preting the correlation between entities at different layers in
sentence learned by attention mechanism, we plot a heap map
of three normalized weight vectors for the sample notification
text given above, corresponding to the three layer-I entities
contained in the sample, as shown in Figure 5.

From the figure, we can see that the three layer-I entities
in the sample notification text can focus on the relevant
layer-II entities nested in themselves. We can conclude that
the correlations between entities at different layers learned
by our proposed attention mechanism are meaningful and in
accord with common sense.

VI. STANDARDIZED VERIFICATION INFORMATION CHAIN
After the hierarchical nested entities in the grid operation
mode corpus is recognized by our model, the recognized
results include power equipment entities, fine-grained enti-
ties, and operation mode attribute entities. Since there are
many different expressions of the same power equipment in
the corpus of grid operation mode. For example, the follow-
ing three expressions: ‘‘Wujiang/220kV.Section I Bus-bar’’,
‘‘220kv Wujiang Station I bus-bar’’ and ‘‘220kV Wujiang
(Section I)’’ all refer to the same power equipment. Therefore,
in order to effectively support the automatic verification of
the grid operation mode, it is necessary to align different
expressions into the standard names of power equipment,
so as to realize the unification of equipment information.
The standard names of power equipment combined with the
associated attribute entities can be store as the standardized
verification information chain. The information chain can
provide fast, accurate and reliable decision information basis
for the automatic verification of the grid operation mode, thus
ensuring the safe and stable operation of the power system.
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Taking the sample notification text given above as an
example, our model recognizes ‘‘Fushan 220kV bus tie
2510 switch’’ as a switch entity, and also recognizes the
fine-grained entities nested within it, including station entity:
Fushan, voltage level entity: 220kV and switch number
entity: 2510. In this way, we have completely obtained all
the information of power equipment: ‘‘equipment category:
switch, plant station: Fushan, voltage level: 220kV, switch
number: 2510’’. This information achieves a complete rep-
resentation of professional power equipment based on fine-
grained power equipment knowledge. Based on the word
matching method, the fine-grained information is matched in
the standard name set of the equipment category to which it
belongs, i.e., to judge whether the corresponding fine-grained
information exists in the standard names. If a standard name
in the set can be successfully matched with all the fine-
grained information, then we get the standard name of the
power equipment. For example, the above power equipment
belongs to the switch category, so the fine-grained informa-
tion of this equipment is matched in the standard name set
of switches. Since there is only one standard name ‘‘Jiangsu.
Fushan substation/220kV. bus tie 2510 switch’’ in the set that
can be successfully matched with all the fine-grained infor-
mation, the standard name of the switch entity is ‘‘Jiangsu.
Fushan substation/220kV. bus tie 2510 switch’’.

In addition, the expression of bus-bar equipment
in the sample text ‘‘220kV Zhangjiagang substation
section III or IV bus-bar’’ is standardized to ‘‘Jiangsu.
Zhangjiagang/220kV.220kV section III bus-bar’’ and
‘‘Jiangsu. Zhangjiagang/220kV.220kV section IV bus-bar’’,
and the expression of switch equipment ‘‘Lixin substation #1
transformer 2501 switch’’ is standardized to ‘‘Jiangsu. Lixin
substation/220kV.#1 transformer 2501 switch’’.

After converting the power equipment entities and fine-
grained entities into standard equipment names through the
word matching method, we further combine the operation
mode attribute entities associated with the equipment to
store the recognition results as the standardized verification
information chain of the grid operation mode. Based on the
sample notification text given above, we obtain the standard-
ized verification information chain of the operation mode as
follows.

Standardized verification information chain 1:
{[Jiangsu. Zhangjiagang/220kV.220kV section III

bus-bar] - operation mode attribute - [maintenance]} -
trigger - {[Jiangsu. Fushan substation/220kV.bus tie
2510 switch] - operation mode attribute - [closed-loop
operation]; [Jiangsu. Lixin substation/220kV.#1 transformer
2501 switch] - operation mode attribute - [hot standby]}

Standardized verification information chain 2:
{[Jiangsu. Zhangjiagang/220kV.220kV section IV

bus-bar] - operation mode attribute - [maintenance]} - trigger
- {[Jiangsu. Fushan substation/220kV.bus tie 2510 switch] –
operation mode attribute - [closed-loop operation]; [Jiangsu.
Lixin substation/220kV.#1 transformer 2501 switch] - opera-
tion mode attribute - [hot standby]}

The standardized verification information chain contains
the standard names of the power equipment and the associated
operation mode attributes, where the bus-bar equipment is
directly associated with the operation mode attribute ‘‘main-
tenance’’ and the two-switch equipment are associated with
the operation mode attributes ‘‘closed-loop operation’’ and
‘‘hot standby’’. The above information chain states that when
the bus-bar equipment is in operation mode of ‘‘mainte-
nance’’, the dispatcher has to adjust the operation mode of the
two switches to ‘‘closed-loop operation’’ and ‘‘hot standby’’
respectively. By storing the result of our model as a standard-
ized verification information chain, it can provide fast, accu-
rate and reliable data support for the automatic verification of
the grid operation mode, thereby effectively guaranteeing the
safe and stable operation of the power system.

VII. CONCLUSION
This paper proposes the hierarchical nested structure and the
classification method of entities based on the characteris-
tics of notification texts for the first time in power domain,
and independently constructs the corpus of grid operation
mode. To effectively extract hierarchical nested information
in the corpus, we propose the joint model based on character-
word feature fusion and attention mechanism. The model
jointly trains the recognition subtasks of hierarchical entities
at different layers based on the parameter sharing approach.
Different subtasks perform feature extraction and interaction
by sharing the encoder module, and further mine the corre-
lation between entities at different layers by introducing the
attention mechanism. In addition, in order to fully consider
the semantic features of notification texts, we integrate the
feature of characters and words as the feature input, which
provides richer semantic information for our model.

Compared with several classic NER models, our model
achieves state-of-the-art recognition results for the hierar-
chical nested information in the corpus, which proves the
superiority of our model. The model recognition results can
be stored as the standardized verification information chain,
providing structured data support for automatic verification
of the grid operation mode. In the future, we plan to build
a knowledge graph based on the standard names of power
equipment in the next step and combine it to improve the per-
formance of entity recognition in the corpus of grid operation
mode.
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