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ABSTRACT UAV route planning is the key issue for application of UAV in real-world scenarios. Compared
with the traditional route planning methods, although the intelligent optimization algorithm has stronger
applicability and optimization performance, it also has the problem of poor convergence accuracy and easy to
fall into local optimization. Therefore, an intelligent route planning method for UAV based on chaotic random
opposition-based learning and cauchy mutation improved Moth-flame optimization algorithm (OLTC-MFO)
is proposed. First, the terrain environment is constructed by digital elevation map, and the threat model is
established to realize the equivalent three-dimensional (3D) environment. Then, the opposite population is
introduced to increase the diversity of solutions and improve the search speed of the algorithm. Then, the
Logistic-Tent chaos map is introduced to realize random perturbation of flame position, which improves the
global search capability of the algorithm. Finally, the probability operator and Cauchy mutation operator are
introduced, which makes the algorithm not only accept the current solution with a certain probability, but also
jump out of the current sub-optimal solution, thus enhancing the global search capability of the algorithm.
The simulation results show that when the number of iterations is 1000, the length of route planning based
on OLTC-MFO algorithm is 45.3716km shorter than MFO algorithm, and the convergence result of this
method is stable and more accurate, which achieves the purpose of assisting UAV combat decision-making.

INDEX TERMS Route planning, moth-flame optimization algorithm, cauchy mutation, random opposition-
based learning, chaotic mapping.

I. INTRODUCTION

With the rapid development of artificial intelligence tech-
nology, unmanned aerial vehicle (UAV) is more and more
widely used, whether in aerial photography, plant protection,
remote sensing surveying and mapping in the civil field, or in
reconnaissance, electronic jamming and strike in the military
field [1]-[19]. However, the primary link to complete the task
is to plan the flight route of UAV. In short, the route planning
problem refers to finding a route from the starting point to
the end that meets the needs according to certain constraints
in the established environmental model.
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At present, two kinds of methods are widely used in UAV
route planning. One is the traditional route planning method,
and the other is the intelligent optimization algorithm.

Traditional route planning algorithms mainly include:
visual graph method, Dijkstra algorithm, A* algorithm, RRT
algorithm, etc. The visual graph method was proposed by
Lozano Perez and Wesley in 1979 [10]. It regards the obstacle
as a polygon and the robot as a point, and combine and
connect all connecting lines of the starting point, each vertex
of the obstacle and the end point. The key to building a view is
to judge the visibility between each vertex of the obstacle. Itis
required that the connected line segment cannot pass through
the interior of the polygon, and then select the optimal route
through the weighted value of the line segment. Visual graph
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method can find the shortest route, but the search time is
long and inflexible. It is only suitable for polygonal obstacles,
and it is invalid for circular obstacles. Dijkstra algorithm is
a classical breadth first state space search algorithm [11],
which obtains the global optimal route by calculating the
shortest distance from the starting point to any point in the
environment model. This calculation method is similar to the
wave surface, which diffuses outward from the starting point.
Due to its traversal calculation method, it greatly increases
the amount of calculation, and will produce many useless
calculations, which is inefficient. Based on it, A* algorithm
is proposed, and a cost function is added on the basis of
breadth first. It considers not only the distance cost between
the current node and the starting point, but also the distance
cost between the current node and the ending point. The
accuracy and speed of the algorithm are adjusted by adjusting
the size of H (n). However, due to the large amount of
calculation, it is still not suitable for high-dimensional space.
RRT algorithm is a simple and effective random algorithm.
It generates a random extended tree by randomly spreading
from the root node. When the leaf node contains the target
point, it can obtain a route [12] Although RRT algorithm
has the advantages of fast search efficiency and can be used
in high-dimensional space, its random expansion makes the
result may not be optimal, and RRT algorithm is not suitable
for narrow and long search environment.

Due to the increase of constraints and the complexity
of environmental model, the traditional route planning
algorithm has poor adaptability and difficult to solve. In order
to better solve the route planning problem, intelligent
optimization algorithm came into being.

Intelligent optimization algorithms mainly include: genetic
algorithm, ant colony algorithm, particle swarm optimization
algorithm and so on. Genetic algorithm (GA) is a heuristic
search algorithm based on Darwinian evolution theory and
Mendelian genetic mechanism [13]. It is essentially a parallel
and global search algorithm. 50. Wang ef al. [14] proposed
a double cycle genetic algorithm (DCGA). When the
environmental model and motion constraints are considered
in the experiment, the route planning result of DCGA
algorithm is more realistic than that of traditional genetic
algorithm

Ant colony algorithm (ACO) is a random search simulated
evolutionary algorithm, which solves the optimization prob-
lem by simulating ant foraging. According to the pheromone
concentration left by ants in the process of foraging, positive
and negative feedback is generated to the algorithm, so as
to find the shortest route with the highest pheromone
concentration. Ant colony algorithm has good optimization
ability in two-dimensional space, but it is still easy to
fall into local optimization. Many scholars have extended
the improved algorithm to three-dimensional space. For
example, Miao C et al. [15] proposed an improved adaptive
ant colony algorithm (IAACO), which improves the real-
time and security of ACO algorithm by introducing angle
guidance factor and obstacle removal factor, At the same
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time, the pheromone update rules of ant colony algorithm
are improved, and the route planning problem is transformed
into multi-objective planning problem. Finally, the simulation
experiment is carried out in the two-dimensional grid
environment. Through the comparative analysis with ACO
algorithm and TACO algorithm, it is verified that IAACO
algorithm has faster convergence speed and stronger global
optimization ability while ensuring the quality of solution.

Particle swarm optimization (PSO) is a global random
evolutionary search algorithm based on the migration and
clustering behavior of birds in the process of foraging [16].
The particle position is changed by transmitting its own
position information, and finally the food source is found.
In view of its low search accuracy and easy to fall into
local optimization, many scholars have improved it and then
applied it. For example, B. Zhang et al. uses BSO algorithm,
combines PSO algorithm with bas algorithm, uses longicorn
foraging to replace particle optimization process, and applies
it to three-dimensional route planning. Experiments show that
BSO algorithm speeds up iterative convergence and reduces
the probability of falling into local optimal solution [17].

Moth-flame algorithm (MFO) was first proposed by
Seyedali Mirijalili et al in 2015 [18]. Compared with
the above algorithms, it has the advantages of fast con-
vergence speed, few adjustment parameters and simple
implementation, and has been widely used in recent years.
Li Zhiming et al. [19] proposed a Moth-flame optimiza-
tion algorithm improved by Lévy flight trajectory. Which
improved the convergence speed and optimization accuracy;
Yue Longfei et al. [20] proposed Tent chaos and simulated
annealing improved month-flame optimization algorithm,
(TCSA-MFO), which increased the diversity of understand-
ing and improved the ability of the algorithm to jump out of
local optimization to a certain extent.

Although the problem of route planning has been solved
by different methods in the above documents, there are still
some deficiencies in these documents. Firstly, it is reflected
in the establishment of environmental model. Although two-
dimensional grid map can verify the performance of the
algorithm, it lacks practical guiding significance; Secondly,
in the search mechanism, the random search method slows
down the convergence speed of the algorithm to a certain
extent; Finally, the search mechanism of the algorithm is
mostly linear search, which is not conducive to increasing the
diversity of solution space.

To sum up, this paper selects MFO algorithm and proposes
an improved Moth-flame optimization algorithm based on
chaotic random opposite learning and Cauchy mutation
(OLTC-MFO), which improves it from the following three
aspects:

(1) Firstly, the opposite population is generated by random
opposite learning, which increases the diversity of the initial
population;

(2) The flame position is disturbed by logistic tent chaotic
map, which enhances the global optimization ability of the
algorithm;
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TABLE 1. Algorithm comparison.

Al]%(;nlt?m Advantage Shortcoming
GA Strong global search ability op tirg]i;i(iciﬁcjéility
Distributed computing, eas
ACO to combine WI;th oﬁler Y Complex parameter
T . setting
optimization algorithms
The ability of global Straight line
PSO exploration for multi-modal exploration, easy
problems is strong and easy to premature
implement convergence
Strong development ability The convergence
MFO and few adjustment speed is relatively
parameters slow

(3) Adding probability operator allows the algorithm
to accept the current solution with a certain probability
or disturb the optimal position through Cauchy mutation
operator to produce a new solution, which improves the local
optimization ability of the algorithm;

(4) Based on the improved algorithm, the simulation
experiment is carried out on three-dimensional terrain,
and compared with MFO and TCSA-MFO algorithm is
compared to verify the effectiveness and feasibility of the
algorithm.

The rest of the paper is organized as follows: the second
section introduces the UAV route planning model. The third
section introduces the improvement process of the algorithm.
In the fourth section, the performance of the algorithm is
compared by using the benchmark function. In the fifth
section, the comparative simulation experiment analysis of
UAV route planning is carried out. Finally, the sixth section
gives the conclusion.

Il. UAV ROUTE PLANNING MODELING

A. TERRAIN ENVIRONMENT MODELING

In UAV intelligent route planning, the construction of
environment model is the basis of the problem, which
affects the complexity of UAV route planning to a certain
extent. In order to better simulate the real environment, this
paper uses digital elevation map (DEM) to establish three-
dimensional terrain, which is described as follows:

¥ ={(x,y,2)0<x <Xmax, 0<Y<YVmax, 0<2<zZmax} (1)

where X, y and z represent the horizontal and vertical
coordinates and heights of any point in the three-dimensional
environment, and Xmax, Ymax, Zmax represent the boundary
values of the environment model.

B. THREAT MODEL CONSTRAINTS

Radar position, surface to air missile position and no-fly zone
are the main threats that need to be avoided in UAV route
planning. This paper mainly considers UAV intelligent route
planning in static environment, which is to plan UAV route
under the condition of known threat array.
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1) RADAR MODELING

Radar mainly emits electromagnetic waves and reflects
echoes when electromagnetic waves touch objects. Radar
receives echo information and judges the relevant information
of objects, so as to report the information to the surface
to air missile position and attack. Therefore, in UAV route
planning, the primary task is to avoid detection of radar
positions. The classical radar equation describing detection
characteristics of radar is as follows [14]:

P,G2o A2 4
R = )
((47T)3(5/N)FnkTanL>

R represents the detection range of radar, which is
the key information to determine whether radar can
detect the target. In this paper, two radar positions
are set up in three-dimensional terrain, and their coor-
dinates are: (196.1km, 355.3km,389.9m) and (86.2km,
135.4km, 286.2m). The detection radius is R = 30km and
R = 45km. In order to ensure the safety of UAV route, this
paper requires that UAV route planning should completely
avoid radar positions.

2) GROUND-TO-AIR MISSILE

Surface to air missile position is mainly responsible for the
main firepower for attacking the aircraft with threats after
receiving the information of the radar position. In this paper,
the ground missile position is simulated as a highly concealed
unit hidden in the terrain, and its firepower coverage is
simplified as a sphere. Two ground missile positions are
arranged in a three-dimensional terrain environment, and
their position coordinates are: (393.9km, 414.1km, 349.2m)
and (358.9km, 146.8km, 266.5m). The detection radius is
R = 40km and R = 50km.

3) NO-FLY ZONE

The no-fly zone is also called prohibited flight area. Due to
the existence of some controlled areas in the real environment
and their special nature, they are subject to military control
and aircraft are forbidden to cross. In this paper, the no-fly
zone model is simplified and represented by a cylinder with
coordinates of (234.2, 200), and 355.6 km in height and 35km
in radius.

To sum up, the three-dimensional environment and threat
model of path planning are shown in Figure 1.The spherical
area represents the radar and ground-to-air missile position,
and the cylindrical area represents the no-fly zone.

C. UAV MOTION CONSTRAINTS

In the process of UAV route planning, the flight path of UAV
is not only affected by environmental factors, but also due
to its own performance limitations that have been decided
in the design and manufacturing process. In this paper, the
constraint conditions of UAV are mainly constructed from
four aspects: maximum range, minimum flight height, pitch
Angle and turning Angle.
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FIGURE 1. Schematic diagram of terrain environment and threat model.

1) MAXIMUM RANGE CONSTRAINT

Due to the limitation of UAV fuel tank volume, as a result,
the amount of fuel consumed by UAV in one flight is limited.
In order to ensure that UAV can reach the mission area
and return smoothly, it is required that the amount of fuel
consumed should be less than the maximum fuel load. In the
route planning problem, the constraint is converted into a
distance constraint, and its mathematical expression is as
follows:

n
2 Z Si SSmax (3)
i=1
The cost function is:
n
losshe =2 _ S 4)
i=1

Among them, Spax is the maximum range of UAV, and S; is
the route length between two waypoints.

2) MINIMUM FLIGHT ALTITUDE

Due to the flight characteristics and flight safety requirements
of UAV, it is required that UAV should keep a certain safe
distance from the ground when flying, that is, the minimum
flight height in any route is greater than the minimum flight
height required by UAV, which is mathematically described
as: VH; min > Hmin

The cost function is:

n
lossgq =2 Z H; (@)
i=1

Among them, Hp, is the minimum flight altitude required
by UAV and H; pip is the minimum flight altitude in Section I
route.

3) MAXIMUM PITCH ANGLE AND TURN ANGLE

During the flight, if the UAV dives, climbs or turns at too
high an Angle, it will stall and fail to complete the mission.
Assuming that the current position coordinate of the UAV is
(xi, yi, zi) and the position coordinate at the next moment is
(Xi+1, Yi+1, Zi+1), the maximum pitch angle constraint to be
satisfied by the UAV is:

Va; < omax

\/(Xi+1 —x)> 4+ it =)’
\/(xi+1 —xi) >4 i1 =)+ @ir1 —2)
Among them, omax 1S the maximum pitch angle of UAV,
and ; is the dive or climb angle of UAV in Section I route.
After the route segment is projected onto the horizontal
plane, the maximum turning Angle constraint to be satisfied
by the UAV is (7), as shown at the bottom of the page. Among

them, Bmax 1S the maximum turning angle of UAV, §; is the
turning angle of UAV in Section I route.

o; = arcsin

(6)

D. THE OBJECTIVE FUNCTION OF UAV ROUTE PLANNING
1) OBJECTIVE FUNCTION OF ROUTE PLANNING FOR
SINGLE UAV

UAV route planning is essentially an optimization problem,
so the objective function can be obtained as follows:

min Q = uy - losspe + (2 - lossgq + y - constraint
n
constraint = Z{i
i

_J 0 Satisfy constraint

& = ®)

1 Dissatisfyconstraint
Among them, the lossy is the cost function of the voyage,
lossgq is the cost function of flight height, constraint is the
penalty function of constraint condition, and 141 is the voyage
cost and u» is height cost weight coefficient. y is the penalty
function factor.

2) OBJECTIVE FUNCTION OF COOPERATIVE ROUTE
PLANNING FOR MULTI-UAVs

In order to adapt to the future war style and realize multi-
UAVs cooperative operations, this paper establishes a multi-
UAVs intelligent route planning model. The model is divided

VBi

IA

ﬁ max

arccos

\/(xi—H — x4 i1 —y)* + \/(xi+2 —xit1)? + Gig2 = yip1)? — \/(xi+2 —x)% + Oir2 — yi)?

>
Il

2\/(xi+2 — xi41)” + (ig2 — )’i+1)2\/(xi+l —x)? + Qirt = 90)’
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into two parts, one is to plan the route of each UAV at the
single UAV planning level; second, consider the cooperative
relationship of multi-UAVs at the multi-UAVs planning level.
The multi-UAVs route planning framework is shown in
Figure 2:

Multi-UAVs route planning layer

Airspace Range of
planning overlap
Spatial Time
coordination coordination

Single UAV route planning layer

UAV2

UAVe

FIGURE 2. Route planning framework of multi-UAVs.

Multi-UAVs cooperative relationship is usually divided
into two types, one is spatial cooperation; the other is Time
cooperation. Spatial cooperation can divide the airspace by
the air traffic control department, and adjust the flying
heights of different UAVs in the airspace, so as to avoid
the collision of UAVs and successfully complete the task,
as shown in Figure 3. Time cooperation can adjust the
flight speed of UAVs, calculate the fastest and slowest
time for each UAV to arrive at the mission place, and get
the time interval for each UAV to execute the mission.
Through interval intersection, the flight speed of each UAV
can be determined or its departure time can be adjusted,
so as to successfully complete the mission, as shown
in Figure 4.

FIGURE 3. Schematic diagram of spatial cooperation planning.
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UAV
Range of overlap: T

_—_—— e A — — —— -

TIME

FIGURE 4. Schematic diagram of time cooperation planning.

The expression of UAV interval intersection is as follows:

S; S
Ttime,i = <_l’ d ) (9)

Vimax  Vmin

S; represents the route length of the i-th UAV, and Vi
represents the maximum speed and Vi, is the minimum
speed of the UAV.

Because the flight speed of UAV is not restricted in this
paper. Based on the route planning of single UAV, the time
cooperation of multi-UAVs is emphatically considered, and
the objective function of time cooperation route planning of
many UAVs is as follows:

number
min Q,, = Z Qi + Teost + y - constraint (10)
i=1
number
> Q; is the cost of selected route, and Ty is the cost
of?ilme cooperation of multi-UAVs. In order to enable multi-

UAVs to complete tasks quickly, the intersection of time
interval is taken as the surrogate value, that is

(S S
cost — Vmax ’ len

Ill. OLTC-MFO ALGORITHM
A. MOTHING-FLAME OPTIMIZATION ALGORITHM
Mothing-flame Optimization Algorithm (MFO) is a new
intelligent optimization algorithm proposed by Seyedali
Mirijalili and others in 2015. Its inspiration comes from the
lateral positioning of moths flying at night [18], that is, moths
always keep a certain included angle with the moon when
flying at night, so as to keep their straight flight path.
However, in real life, moths are always deceived by
artificial light sources, and keeping a similar angle makes
moths show a spiral flight path to the light source. Mirijalili
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FIGURE 5. Transverse positioning of moths.

has taken advantage of this phenomenon to create the
“Mothing-flame Optimization Algorithm”.

FIGURE 6. Moth to flame.

1) POPULATION INITIALIZATION OF MOTHS

In MFO algorithm, moth location is the candidate solution
of the problem to be solved, and the variable to be solved
is the position of moth in space, which is essentially a
population intelligent optimization algorithm. Therefore, the
initial population of moth is defined as matrix M, which is
expressed as follows:

mi mi2 te miq
mj] mp3 T maq

M= ) . ) . (11)
Len| my2 Mud

nxd

n represents the number of moths, and d represents the
characteristic dimension of moths, and d represents the
number of set path points in solving the path planning
problem in this paper. At the same time, M; is defined as the
i-th moth in moth population M, and its fitness matrix is MF,
which is expressed as follows:

Mf]

Mo
Mr=| " (12)
Mf” 1xn

Mj; is the fitness of the i-th moth, which can be obtained by
solving the corresponding cost function. The initial flame set
has the same size as the moth population set, but gradually
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decreases with subsequent iterations. The flame set is the
matrix F, which is expressed as follows:

fir  fiz o fua
N I %) o fu

F=1. : . : (13)
fnl fn2 fnd nxd

The i-th flame is represented by F;, and the corresponding
flame fitness is the same as the moth fitness, which is the
matrix Fr, as shown below:

Fyi

Feo
Fr=|' (14)

Fﬁ1 Ixn
Fy; is the fitness of the i-th flame, which is obtained by
ordering the fitness of moth, that is, the matrix Fr is the
result of matrix Mr ascending ordering, which also indicates
that flame F is the optimal solution of moth M in the current
iterative search.

2) ITERATIVE UPDATE

The updating mechanism of each iteration of MFO algorithm
is mainly divided into two parts, one is the updating
mechanism of moth position, the other is the updating
mechanism of flame position.

(1) Updating mechanism of moth position: MFO algorithm
adopts the flight principle of moth under artificial light
source. According to the phototaxis of moths, the flight mode
of moths is fitted with logarithmic spiral curve, and the moth
M; moves in logarithmic spiral around the corresponding
flame F;. The updated mode of the position of moths is
defined as follows:

S (M;, Fj) = D; - € - cos 2nt) + F; (15)

S (Mi, F j) is the updated position of moth M;, and is a
constant parameter, and its value determines the shape of
logarithmic isogonal spiral, usually taking 1; Parameter T is
a random number within the range, and its value controls the
distance between the moth and the flame. The smaller the
value of t is, the closer the moth is to the flame. By changing
the value of parameter T, the position where moth finally
arrives around flame is adjusted, which reflects the local
optimization ability of the algorithm; D; is the euclidean
distance between the j-th flame and the i-th moth: D; =
|Ml~ — Fj|, and the trajectory of the moth is shown in Figure 7.

(2) Updating mechanism of flame position: In MFO
algorithm, flame represents the optimal solution obtained by
moths in the current iteration, and each moth is required
to update its own position only by using a unique flame.
However, if n moths update their positions according to N
different positions in the search space each time, the local
optimization capability of the algorithm will be reduced.
Therefore, an adaptive updating mechanism of flame is
proposed in the MFO algorithm, that is, the number of flame

VOLUME 10, 2022



M. Ma et al.: Chaotic Random Opposition-Based Learning and Cauchy Mutation Improved MFO Algorithm

IEEE Access

FIGURE 7. Schematic diagram of moth movement track.

decreases with the increase of iterations, so as to balance
global search and local optimization. The adaptive updating
mechanism of flame is as follows:

N -1
flameno = round <N — iteration x —) (16)
max _iteration

where N represents the maximum number of flames, iteration
represents the current iteration number, and max_iteration
represents the maximum iteration number of the algorithm.
The number of flames changes with the number of iterations
of the algorithm, as shown in Figure 8:

N

N/2

Number of flames

. . . . . . . . . )
0 T2 T
Iterations

FIGURE 8. Adaptive updating of flame number.

B. 2.2 UAV ROUTE PLANNING BASED ON IMPROVED
MFO ALGORITHM

1) ROUTE ENCODING

In practical application, each route is a line formed by
connecting several points obtained by searching. In the moth
population M, any moth will form a flight path: M; =
[mj1, mp, - -+, mig], and each point in the flight path has
three-dimensional attributes: (x, y, z). Therefore, when MFO
algorithm is used to solve the UAV intelligent route planning
problem, the number of waypoints D should be determined
first, and the coordinates of waypoints in the equidistant
X direction are fixed and unchanged, and the optimal path
should be determined by searching the Y and Z coordinates.

VOLUME 10, 2022

2) RANDOM OPPOSITION-BASED LEARNING

In 2005, Hamid R. Izhoosh first introduced opposition-based
learning (OBL) as a new intelligent computing scheme [21]
As is known to all, generating a random population in an
optimization algorithm will affect the optimality of search
results, and often result in the algorithm cannot converge to
the desired solution. An OBL strategy is to consider a solution
to a problem while thinking about its opposite solution.
Experiments show that the probability of the opposite
candidate solution reaching the global optimum is higher than
that of the random solution. Therefore, in the MFO algorithm,
in order to enhance the population diversity and improve
the global search ability of the algorithm, after the random
generation of moth population M, the opposite population
was introduced, denoted as matrix OM. Its mathematical
description is as follows:

X=1Ib+ub—x (17)

In which, x € [Ib,ub], and X is the opposite solution
of x. At the same time, considering that the upper and
lower limits of some functions are negative to each other
in the performance test of the algorithm, the distance
between the opposite moth and the moth is fixed, which
cannot fully enhance the diversity of the population. So, the
random opposition-based learning strategy is adopted, and its
mathematical description is as follows:

x=Ib+ub—rand - x (18)

And rand is the random number between (0, 1).

3) LOGISTIC-TENT CHAOS MAPPING

In the field of optimization, chaotic mapping is widely used in
intelligent optimization algorithms because of its ergodicity,
randomness and nonlinearity [22]. Logistic chaos map and
Tent chaos map are two kinds of chaos map commonly used
at present [23]. However, Logistic chaos map has strong
global ergodicity and poor performance in local search, while
Tent chaos has strong disturbance ability, which can make up
for this deficiency [24], [25] Therefore, Logistic-Tent chaos
mapping is proposed to improve MFO algorithm. When
updating the flame position after an iteration, if the position
with the smallest fitness value is selected as the optimal
flame every time, it is not conducive to global search. At this
time, when updating the flame position, a random disturbance
is introduced. When the disturbance value is less than 0.2,
Logistic-Tent chaos mapping is used to map the optimal flame
position in chaos, so as to avoid premature algorithm and fall
into local optimum. The Logistic-Tent chaos mapping is as
follows:

(4-r) .
rx, (1—x,)+ X, | mod 1 if x,<0.5
Xn+1=
4—r)(1—
[rxn (1—x,)+ (”2—(”] mod 1 if x,>0.5
(19)
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Logistic-Tent chaotic mapping distribution is shown in
Figure. 9:

r

FIGURE 9. Logistic-tent chaos map distribution.

The pseudo-code of the optimal flame position chaotic
mapping is as follows:

TABLE 2. Chaotic mapping pseudocode.

Algorithm 1. The pseudocode of the optimal flame position chaotic
mapping

1. Generate a random disturbance

2. Assign the flame position and score

3. Cycle to compare moth positions

4. If<constant

5. Update the optimal position of flame according to Equation (20)
6. else

7. The location updates normally

8. end

4) CAUCHY MUTATION OPERATOR

In the MFO algorithm, moths change their positions by
logarithmic isogonal spiral flight. Due to its curve charac-
teristics, although MFO algorithm has a fast convergence
speed, it is easy to fall into local optimal. When dealing with
the route planning in complex environment, the problem is
more serious, which makes the route appear large deviation.
Therefore, Cauchy operator is introduced to perturb the
waypoints. At the same time, the selection probability
operator is introduced to allow the algorithm to accept the
current bad solution with a certain probability, so that the
algorithm can jump out of the local optimal solution and find
the global optimal solution.

Suppose that one of the flames: F = [fi,f2, - ,fa],
each dimension judges whether there is variation according
to the selection probability. Suppose that the i-th dimension
produces Cauchy variation, and the expression is as follows:

Xl;est = Xpest + Xpest X cauchy (0, 1) (20)
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The generating function of cauchy distribution random

variable is:
1
cauchy = tan |:(£ — E) ni| 210

The expression of selection probability operator is as
follows:

Q = fobj (Xjy)
p = Q — Best_flane_score (22)

fobj (x) is the fitness function calculation formula. When
P value is less than 0, cauchy variation is used to make the
algorithm jump out of the local optimal and obtain the ability
to continue searching for the global optimal solution.

C. OLTC-MFO ALGORITHM FLOW

TABLE 3. OLTC-MFO algorithm flow.

Algorithm 2 The pseudocode of OLTC-MFO

1. Initializing terrain and threat model

2. Initializing of parameters

3. Initializing the moth population and flame matrix.

4. Initializing the opposite population according to Equation (19)
5. while Iteration<Max_iteration+1

6.  Calculate the fitness of moth population and flame matrix

7. Sort the fitness matrix of moths

8. Assign to the flame fitness matrix

9. Updating the flame adaptively according to Equation (17)
10. Generate a random disturbance

11.  Assign the flame position and score

12.  Cycle to compare moth positions

13.  If<constant

14.  Update the optimal position of flame according to Equation (20)
15. else

16. The location updates normally

17. endif

18.  Generate probability operator according to Equation (22)
19. if probability operator<(

20. Generate cauchy mutation operator Equation (21)
21. else

22. Accept the current solution

23. endif

24.  Updating moths location according to Equation (16)
25. end while
26. Return the optimal path and minimum generation value

IV. COMPARISON EXPERIMENT OF OLTC-MFO
ALGORITHM

A. TEST FUNCTIONS

UAV route planning is ultimately an optimization problem.
Due to the complex environmental model, changeable
terrain and many constraints, UAV may fall into local
optimum or fall into terrain environment and cannot find a
way out when searching for optimization. Therefore, it is
particularly important to test the performance of UAV route
planning algorithm to ensure that it can effectively cope
with the complex environment and find the global optimal
solution.

VOLUME 10, 2022



M. Ma et al.: Chaotic Random Opposition-Based Learning and Cauchy Mutation Improved MFO Algorithm

IEEE Access

TABLE 4. Benchmark functions.

Function Expression Global minimum Features
Schwefel _ . 1 _ _ .
251 f(X)=max{[x|,1<i<30},x € [-100,100] x,=0,f(X)=0 Unimodal
D-1
Rosenbrock F(X) =T A00(x,, —x7)* +(x, —1)*),x, € [-30,30] x, =1 f(X)=0 Unimodal
i=1
. D 2 .
Rastrgin f(X)=2(100(x; —=10cos(27x;)+10)),x, € [-5.12,5.12] x,=0,f(X)=0 Multimodal
i=l
. 1 o2 I X .
Griewank S(X)=—=3x" —TIcos—=+1,x, € [-600,600] x,=0,f(X)=0 Multimodal
10005 A A
sin’ (3ﬂx,)+i(x, —1)[1+sin® (3zx, +1) |+
Penalized 2 f(X)=0.1 = +1(x,,5,100,4), x € [-50,50] x, =1 f(X)=0 Multimodal
(x, —I)Z |:I +sin® (271')(}")] =

Start

l

Initialization

}7

Sort by fitness value

Chaos
disturbance e
flame update
Cauchy strategy
mutation
v
probatilistic No
choice
Updated moths ltera'tlon‘:
location max_iteration

Optimize air Yes

route

End

FIGURE 10. Flow chart of OLTC-MFO algorithm.

In this paper, five classical benchmark functions in
CEC2010 were selected to test the performance of the
algorithm [29], among which Schwefel 2.21 and Rosenbrock
functions were single-peak functions, which were mainly
used to test the convergence speed and accuracy of the
algorithm. Rastrgin, Griewank and Penalized_2 functions are
complex multi-peak functions with multiple local optima,
which are mainly used to test whether the algorithm can
effectively escape from local optima and then search for

VOLUME 10, 2022

global optimal values. The expression and basic information
of the algorithm are shown in Table 3:

B. EXPERIMENTAL VERIFICATION

The above five classical benchmark functions were selected
to conduct comparative experiments on MFO algorithm,
TCSA-MFO algorithm [16] and OLTC-MFO algorithm
to test the performance of the algorithm in this paper.
Figure 11 shows the graphs of each test function and the
fitness convergence curves of each algorithm on different test
functions. Table 5 lists the optimal value and convergence
algebra of each algorithm as well as the average value in
20 tests. The initial parameter Settings of the algorithm are
shown in Table 4:

TABLE 5. Algorithm parameter settings.

The parameter name Numerical value

Population 30
iterations 1000
Logarithmic spiral parameters 1

The five classical test function diagrams and convergence
curves are as follows in Fig. 11.

It can be seen from Figure. 11 that OLTC-MFO algorithm
is superior to MFO algorithm and TCSA-MFO algorithm
in both convergence speed and accuracy in the benchmark
function in 5. Especially in the Rastrgin test function
experiment, it can be seen that the performance of OLTC-
MFO algorithm is significantly better than the other two
algorithms, which proves that the OLTC-MFO algorithm
proposed in this paper has strong performance in convergence
speed and accuracy, and has the ability to jump out of the local
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FIGURE 11. Fitness convergence curves of each algorithm on different test functions.
TABLE 6. Comparison of the results of the three algorithms on the test functions.
Test functions Algorithm The optimal value Iterations Mean value
MFO 1.0045 329 1.6656
Schwefel 2.21 TCSA-MFO 6.4990x10™ 962 7.5983%10°
OLTC-MFO 9.7070x10° 886 9.8956x10°
MFO 555.1400 207 5.5364
Rosenbrock TCSA-MFO 4.7114 890 1.2653
OLTC-MFO 0.171 588 0.1532
MFO 13.9294 128 5.6934
Rastrgin TCSA-MFO 6.1313 514 1.4253
OLTC-MFO 2.7401x10° 923 3.6956x10”
MFO 0.3983 186 0.4726
Griewank TCSA-MFO 6.489%10° \ 3.600%10™°
OLTC-MFO 1.132x10™ 983 3.600x10™"
MFO 0.0110 293 0.0253
Penalized 2 TCSA-MFO 5.985x10°* 877 3.600x10™"°
OLTC-MFO 3.600x10™ 883 3.600x10™°

49394

VOLUME 10, 2022



M. Ma et al.: Chaotic Random Opposition-Based Learning and Cauchy Mutation Improved MFO Algorithm

IEEE Access

TABLE 7. Algorithm parameter settings.

The parameter name number
Population 30
Iterations 1000
Logarithmic spiral parameters 1
Start point (15.15,30.3,180.9)

Threat 1 coordinates
Threat 2 coordinates
Threat 3 coordinates
Threat 4 coordinates
Threat 5 coordinates

End point coordinates
Route points

(196.1,355.3,389.9)
(393.9,414.1,349.2)
(86.2,135.4,286.2)
(358.9,146.8,266.5)
(234.2,200)

(449.5,459.6,482.0)
40

0

FIGURE 12. Single UAV route planning route.

optimal value, and can better search for the global optimal
value.

V. SIMULATION ANALYSIS OF UAV AUTONOMOUS
ROUTE PLANNING

The CPU of the simulation computer is Intel Core 17-9750H
CPU 2.60ghz, the operating system is Windows 10, and the
simulation software is MATLAB R2020a. The terrain area
is set as 500km x 500km, and the height limit is 500km.
The algorithm parameters and model initialization parame-
ters are set as shown in Table 6:

A. ROUTE PLANNING OF SINGLE UAV

Firstly, OLTC-MFO algorithm is used to carry out route
planning for a single UAV on the simulated terrain. The
results are shown in Figure 12:

Then, MFO algorithm and TCSA-MFO algorithm are used
to plan the UAV route on the simulated terrain, Compared
with the experimental results of OLTC-MFO algorithm,
the experimental results show that OLTC-MFO algorithm
is superior to the other two algorithms in convergence
speed and optimization ability, and the route range found is
shorter and the route cost is obviously lower than the other
two algorithms as a whole, which can ensure the UAV to
complete the task safely and quickly with less cost. The route
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FIGURE 13. Route planning results and route cost convergence curve.

TABLE 8. Single UAV route planning results of each algorithm.

Algorithm Length Optimal Convergence
name /km fitness times
MFO 783.6566 155.5 522

TCSA-MFO 760.1211 22.32 747
OLTC-MFO 738.2885 5.463 910

planning results and route cost convergence curve are shown
in Fig 13.

B. ROUTE PLANNING OF MULTI-UAVs

In order to meet the actual combat requirements, give full
play to the advantages of multi-UAV cooperative combat, and
prove the feasibility of the algorithm in route planning of
multi-UAYV, the simulation verification of route planning of
multi-UAV is realized to some extent with three UAVs as the
representative. UAV 1 and UAV?2 represent the reconnaissance
and combat integrated UAV, and the goal is to penetrate
and destroy the enemy’s high-value targets at the mission
site; UAV3 stands for anti-radiation UAV, which is mainly
used to attack enemy radar and air defense positions at
target sites after penetration. The starting points of the
three UAVs are: (15.15,30.3, 180.9), (175.5, 30.3, 260.9),
and (49.48, 358.9,272.4). The route planning route of multi-
UAVs is shown in Figure 14.
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FIGURE 14. Route planning results and convergence curves of multi-UAVs.

TABLE 9. Results of time coordinated route planning for multi-UAVs.

Number Speed range /km/h Route length /km Time interval /T Range of overlap
UAV1 (400,860). 760.1211 (0.884,1.900)
UAV2 (400,740). 564.7756 (0.763,1.412) (1.062, 1.412)
UAV3 (280,460). 488.7411 (1.062,1.746)

The results of time cooperation planning of multi-UAVs
are shown in Table 8.

VI. CONCLUSION

In this paper, a route scale model based on OLTC-MFO
algorithm is proposed for multi-UAV route intelligent route
planning. Firstly, a three-dimensional terrain model and a
threat model are established, and the performance of UAV is
constrained and controlled to determine the cost function of
UAV route planning. At the same time, the cooperative route
planning model of multiple UAV's was established to provide
technical support for future practical application. Secondly,
MFO algorithm is improved to solve the problem of slow
convergence and easy to fall into local optimum in the search
process:

(1) According to the principle of reverse learning, the
reverse population is generated, which makes the initial
search of the algorithm more purposeful and accelerates the
convergence speed of the algorithm;

(2) The Logistic Tent chaos principle is used to conduct
chaos disturbance to the flame position, which enhances the
global search ability of the algorithm;

(3) Cauchy mutation operator and probability operator are
introduced to perturb the optimal flame position, so that
the algorithm can not only accept the current solution with
a certain probability, but also jump out with a certain
probability, which enhances the local search ability of the
algorithm and avoids the algorithm falling into local optimal.

Finally, experiments prove that OLTC-MFO algorithm has
better convergence speed and accuracy than MFO algorithm
and TCSA-MFO algorithm in algorithm performance and
route planning application process, and can also better

49396

complete tasks in route planning of multiple UAVs. In the
next research the proposed algorithm will be integrated
into the UAV mission planning software, so as to achieve
engineering application.
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