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ABSTRACT The swarm behavior in nature is a fascinating and complex phenomenon that has been studied
extensively for decades. Visually natural swarm animation can be produced by the state-of-the-art rule-
based method; however, it still suffers from the drawbacks of low control accuracy and instability in swarm
behavior quality when controlled by the user. This study proposes a deep reinforcement learning (DRL)
based approach to generate swarm animation that reacts to real-time user control with high quality. A rule-
based action generator (RAG) adapted to the actor-critic DRL method is presented to enhance DRL’s action
exploration strategy. Various practical dynamic reward functions are also designed for DRL to train agents
by rewarding swarm behaviors and penalizing misbehavior. The user controls the swarm by interacting with
the swarm’s leader agent, for example by directly changing its speed or orientation, or by specifying a path
consisting of waypoints. The second aim of this study is to improve the scalability of the trained policy. This
study introduces a new state observation quantity of DRL called the embedded features of swarm (EFS) for
allowing the trained policy scaling to a more extensive system than it has been trained on. In the experiments,
four different scenarios have been designed to evaluate the control accuracy and quality of the generated
swarm behavior by metrics and visualization. Additionally, the experiment has compared the performance
of the proposed dynamic reward functions with fixed reward functions. Experimental results show that the
proposed approach outperforms state-of-the-art methods in terms of swarm behavior quality and control
accuracy. Moreover, the proposed dynamic reward functions are more effective than the existing reward
functions.

INDEX TERMS Computer graphics, swarm animation, deep reinforcement learning, actor-critic, path
planning.

I. INTRODUCTION
Swarm behaviors, as commonly seen as a flock of birds,
a herd of land animals, a school of fish, or even human
crowds, are complex yet fascinating phenomena in nature
and society. To investigate the swarm phenomena involves
interdisciplinary subjects such as biology, sociology, psy-
chology, physics, and computer science. Generally, swarms
are composed of a large number of simple, individual, and
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homogeneous agents [1]. From a global perspective, swarms
performance seems to be collective and self-organized, but
their behaviors are stochastic from the perspective of indi-
viduals. Recently, numerous studies have been devoted to
modeling swarm behaviors [2] which provide contributions
to robotics [3], traffic simulation [4]–[6], network commu-
nication [7], navigation [8], [9], precision agriculture [10],
and other fields. The stochastic and convergence proper-
ties of swarm behaviors are also widely used in designing
meta-heuristic optimization algorithms [11]–[17] to solve
NP-hard problems [18]–[20].
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Advancements in the field of digital entertainment have
evolved significantly in recent years. Generating controllable
swarm animations [21]–[24], as a practical and challenging
topic, has been studied for years. Due to the limitations of the
computer systems, early digital contents had relatively been
rough and straightforward. As computer graphics technology
and hardware have advanced, visual effects have become
more realistic [25], [26], and game content has grown more
complicated. The study of swarm simulation has the potential
to provide high-quality content for digital entertainment and
social simulation. Therefore, modeling and simulating natu-
ral and social phenomena, such as swarm behaviors in animal
groups or human crowd behavior, is important.

This study focuses on generating controllable and visu-
ally realistic swarm animations. The bulk of state-of-the-art
studies [27]–[29] use rule-based methods. However, those
methods still suffer from the drawbacks of low control accu-
racy and instability in swarm behavior quality, when they
are controlled by the user in real time. Simultaneously,
a surge of interest in data-driven animations [30]–[34] has
been rekindled along with the development in deep learning
technology. Thus, this study proposes a deep reinforcement
learning (DRL) method which generates swarm animation
that reacts naturally to real-time user control. DRL is basi-
cally a trial-and-error technique that gains experience by
driving the agent to continuously interact with the environ-
ment. The challenge is that DRL requires extensive action
explorations and more episodes for training agents in swarms
since swarms are multi-agent systems with various interac-
tions. To address this issue, this study proposes a rule-based
action generator (RAG) to improve DRL’s action exploration
strategy. Another objective of this study is to scale the trained
policy to function on a more extensive system than the orig-
inal ones on which it has been trained. In simulations, the
user controls the swarm of trained agents by interacting with
the leader agent of the swarm. The experimental results show
that the proposed method outperforms several state-of-the-art
methods in terms of control accuracy and swarm behavior
quality.

The main contributions of this study include the follows:
• A novel rule-based action generator (RAG) is pro-
posed to improve the quality of generated swarm
behaviors by enhancing DRL’s action exploration
strategy.

• A new state observation quantity of DRL called the
embedded features of swarm (EFS), is introduced to
improve the scalability of the swarm created by the
trained policy.

• Several dynamic reward functions using quadratic or
exponential function properties are designed for DRL to
train agents by rewarding swarm behaviors and penaliz-
ing misbehaviors.

The rest of this paper has been organized in the following
way. Section 2 provides a review of the literature and rel-
evant work. A detailed description of the proposed method
is presented in Section 3. Section 4 is devoted to discussing

the experimental results. The conclusion and future works are
summarized in the last section.

II. RELATED WORK
Many papers have been published on the swarming phe-
nomenon [35]–[40] in nature since the 1980s. Following the
pioneering works of Reynolds [41] and Vicsek et al. [42] in
the late 1980s and early 1990s, numerous studies have been
devoted to modeling swarm behaviors [2]. The majority of
studies can be categorized as rule-based methods [27]–[29],
[41]–[44] which prescribe a variety of physical [27], [29] or
kinematic rules [28] for positioning agents to preserve swarm
behaviors.Moreover, as artificial intelligence has advanced in
recent years, data-driven methods for swarm simulation have
been considered [32], [45]–[49].

A. RULE-BASED METHODS
Rule-based simulation methods are modeling approaches
that refer to using a set of rules indirectly specifying a
mathematical model [50], [51]. To model swarm behav-
iors, earlier studies [41], [42] have proposed rules that con-
strain the behavior of individuals in a swarm. Reynolds [41]
proposed that swarm behaviors follow three primitive
rules [41]: separation refers to the prevention of static
collisions between agents in the swarm; alignment speci-
fies velocity matching of agents to others in the swarm;
cohesion indicates the propensity of agents to gravitate
toward the swarm’s center of mass (COM). Later, the
collection of potential steering behaviors is expanded to
include goal-seeking, obstacle avoidance, direction-finding,
and fleeing [52]. Vicsek et al. [42] presented the idea of
self-propelled particles (SPP) in 1995 as a special case of
Reynolds’ model [41]. An SPP swarm is modeled by a set
of particles and the heading of each particle is updated using
a local rule taking the average of its own heading plus the
headings of its ‘‘neighbors’’. The work of Tu et al. [53] sim-
ulated the underwater environment and realistically emulates
the appearance, movement, and behavior of fishes driven
by their state and intentions. Zaera et al. [54] attempted but
failed to create theNewtonian kinematics-based controller for
three-dimensional schooling behavior using inertia and drag.
Ward et al. [43] are more successful than Zaera et al. [54] by
proposing a fitness function dependent on each agent’s virtual
energy levels, as it was challenging to explicitly encode
entire swarm behaviors in the fitness function. Furthermore,
a tremendous amount of studies [55]–[62] have demonstrated
the efficiency of rule-based methods.

This work focuses on studies [21]–[24], [63]–[67] related
to creating swarm animations with these rule-based meth-
ods. Anderson et al. [68] investigated an iterative sampling
approach for generating group animations of predefined
formations. Nonetheless, the approach was considered to
be quite computationally expensive for real-time render-
ing, and they did not take into account managing obstacles
avoidance during certain phases. Xu et al. [69] proposed a
shape-constrained swarm animation system to enforce static
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and deforming shape constraints on the spatial distribution of
a swarm. Klotsman et al. [70] provided a biologically moti-
vated technique for modeling and animating bird flocks in
flight with line formations, which produces plausible and
realistic-looking flock animations. Wang et al. [71] proposed
a flock morphing technique for creating special morphing
effects between two arbitrary 3D objects. Zheng et al. [72]
adopted geometric constraint idea for smooth formation ani-
mation of regulated crowds. Wolinski et al. [73] presented
a method to compute optimal parameters for rule-based or
physically based multi-agent simulation algorithms. As the
most recently rule-based methods for producing swarm
behaviors, Chen et al. [27] defined a distance-based rule to
sort agents by three separate sphere zones, and presented
a flock morphing method of flying insect swarms with
predefined shape constraints. On the basis of the work
of Chen et al., In this study, a rule-based action genera-
tor (RAG) was designed for deep reinforcement learning
(see Section III-C3).

B. DATA-DRIVEN METHODS
Along with the development in deep learning technology,
data-driven algorithms have been introduced into computer
graphics for rendering [74]–[77], simulation [78]–[80], and
geometry processing [81]–[89]. In recent studies, there has
been a vast amount of renewed interest in data-driven anima-
tions [30]–[34]. Several studies have learned patterns from
domain-specific data (such as developed datasets or real-
world data) to simulate complex phenomena. Simultaneously,
deep reinforcement learning is becoming a trendy framework
for generating complex animations.

1) DEEP REINFORCEMENT LEARNING (DRL)
Reinforcement learning (RL) is an algorithm to solve a
Markov decision process (MDP), which is a mathematical
formulation on sequential decision-making problems. Deep
reinforcement learning (DRL) [90]–[94] offers a deep neural
networks-based mechanism for the agent to make behav-
ioral decisions by interacting with the environment in lack
of reference data. DRL was commonly used for robotics in
the early studies. Works from [95]–[98] have shown success
in controlling robots or agents with different morphology.
DRL methods have also been successfully applied to games
in a discrete virtual environment [99]–[101]. Recent studies
of producing animations by DRL focus on crowd simula-
tion [102] and character motion control [103].

This study is motivated by a recent work of Lee et al. [31],
which provided a deep reinforcement learning approach
with a fixed reward function for navigating crowds in var-
ious complex scenarios. Crowd simulation refers to a pro-
cess of simulating the movement of numerous characters or
agents [104]. The key capability of crowd simulation is agents
should reach goals without colliding with other agents or
obstacles. However, the work of Lee et al. suffered from
poor scalability and paid more attention to agents’ colli-
sion avoidances rather than gathering agents in formation.

In this paper, several practical dynamic reward functions
instead of fixed reward functions were presented to enhance
gathering agents in formation. To improve scalability, the
embedded features of swarm (EFS) were introduced as a
state observation of DRL. Research into crowd simulations
has a long history. Macroscopic crowd simulation algo-
rithms [105], [106] animate crowds at the global level, aiming
to capture statistical quantities such as flows or densities.
In contrast, microscopic algorithms [107]–[109] model inter-
actions between individual pedestrians, with the emergence
of movement patterns at the crowd level. Fridman et al. [110]
adopted social comparison theory in their crowd behav-
ioral model to account for the various social factors influ-
encing human behavior. Wolinski et al. [109] presented a
local interaction algorithm with a new context-aware, prob-
abilistic motion prediction model to improve the quality
of crowd simulations. Karamouzas et al. [111] proposed an
optimization-based integration scheme for implicit integra-
tion of physics-based multi-agent animation. To date, sev-
eral studies on crowd simulation have successfully applied
deep reinforcement learning [112]–[115]. Chen et al. [116]
brought attention mechanisms into DRL to train robots with
swarm behaviors. Wang et al. [115] presented to apply DRL
to the path planning-based crowd simulation.

In recent years, there has been a surge of inter-
est in controlling the characters’ motion [33], [117] by
DRL. Park et al. [117] combined kinematic controllers with
DRL to produce a responsive controller for biped agents.
Chentanez et al. [118] proposed a deep reinforcement learn-
ing method that learns to control articulated humanoid bod-
ies to imitate given target motions closely when simulated
in a physics simulator. The work from Luo et al. [33] pre-
sented a motion synthesis based on imitation learning and
introduces Generative Adversarial Networks (GAN) to adapt
high-level controls. The work from Peng et al. [119] adapted
DRL to learn robust control policies capable of imitating
example motion clips, allowing the trained characters to react
intelligently in interactive environments. Clegg et al. [120]
introduced a model-free deep reinforcement learning method
to automatically discovering robust dressing control policies
by designing an appropriate input state space and a reward
function. Moreover, interactively controlling physics-based
characters in real-time is attainable by combining a motion
matching technique and DRL-based control policy [121].

2) LEARNING FROM DOMAIN-SPECIFIC DATA
Research on producing animations by learning domain-
specified datasets has been studied widely in recent
years [122]. Xiang et al. [32] presented a data-driven frame-
work, FASTSWARM, to model complex behaviors of flying
insects based on real-world data and simulate plausible ani-
mations of flying insect swarms. Lee et al. [45] presented
a crowd simulation method which use an agent model
generated from real-world observations. Chao et al. [123]
applied characteristics of drivers from an empirical video
to an agent-based model. Boatright et al. [124] classified
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the contexts and learn the characteristics from a dataset.
Charalambous et al. [125] presented a real-time synthesis
method for crowd steering behaviors with the temporal per-
ception pattern. Du et al. [126] investigated different ways
of representing joint angles (Euler angle, quaternion, and
exponential map) from motion capture data, concluding that
Quaternion representation is more appealing for statistically
modeling motion data. Gopalakrishnan et al. [127] presented
a Gated Recurrent Unit (GRU)-based method for predicting
and synthesizing human motion, and consider alternative
metrics and human evaluation to deal with the uncertainty
of the task. Kim et al. [128] presented a layered volumetric
human bodymodel composed of a data-driven inner layer and
a physics-based external layer to produce realistic skin defor-
mation due to interactions with the environment. In addition,
the data-driven approaches are also widely used in traffic
simulation [4]–[6], fluid simulation [129], [130], etc.

III. METHODOLOGY
The goal of this study is to create a data-driven framework
that produces swarm behaviors and natural movements while
following high-level user controls. This section describes the
proposedmethodology. The first part provides an overview of
the proposed approach, followed by details about the training
process, and eventually the trained policy is applied to the
simulation phase.

A. METHOD OVERVIEW
The overview of the proposed approach is depicted in
Figure 1, which contains the following main parts:

FIGURE 1. Overview of the proposed method.

Training process is driven by deep reinforcement learn-
ing (DRL). This study presents a rule-based action gener-
ator (RAG) to build an initial action vector of DRL for
producing better swarm behaviors. This work also includes
designing a series of reward functions that enable the
trained policy to preserve swarm behaviors, as well as
introducing embedded features of swarm (EFS) as quan-
tities of state observations to improve the trained policy’s
scalability.

Simulation phase utilizes the trained policy to make
agents of the swarm react to changes in the user-controlled
leader agent.

B. SIMULATION PHASE
The movement of an agent in swarm is determined by its
speed u and orientation (heading direction) q, where u ∈ R
and q ∈ R3. During the simulation phase, the user controls
the leader agent by adjusting its orientation and speed.

u′ = u+1u · h

q′ = q+1q · h (1)

where h represents the holding duration of press buttons,
u′ stands the new speed of the leader agent while q′ indi-
cates its new orientation (Euler angles). Moreover, 1u and
1q denote the minimum change of speed and orientation,
respectively. At each time-step t , every agent makes a deci-
sion a = {ν, ω} according to the trained policy.

uit+1 = uit + νi
qit+1 = qit + ωi (2)

where ν denotes a change in speed and ω denotes a change in
orientation.

FIGURE 2. Simulation phrase.

C. TRAINING PROCESS
1) DEEP REINFORCEMENT LEARNING (DRL)
Generally, DRL is characterized as Markov decision process
(MDP) [131] to address sequential decision-making prob-
lems. MDP is represented as (S,A,P,R, γ ), where S is a
set of environment’s states,A is a collection of agent’s actions
(decisions), and P(s, a, s′) is the probability of transitioning
to the next state s′ given the current state s and the action a.
R(s, a, s′) is a reward function that indicates the attractive-
ness of the agent state, and γ ∈ [0, 1] is a discount factor that
prevents the total of rewards from approaching infinite [132].
DRL finds an optimal policy π (s) that maximizes the expec-
tation on cumulative rewards η(π ).

η(π ) = Es0,a0,...

[
∞∑
t=0

γ trt

]
(3)

where st ∼ P(st−1, at , st ), at ∼ π(st ), and rt =
R(st−1, at , st ). The essence of DRL is the development of
a value function, which is an approximation on η(π ). A state-
action value function Qπ (s, a) is considered to provide the
cumulative reward when taking action a according to pol-
icy π . An appropriate value function should satisfy the
Bellman optimality equation.

Q(s, a) = R(s, a, s′)+ γ max
a′∈A′

Q(s′, a′) (4)
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where A′ represents all potential actions in the next
state s′.
This study utilizes an actor-critic method that is similar

to Deep Deterministic Policy Gradient (DDPG) [133]. The
benefits of DDPG include the reduction in training time,
improved stability of the training process, and reduced sen-
sitivity to hyperparameter changes. It combines Determin-
istic Policy Gradient (DPG) [134] with Deep Q-Network
(DQN) [135]. DDPG extends DQN to continuous space
with the actor-critic framework while learning a determin-
istic policy. The actor (policy) and the critic (value func-
tion) are represented as deep neural networks π (s|θ ) and
Q(s, a|φ), where θ and φ are parameter values of each net-
work, respectively. The critic network Q evaluates state and
action pairs, and it is learned byminimizing themean-squared
Bellman error (MSBE) loss L that measures how much Q
satisfies the Bellman equation.

L =
1
M

M∑
i

(ri + γQ(s′i, π(s
′
i)|φ̄)− Q(si, ai|φ))

2 (5)

where γ is a discount factor, φ̄ is fixed parameter of the
target network which is updated periodically to the current
parameter to stabilize the learning. The actor network π
decides what to do based on current state, and it is learned
by the deterministic policy gradient ∇J .

∇J =
1
M

M∑
i

(∇aQ(s, a|φ)|s=si,a=π(si)∇θπ (s|θ )|s=si ) (6)

where ∇a, ∇θ are partial derivatives with respect to a, θ ,
respectively. A sketch of DDPG is illustrated in Figure 3. The
proposed training process is described in Algorithm 1, and the
structure of neural networks is described in detail in the next
section (see in Section IV-A1).

FIGURE 3. An overview of deep deterministic policy gradient.

DDPG is an off-policy model-free actor-critic method
that stabilizes learning through experience replay and the
frozen target network. Experience replay lets online rein-
forcement learning agents store and reuse previous experi-
ences. The core idea of the proposed method is to initialize

the experience replay buffer with action vectors generated by
a rule-based action generator, and keep them until the leader
agent is changed.

Algorithm 1 DDPG With RAG
1: Initialize critic network Q(s, a|φ), actor network π(s|θ )

with parameters φ and θ
2: Initialize target network Q′(s, a|φ′) and π ′(s|θ ′) with

parameters φ′← φ, θ ′← θ

3: Initialize replay buffer E with size S, updating rate of the
target network λ

4: for episode = 1, Z do
5: Initialize a random noise process 9 for action

exploration
6: Observe initial state s1
7: if episode mod K == 1 then
8: Update leader agent’s speed and orientation

randomly
9: Update all protection flags to false in E
10: end if
11: for t = 1, M do
12: if episode mod K == 1 then
13: Select action at from Rule-based Action Genera-

tor in Section III-C3
14: Set the protection flag ft to true for preventing

overwrite in E
15: else
16: Select action at = π(st |θ )+9t according to the

policy and exploration noise
17: Set the protection flag ft to false
18: end if
19: Execute action at and obtain reward rt and observe

new state st+1
20: Store transition (st , at , rt , st+1, ft ) in replay

buffer E
21: Sample a random minibatch of H transitions

(si, ai, ri, si+1) from E
22: Update critic by minimizing the loss in Eq. 5
23: Update actor policy using Eq. 6
24: Update the target networks:

φ′← λφ + (1− λ)φ′

θ ′← λθ + (1− λ)θ ′

25: end for
26: end for

2) DATA COLLECTION
DRL is essentially a trial-and-error technique that gains expe-
rience by driving the agent to continuously interact with the
environment. In this study, the trainer randomly assigns a new
velocity and location to the leader agent everyK episode. The
follower agents keep exploring the action space with the same
leader agent for K episodes.

The initial condition of follower agents in each episode
is identical. In the training process, follower agents have
two exploration policies for generating actions: one is a
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noise-based approach provided by the original DDPG [133],
and the other is the proposed rule-based action genera-
tor (RAG) which is discussed in Section III-C3. During each
episode, the trainer collects the follower agents’ state obser-
vations and actions at each time step1t . The collected expe-
riences are then reformed into new trajectories, each of which
is composed of agent-independent transitions and can be
utilized by any agent during simulation. Lastly, the reformed
trajectories are stored in the experience replay buffer. A new
trajectory τ ki indicates the i-th agent’s sequential actions in
the k-th episode, and can be represented as follow:

τ ki = {s
i
t , a

i
t , r

ait
k , s

i
t+1}, for i = {1, 2, . . .N },

t = {1, 2, . . . ,M}, k = {1, 2, . . . ,K } (7)

where sit and s
i
j+1 represent the current and next state observa-

tion, ait is the action taken by the i-th agent, and r
ait
k indicates

the reward for action ait . Moreover, N denotes the number of
agents, M denotes the maximum steps in an episode, and K
denotes the maximum episodes.

3) RULE-BASED ACTION GENERATOR (RAG)
The rule-based action generator (RAG) is inspired by the
work from chen et al. [27], which is one of the most recently
rule-based methods for producing swarm animation. The pri-
mary notion of RAG, as depicted in Figure 4, is to calcu-
late the velocity of each agent in the next time step based
on the current position and velocity, and convert it into a
DRL-relevant action vector a = {ν, ω}. RAG sorts agents
by three spheres, denoted by three radii Rsep, Rali and Rcoh
(0 < Rsep < Rali < Rcoh). Specifically, Rsep represents
the repulsion zone which is the private separation space for
each agent; Rali indicates the alignment region where the
agents tend to align with their neighbors; and Rcoh signifies
an attractive zone where the agents are cohesion.

FIGURE 4. Rule-based action generator.

The force on i-th agent Fi consists of three components: the
repulsion force F sepi , the alignment force Falii , and the attrac-
tion force Fcohi . The three forces are computed as follow:

F∗i =
w∗
N∗

N∗∑
j=1

(
T (|pij|)

pij
|pij|
+ (1− T (|pij|)2)

vij
|vij|

)
(8)

where F∗i ∈ {F
sep
i ,Falii ,F

coh
i } signify the three types of

forces for the i-th agent, and N∗ indicate the numbers of
neighbors when these three different forces are calculated,

respectively. Furthermore, the constant parameters w∗ denote
the weights for the three forces. pij = pj− pi is a vector from
the position of i-th agent pi to its j-th neighbor pj. Similarly,
vij = vj − vi represents the velocity difference between the
i-th agent and its j-th neighbor. The value of T (|pij|) can be
calculated as follows:

T (|pij|) =


−1, 0 ≤ |pij| ≤ Rsep;
0, Rsep ≤ |pij| ≤ Rali;
1, Rali ≤ |pij| ≤ Rcoh.

(9)

RAG collects the velocity of each agent every1t time step.
The following equation (Eq. 10) can be used to transform of
the i-th agent’s next action, ai = {νi, ωi}.

νi = |v′i| − |vi|,

ωi = arccos
(
vi · v′i
|vi||v′i|

)
(10)

where vi is the current velocity of the i-th agent, and v′i
is the new velocity v′i in the next time step, which can be
easily calculated with the Fi. As shown in Figure 5, the

FIGURE 5. Rule-based experience collection.

generated action vectors and state observations are stored in
an experience replay buffer. This study proposes to keep the
RAG-generated experience in the experience replay buffer for
K episodes or until the leader agent is changed.

D. OBSERVATIONS AND ACTIONS
The policy is a mapping from state observations to actions.
The state observation S is constructed with local observations
and embedded features of swarm (EFS).

Local observations of an agent, as defined in Eq. 11,
include the agent’s speed (su ∈ R) and orientation (sq ∈ R3),
the vector from the position of the agent to the leader agent
(splead ∈ R3), the distance between the agent and the leader
agent (sdlead ∈ R), the relative speed to the leader agent
(sulead ∈ R).

su = û

sq = q̂

splead = plead − p̂

sdlead = ||s
p
lead ||2

sulead = ulead − û (11)
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where û, q̂ and p̂ represent the current agent’s speed, ori-
entation, and position, respectively. Furthermore, in the 3d
hemisphere of the agent’s heading direction, 42 rays with
the length of Rcoh are cast at 30◦ intervals. This observation
sdray ∈ R42 stores distances between the agent and detected
objects (eg., obstacles or other agents), however, the negative
distance is only stored if the detected object is an obstacle.

Embedded features of swarm (EFS) is inspired by the
mean embeddings presented by Hüttenrauch et al. [136].
It employs the average speed of neighbors s̄u, the mean square
error (MSE) on orientation s̄q and position s̄d between the
agent and its neighbors. The key advantage of using EFS
is that it overcomes the limitation of a fixed number of
neighbors during the simulation and enhances the scalability
of the trained policy. The Eq. 12 shows the definition of EFS,
where Nnbr indicates the number of neighbors.

s̄u =
1

Nnbr

Nnbr∑
i=1

uinbr

s̄q =
1

Nnbr

Nnbr∑
i=1

||qinbr − q̂||2

s̄d =
1

Nnbr

Nnbr∑
i=1

||pinbr − p̂||2 (12)

All quantities are concatenated into a single large state obser-
vation vector.

S = {su, sq, splead , s
u
lead , s

d
ray, s̄u, s̄q, s̄d } ∈ R54 (13)

The action vector (A ∈ R4) of an agent is composed of a
change in speed ν ∈ R and a change in orientation ω ∈ R3,
as mentioned in Section III-B.

1) REWARD FUNCTIONS
For generating swarm behaviors, a reward function R with
five terms was dedicated to evaluate agents’ actions during
training.

R = rspd + rdir + rleader + robs + reqnarray (14)

The rspd term indicates that the agent’s speed is more similar
to its neighbors, the higher reward is received.

rspd = wspd exp (−λspd
1

Nnbr

Nnbr∑
i

(|û− ui|)) (15)

where Nnbr denotes the number of neighbors, û is the speed
of the current agent, and wspd represents the weight of rspd .
Moreover, λspd indicates the rate of the reward’s change, the
greater it is, the more sensitive the reward’s change is. The
rdir term represents that the agent receives a higher reward if
its orientation resembles its neighbors’.

rdir = wdir exp (−λdir
1

Nnbr

Nnbr∑
i

(||q̂− qi||2)) (16)

where q̂ denotes the orientation of the current agent, wdir rep-
resents the weight of rdir , and the meaning of λdir is similar
to that of λspd . The rleader term leds the agent following the
leader agent by giving a higher reward if the agent’s position
is closer to the leader agent’s repulsion zone.

rleader=wleader exp (−λleader · ||p̂− pleader ||2 + Rsep)) (17)

where wdir represents the weight of rleader , and the meaning
of λleader is similar to that of λspd . p̂ and pleader denote
the position of the current agent and the leader agent,
respectively. The robs term checks if the agent is too close
to obstacles.

robs = exp ((λobs
Nobs∑
j

||p̂− pj||2)− Rsep)− wobs (18)

where wobs indicates a penalty if agent-obstacle collision
occurred. The last term reqnarray plays a role in keeping
alignment with the agent’s neighbors.

reqnarray=
1

Nnbr

Nnbr∑
i

−

(
||p̂− pi||2−

Rali − Rsep
2

)2

+ wdist

(19)

where wobs indicates the maximum reward when the agent
keeps an appropriate distance from its neighbors, and the
appropriate distance is determined by Rali−Rsep

2 , which lies in
the middle of the alignment zone.

IV. EXPERIMENTAL RESULTS
This section starts by describing the configurations of experi-
ments. Subsequently, the control accuracy, the swarm behav-
ior quality, and the scalability of the proposed method
are evaluated experimentally. Eventually, the comparison
between the proposed dynamic reward function and the fixed
reward method given in the previous study.

A. EXPERIMENT CONFIGURATIONS
1) NEURAL NETWORKS DESIGN
As illustrated in Figure 3, DDPG (Deep Deterministic Policy
Gradient [133]) is composed of four neural networks: an
actor network, a critic network, an actor target network, and
a critic target network. The actor target network has the
same structure as the actor network, while the critic target
network has the same structure as the critic network. The
structures of these two categories of neural networks used
in the experiments are shown in Figure 6. Actor networks
output an action for a given state. They are fed with state
observations in the form of a 54-dimensional vector. Actor
networks are composed of three fully connected layers: two of
the layers have ReLU (Rectified Linear Unit [137]) activation
functions with 128 and 256 neurons, respectively; the final
layer has a linear output activation function with 64 neurons.
The output of actor networks is a 4-dimensional action vector
that contains the change in speed and orientation. Critic net-
works predict the value of a given action and state. They have
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a similar structure as actor networks except that their input
includes an additional action vector from the actor network
and the final outcome is a scalar value.

FIGURE 6. Neural networks design.

2) MODULAR CONTROL
A navigation module, which is a specified path consisting of
waypoints, is added to the simulation since it more precisely
controls the leader agent than a joystick.

The waypoint of the navigation module contains the target
position information and the target velocity information for
the leader agent. The green lines in Figure 7 (b), (c), and (d)
indicate the path of the navigation module.

3) SCENARIOS AND PARAMETERS
As shown in Figure 7, four different scenarios are dedicated
in this study to evaluate the performance of the proposed
method. Obstacle-free roaming is a scenario without obsta-
cles in which the user uses the joystick to control the swarm.
Quadrilateral scenario contains a quadrilateral path in an
obstacle-free environment to control the swarm. Stairway
scenario involves a stair-like obstacle and the swarm move
along a specified stair-like path. Maze scenario is a complex
environment with numerous obstacles.

Figure 8 shows an example of the training setup, where
the orange cone in the training environment represents
the leader agent and the blue cones represent follower
agents. All parameters for the experiments are summarized
in Table 1.

FIGURE 7. Experiment scenarios.

TABLE 1. Parameters of experiments.

B. CONTROL ACCURACY
To evaluate the control accuracy of the proposed method, this
experiment employs the average speed differential between
the leader agent and 200 follower agents as a metric. The
leader agent’s speed varies from 0.5 to 1 unit/s, while per-
forming 90- and 180-degree turns in top, bottom, left, and
right directions, respectively. This experiment produces ten
recordings, each with one second of duration, for each control
test. The metric is summarized in Table 2.

Simultaneously, the evaluations of control accuracy
are also carried out in the Quadrilateral scenario, the
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FIGURE 8. Training setup example.

TABLE 2. The average speed differential between agents and the leader
agent.

Stairway scenario, and the Maze scenario. The initial speed
is 0.5 units/s, and the speed is increased by 0.2 units/s at each
waypoint. Table 3 presents themetrics of these three scenarios
and the visual outcomes are shown in Figure 9. The results
show that the proposed method has minor average speed
differences, indicating that its control accuracy is greater than
the rule-based method.

TABLE 3. The average speed differential on three different scenarios.

C. SWARM BEHAVIOR QUALITY
Two metrics proposed by Eliot et al. [138] are utilized to
evaluate the quality of produced swarm animation: the cohe-
sion/repulsion metric and the inter-agent distance metric.
The cohesion/repulsion metric is a distance-based metric
that evaluates whether a swarm state is stable by analyzing
the average number of repulsion occurrences and attraction
occurrences. The inter-agent distance metric indicates how
the agents are physically distributed, which only considers
the inter-agent distances and their standard deviation. The
average distance for the swarm can be calculated by Eq. 20.

µ(P) =

∑N
i=1

∑N i
nbr

j=1 ||pi − p
i
j||2∑N

i=1 N
i
nbr

(20)

FIGURE 9. Visualization of control accuracy and swarm behavior quality
evaluations on three different scenarios.

where P denotes the positions of all agents of the swarm,
N i
nbr represents the number of neighbor agents for the

i-th agent, and pij indicates the position of the j-th neighbor
for the i-th agent. As defined in Eq. 21, the standard deviation
explains the distribution within the swarm.

σ (P) =

√√√√√∑N
i=1

∑N i
nbr

j=1 (||pi − p
i
j||2 − µ(P))

2∑N
i=1 N

i
nbr

. (21)

FIGURE 10. The results of inter-agent distance metric over time.

The simulation settings are identical to those mentioned
in the previous section for the control accuracy. Table 4
presents the result of the cohesion/repulsion metric. What
comes out in the table is that the swarm generated by the
proposed method is more stable than the rule-based method
since the number of cohesion occurrences is close to the
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number of repulsion occurrences. Figure 10 shows the evo-
lution of the inter-agent distance metric over time. The clear
trend of decreasing the standard deviation indicates that the
inter-agent distances within the swarm are getting uniform.

TABLE 4. The result of cohesion/repulsion metric.

D. SCALABILITY
This study analyzes the scalability of the trained policy with
or without embedded features of swarming (EFS) by applying
the policy, which was trained with 200 agents, to simulations
with 200, 600, and 1,000 agents, respectively. The perfor-
mance of each simulation is evaluated by computing the
average rewards of each step. As shown in Figure 11, for the
simulation with 600 agents, the trained policy without EFS
is challenging to obtain acceptable average rewards, whereas
the trained policy with EFS obtains almost as high average
reward as the original simulation with 200 agents. Further-
more, the average rewards with EFS are still acceptable for
the simulation with 1,000 agents. The visualization results of
each simulation are shown in Figure 12.

FIGURE 11. Normalized average rewards of the trained policy w/ or
w/o EFS.

TABLE 5. Differences between the proposed method and existing
methods.

FIGURE 12. Visualization of scalability simulation.

FIGURE 13. Crowd simulation for the evaluation of reward functions.

FIGURE 14. Comparison of three different reward functions.

E. DYNAMIC REWARDS VS FIXED REWARDS
In this section, the proposed dynamic reward function is
compared with two existing reward functions: a fixed reward
function proposed by Lee et al. [31] and a dynamic reward
function for rendezvous and pursuit-evasion proposed by
Hüttenrauch et al. [136]. The differences between three meth-
ods are summarized in Table 5. To evaluate the effectiveness
of the reward functions, a two-dimensional crowd simulation
was built. As shown in Figure 13, the red cube represents the
target pursued by agents, and green items represent agents.
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The crowd simulation aims to guide 30 agents through the
gap to the side with the red cube.

Figure 14 compares the normalized average rewards
obtained from three different reward functions. From the
chart, it can be seen that the proposed method obtains high
rewards earlier than the other two methods.

V. CONCLUSION
This paper presents an improved deep reinforcement learn-
ing (DRL) method for generating swarm animations. The
proposed method aims to generate high-quality swarm ani-
mations that respond to user controls in real time. The second
goal of this study is to improve the scalability of trained
policy even as the number of agents increases. Firstly, this
study combined Deep Deterministic Policy Gradient (DDPG)
with the rule-based action generator (RAG) to improve the
swarm behavior quality by enhancing DDPG’s action explo-
ration strategy. The user controls the swarm by interacting
with the swarm’s leader agent. Four different scenarios have
been designed to evaluate the control accuracy and quality
of the generated swarm behavior by metrics and visualiza-
tion in experiments. The experiment results show that the
proposed approach outperforms state-of-the-art methods in
terms of swarm behavior quality and control accuracy. Sec-
ondly, a new state observation quantity of DRL called the
embedded features of swarm (EFS) is introduced as a state
observation of DRL. In the experiment, the trained policy
trained on a group of 200 agents has been applied to swarm
with 600 agents and 1,000 agents, respectively. The experi-
mental results show that the trained policy with EFS can scale
to amore extensive system than it has been trained on. Finally,
various practical, dynamic reward functions are designed
for DRL. In the experiment, the proposed dynamic reward
functions compared with existing fixed reward functions and
dynamic reward functions, respectively. The experimental
results show that the proposed dynamic reward functions are
more effective than the existing reward functions.

Future studies will continue to expand the categories
of animation, such as birds and insects, that the proposed
method can produce. Currently, the presented state observa-
tions and reward functions are only defined for general swarm
behaviors. The corresponding state observations and reward
functions for different categories need to be implemented
since different categories of swarm required different external
influences to be considered. For example, the movement
of bird flocks needs to take into account the speed of the
wind, and insects have a more random movement of indi-
viduals in the swarm, as well as fish need to consider the
speed of the current in their movement. Using the energy
equation to model an extra velocity vector field in the envi-
ronment would be a step in the right direction. Moreover,
more study is needed to develop a deeper understanding of
the effects of centralized training and decentralized training
for multi-agent reinforcement learning on swarm animation.
Centralized training proposes a virtual central controller to
centrally train all agents of a swarm. The proposed method

virtually is a decentralized training method in which both
the actor network and the critic network are trained on each
agent. Centralized training with decentralized execution is a
hybrid architecture that trains the actor network on each agent
and trains the critic network on a virtual central controller.
Centralized training with decentralized execution will be a
useful starting point for developing shape-constrained swarm
animations, but it may potentially sacrifice scalability due to
its architecture.
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