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ABSTRACT Concerning the advantages of smart microgrids and the importance of selecting and using
technologies accustomed to optimized planning and design of typology and capacity of supplies, demand
response programs, and energy-storage charges, existing research has focused on the optimized design of
microgrids using ant colony optimization algorithm. Conditions of the optimization problem are enacted
on the objective function based on the technical and operational limitations of supplies and microgrids,
which may lead to the limitation of response space of the problem. Additionally, a methodology is proposed
for modeling and analyzing a novel design to consider the uncertainty of production and demand with
reverse risk in the design of residential microgrids. The proposed methodology focuses on the uncertainty of
photovoltaic production and load demand by solving two-dimensional multipurpose optimization problem
based on information gap decision theory (IGDT). In the mentioned approach, the photovoltaic generation’s
uncertainty and charge of photovoltaic generation are integrated into an equation to be solved as a problem.
Regardless of the likelihood density function of uncertainty parameters and without preparing a firm
framework, the current method integrates wind and photovoltaic production into the microgrids. The results
of the mentioned method are conclusive, which make the problems solvable.

INDEX TERMS Ant colony algorithm, distributed generation units, demand response, IGDT, microgrid,
multipurpose stochastic optimization.
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IGDT Information Gap Decision Theory. Because the various equipment installed in microgrids, and
MO Market Operator. the different types of technology, capacity, technical param-
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eters, investment expenses, and productivity, there is a wide
range of responses to microgrid design problems. So, to deter-
mine the optimized response, the design problem of micro-
grids can be stated as an optimization problem aimed at
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minimizing of expenses of the microgrid design. Recently,
attemots have been made to design an optimized microgrid
model. Nevertheless, a few studies have focused on optimized
modeling of residential microgrids. The optimized design
of microgrids has been investigated as a case study. Robust
optimization has been used for local distributed generation
units to minimize investment, productivity, and pollution
expenses [1]. Capacity planning is investigated separately
[2]. Determination of optimized energy storage capacity in
microgrids to minimize expenses is investigated [3]. The
environmental effects of installing wind and photovoltaic
units and diesel units in remote microgrids are investigated
[4], [5]. An optimal microgrid design was established consid-
ering load and PV power output uncertainties to promote the
supply-demand balance using the particle swarm optimiza-
tion (PSO) algorithm [6]. Some other papers have studied
the multi-objective problem in multi-grid networks. Ref [7]
designed a market operator (MO) and a distribution network
operator (DNO) for a network of microgrids in consideration
of multiple objectives. In [8], a new market mechanism has
proposed to quantify the value of emergency energy transac-
tions in renewable-based multi-microgrid (MMG) systems.
Ref [9] addressed the energy dispatch problem for multi-
stakeholder multiple microgrids (MMGs) under uncertainty
while considering independent market operators (IMOs). Ref
[10] has done an optimal design of microgrid considering the
dynamic state of distribution units by distributed particle fil-
ter (DPF) technique. The development design of microgrids,
including distributed generation units and CHP, is investi-
gated to minimize investment, productivity, and pollution
expenses in microgrids [11]. A novel method is proposed
for the design and productivity of microgrids connected to
the network. The mentioned method is based on a decision
tree [12]. In the research, as mentioned earlier, the design of
microgrids is generally discussed, and there has not been a
point related to residential microgrids. The optimized capac-
ity of photovoltaic units and batteries installed in residential
microgrids is calculated to minimize annual expenses [13].
A residential microgrid model including wind-power and
photovoltaic units is discussed. The design problem of res-
idential microgrids is expressed as an optimization problem
in this research which is investigated using PSCAD in order to
evaluate the effect of these units and other parameters on the
microgrid [14]. In other researches which have focused on the
same subject, potential effect of EVs and inflexible charges
are investigated [15]-[19]. Short-term planning of smart grids
has been done to find the optimized control on economic
distribution in DSM [20]-[27]. Due to the usage of renewable
resources in microgrids, some of the parameters, including
spatial factors, temperature, sunray, and wind speed, can
affect the output of photovoltaic systems. These parameters
can lead to unexpected changes in PV output [28], [29]. Under
the mentioned conditions, suitable methods and approaches
must be used to compensate for the complications arising
due to the uncertainty of wind and photovoltaic power plants,
which affect the productivity of microgrids. For instance,

48682

modeling the uncertainty of renewable resources using ran-
dom techniques and fuzzy approaches has been investigated
in many studies [15], [18]. Although advantages of the men-
tioned techniques have been discussed, these techniques are
not free of disadvantages. For instance, random methods such
as Monte Carlo [17], [19], scenario-based modeling [16],
[30], and point estimation [20] cannot predict uncertainty
without probability density function. The fuzzy technique
needs a membership function. Additionally, fuzzy numbers
are not easy to work with [21]. Recently, information gap
decision theory (IGDT) has been a promising method for
applicable industrial programs in order to deal with uncer-
tainty. Specially, power system engineers who try to reduce
productivity expenses are into using the mentioned method,
IGDT. Accordingly, this theory is no dependent upon infor-
mation related to past inclination of uncertainty parameters
[22], [23]. For instance, options of purchasing energy for
retailers and wholesalers are mentioned by [24] and [25]
respectively. Optimized production strategies of power mar-
kets are mentioned based on IGDT [26]. Additionally, [27]
have met demands arisen for huge electric consumption based
on IGDT. The known theory of IGDT explains uncertainty of
power production in wind plants [23], [31]-[34]. However,
daily changes of uncertainty parameters are not investigated.
Ref [35] focus on IGDT for models based on UC concerning
the uncertainty of wind plants and regardless of simultaneous
uncertainty. A hierarchical management system of frequency
and energy is mentioned, composed of an island microgrid
[36]. However, values of uncertainty parameters are not inves-
tigated simultaneously. The novelty of this work lies in the
creation of an integrated latent model that takes advantage
of different aspects and features of energy consumption in
modern energy systems. One of the designed microgrid fea-
tures is that the load flexibility obtained by using demand
response smart grid programs that plan high-consuming elec-
trical appliances like washing machines, dryers, dishwashers,
and electric cars is intended to user benefit rather than user
benefit their random access. In this paper, in order to evaluate
the efficiency of the designed microgrid from the economic
and reliability perspective, error occurrence and blackout
likelihood in residential microgrids are also considered. Due
to error in the connection line between the microgrid and the
main grid or in the generation units in the microgrid, in some
hours the microgrid may not be able to provide part of the
consumption load. This leads to subscribers’ power outage
and blackout which has been considered in the optimal design
of the residential microgrid. More importantly, in order to
increase the strength and resistance of the designed system,
arisk-averse strategy has been used in the face of uncertainty
parameters. In this strategy, the uncertainty of the parame-
ters will have a negative impact on the objective function,
so that the actual power of the consumption load is greater
than the predicted power, and the actual generation power
of the renewable units is considered less than their predicted
power. The maximum radius of uncertainty in the gener-
ation of renewable wind, photovoltaic, and load resources
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will be achieved by implementing the IGDT method via
solving a multi-objective optimization problem, to determine
the strength and resilience of the designed microgrid against
uncertainty parameters for decision makers. The proposed
method considers the uncertainty of photovoltaic and wind
power generation and load demand simultaneously with solv-
ing the problem of optimizing two-level multi-objective using
IGDT theory. At the first level, it is assumed that the predicted
value for generating renewable resources and system load
demand is equal to their actual values. At this level, the
objective function of the problem is the annual cost of the
microgrid. After optimizing the problem at the first level and
determining the minimum annual cost of the microgrid by
considering a critical cost for the objective function to deal
with uncertainties, in the second level the maximum radius of
uncertainty of wind and photovoltaic units, and consumption
load is calculated using IGDT theory so that the microgrid
resistance to these uncertainties can be measured. Another
feature of this article compared to previous researches is the
use of the ant colony optimization algorithm for the stochas-
tic design of residential microgrids due to the existence of
discrete variables in problem modeling. Therefore, the oper-
ations mentioned above are matched with principles of a
smart grid this model can be used for large-scale modeling
including operational patterning with no need of burdening
calculations.

Il. FORMULATION

The recommended method is enacted on a residential micro-
grid in Okinawa, Japan [37]. The block diagram is shown in
Figure 1. Thus, to determine the strength and resistance of
the system for supplying the required demand, the maximum
uncertainty radius of wind and photovoltaic resources and
consumption load are taken into account based on IGDT by
solving a multipurpose optimization problem. Time consid-
ered in a model is At = 1 which is discarded to simplify the
equations.

A. POWER BALANCE

According to Figure (1), injection power of wind and pho-
tovoltaic units and diesel and main networks includes two
currents of AC and DC. According to the following equations,
power balance can be kept stable for buses of AC and DC
separately.

P O+hpejac [ph®+ppan)] + pig®) = pu(t)+psa(r)
ey

mac /e [Pl + 0] + 0l = pa) @
According to the fact that production of renewable resources
fluctuates and can be affected easily, renewable production
can be way higher than consumption. Therefore, renewable

production can be limited based on the following restrictions
which can restrict power distribution:

P () + Pl (1) < Nwr.pwr, (1) 3)
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FIGURE 1. Block diagram of the proposed microgrid.

P(0) + p,(T) < Npy.ppyi(t) 4

The power which is sold to or purchased from the main
grid cannot exceed the maximum amount mentioned in the
contract:

PR + Pl < ut).pe )
psa() < (1 —u(t).pg (6)

Generally, u is the only binary variable. This variable restricts
purchasing power from and selling power to the main grid,
which is impossible in the real world. According to the fol-
lowing equation, the production capacity of 1 kWh of wind
unit per hour can be explained as a function of wind speed
and parameters of wind turbines:

0, if v(t) < veiorv(t)
> Vi or V(t)
3 3
v(t) — v,
pwri(t)= > Vco3—3a @)
Vi = Ve
if v(t) > v
and v(t) < vil, if v(t) > v or v(t) < Ve

Value of the parameters v, v, and v, are 3, 10, and 20 m/s,
respectively. The diagram is shown in Figure 2 [37].

According to [37], Nwr is considered a continuous vari-
able. Production output of 1 kWh for a photovoltaic unit can
be stated as a function of Ig and T,:

NOCT — 20
R ®)
1 K
pevi(t) = Y4 Gli” [ - BT - Tsrc} ©)

In the above equation, IG per hour depends on the solar
panel’s inclination angle, 30 degrees as the optimized
angle [37].

B. CHARGE AND DISCHARGE MODEL OF THE BATTERY
The balance of energy equation for a batter is explained as
follows:

Op(r + 1) = Op(1) + nrpen(t) — ppen(t) (10)
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FIGURE 2. The output curve of a 1Tkw wind turbine.

In the equation mentioned above, energy stored in the battery
at r 4+ 1 is a function of energy stored at t and the amount
of charge and discharge at 7. According to the following
equations, energy stored in the battery per hour is limited by
the minimum and maximum value of SOC:

Qp(1) = SOC.Np — Qr(1) (11)
Qp(1) = SOC.Np (12)

The total reduction of battery capacity at every time can be
calculated as the following:

Ot + 1) = Qr(t) + Zp ppen(t) (13)

According to the above equation, ZB expresses the lin-
ear depreciation coefficient, which is investigated in some
research for all battery technologies based on long-term mea-
surement of the electric field in the energy storage system.
To make sure that all energy expenses are taken into account,
energy stored in the battery at the end of the period must be
more than the energy at the beginning:

Op(IT]) = SOCo.Np (14)

According to the following equations, the charge and dis-
charge battery’s power is restricted by technical features of
the battery:

P (t) < Np.pp (15)
ppen(t) < Np.pp (16)

C. INVERTER MODEL

According to the following equation, the nominal capacity
of the bilateral inverter must be bigger than electrical power
passing through the inverter in both directions of AC to DC
and vice versa:

npcyac [poen(t) + pEy (D] < Niw (17)
mespe [Pl +pis®] = Nw (8)
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D. CONSUMPTION LOAD MODEL

In the current paper, consumption load is explained in three
ways: Thermal load: TRNSYS software packages are used
to predict the annual thermal load required for a Japanese
household living in a 100 m? one-story building in Okinawa.
According to Figure 3, the consumption load of residential
microgrids can be calculated by multiplying the figure’s
height by the number of houses.

Uncontrollable appliances: Every house is laden with
uncontrollable appliances such as cooking machines,
hairdryers, vacuum cleaners, lighting, and computers. PNCL
indicates these devices.

1) CONTROLLABLE LOADS
In Table (1), three different patterns of charging time of
automobiles are mentioned.

According to this modeling methodology, to reduce the
problem dimensions and the time required for optimizing
consumption loads, both uncontrollable and controllable con-
sumers must be included in the problem. Total consumption
load is bigger than or equal to uncontrollable and controllable
consumption loads plus unsupplied energy. This equation can
be true for every interval at 7'

D o pL® =Y Ni i DaoFim+ Y pncr(t) - (19)

teH; meA teH;

In the above relation, F; ,, indicates the minimum operational
time for m during H; to D;\”pp ration, which is shown as the
following:

F,-,mzl—min[k’Tm,l} (20)
Digpp

Some appliances such as washing machines must be kept
on continuously when they are supposed to be used. Some
other appliances, such as electric cars, do not need to be
continuously connected to the network. They can be charged
for an hour, and then they can be disconnected. It is possible
to charge them later again. In this relation, K; , indicates
maximum continuous hours H;/H,,; required for each appli-
ance (m). Additionally, this parameter shows the total hours
H;/H,,; an appliance is on continuously (such as charging
electric cars). According to the following relation, consump-
tion load at t € T must be bigger than or equal to uncon-
trollable subtraction loads from unsupplied loads at the same
time to make sure that controllable loads are supplied:

pL(t) = pner(T) 2

The following relation shows that for every D-hour period,
the total consumption load is equal to the sum of controllable
and uncontrollable loads at the same period:

D D
Y o)=Y Ny Dit+ Y pne(t)  (22)

t=1 meA t=1

Some appliances need a network connection for more than
an hour to work. According to table 1, an electric car needs
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FIGURE 3. The profile of annual consumption load for a 100 m?2
residence in Okinawa, Japan [37].

TABLE 1. The electrical appliances and their features.

Appliance Power Duration Usage Sh.ifting

(kW) (h) Freq Window
machine 05 101 Gy
Cloth dryer 1 1 0.7 (20:(%))_
Dishwasher 0.9 1 1 (zlj;:(())(?)_
EV1 2 3 0.4 %?;g;
EV2 2 3 0.3 (zlf(;)g)
EV3 2 3 0.3 (202:(?&'

3 x 2kWh, which means 2 kWh for 3 hours. Therefore, to
prevent responses that may lead to energy accumulation in an
hour, for example, 1 x 6kWh for electric cars, the following
relation is used to find the most suitable solution for the
problem:

pLt) <Y NG ph Zi mApner(T) (23)

meA

Binary coefficient Z; ;, is calculated based on consumption
time:
if t € Hy,

!
Z””Z{o if ¢ ¢ H, @4

E. OBJECTIVE FUNCTION

The objective function of the mentioned problem mini-
mizes the annual grid expenses (ACS). Annual grid expenses
include purchase, operation, maintenance (O&M), replace-
ment and purchasing power from the main grid, and outage
expenses (unsupplied energy). It is worth noting that profit
made out of selling power to the grid is taken into account
negatively. Accordingly, the objective function for the resi-
dential microgrids is defined as:

va(vaq + pvom
+ Npw(Invag + Invopy + Invgep)
+ Np(Bag + Boy) + Or(IT )Bgrep

ACS = P2A x
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+Naay [C (OPEG0) + phs1) — C (t)psc(t)]
teT

(25)

The period is taken three years. In relation (25), Or (IT|) Brep;
indicates the loss of battery value reduction due to reduced
capacity, and it is expressed as the multiplication of battery
capacity at the end of the optimization period by replace-
ment expenses. Photovoltaic and wind units do not need
replacement expenses to be considered, while inverters need
one replacement. All expenses must be calculated annually
(annual value). In (25), all expenses must be mentioned annu-
ally to express objective function as the function of annual
expenses of the considered grid. Because the microgrid sim-
ulation is performed only for one day (T), the amount of
power bought from the main grid and sold to the same grid
plus unsupplied energy expenses are related to the same
day. Therefore, to express the expenses annually, the number
of days must be taken into account to calculate the annual
operating expenses of the microgrid. Purchase, operation and
maintenance expenses, and replacement costs (Table 4) can
be indicated in present value. According to [33], the present
value coefficient is multiplied by P2A (250). The present
value coefficient is calculated as the following:

_ Iint(l + Iint)EL
(I + Lu)EE —1

Variables of optimized design for microgrids problem are:
Variable 1: installed capacity of wind turbine (N_WT)
Variable 2: installed capacity of photovoltaic panels

(N_PV)

Variable 3: installed capacity of the battery (N_B)

Variable 4: installed capacity of the inverter (N_Inv)

Variables 5-16: operation hours of appliances as control-
lable loads, which are expressed as the following:

Variable 5: operation hours of appliance 1 (washing
machine)

Variable 6: operation hours of appliance 2 (clean-dryer
machine)

Variable 7: operation hours of appliance 3 (dishwasher)

Variables 8-10: operation hours of appliance 4 (EV1 car)
which is 3 hours

Variables 11-13: operation hours of appliance 5 (EV2 car)
which is 3 hours

Variables 14-16: operation hours of appliance 6 (EV3 car)
which is 3 hours.

Accordingly, variables of the optimization problem can be
expressed as X = [x[,x2,...,%i,...,X—1,X,]; in which
has gotten 16 members. Variables 5-16 are related to the
operation time of controllable appliances. Operation time
is calculated by the ACO optimization algorithm, which is
generally used to control when response loads are connected
to the microgrid.

ACO flowchart is shown in Figure 4.

Stage 1: Information related to input data and system
(Tables 4 and 5) as well as parameter regulation of ACO

(26)
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Soeritvio Read the other Giving value to the parameters of ACO
—> generatian 9| information Table (4)and [~ algorithm Npop , Maxit «Nsamie
Table (5)
Level 1 :
( Updating the population counter (P)
Generating initial responses (optimization variables) for pth member of
the population
Updating the scenario (s) counter L
=
C: the of power with the network, non-supplied energy, and
-.. in Sth scenario
Level 2
S < Suax
l v
Calculating objective function with the aid of Calculate: the'average of powerexchanged with
equation (26) — the network, non-supplled_ energy, and ... all the
scenarios
\ P < Npop
Sorting the population member according to the amount of objective function
and storing in archive
Updating iteration counter (it) <
<
I
Calculating the objective function for ;
each random sample (such as level 2) le Creating random samples to the number of
Nsample
Level 3 \ 7
Merging r o d i with Updating the best overall response
items in the archive and removing additional =
members

FIGURE 4. The flowchart of the ACO algorithm.

algorithm is investigated. Weighted coefficient and likelihood
in the ACO algorithm are calculated for variables of the
optimization problem.

Stage 2: This step focuses on producing primary responses,
including optimization variables for each member of the
population. For each member of the population, which is a
16-member vector of optimization variables, the purchasing
power (AC and DC) or the power sold to the main grid
(AC), reduction of battery capacity, and supplied power are
calculated. Finally, the objective function of each member is
determined based on (25).

Stage 3: After generating primary responses and objec-
tive functions for each member, the responses and objective
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functions are put in order and saved in the archive. Random
samples are produced based on the probability model for
the Nygmpie. The value of the objective function is calcu-
lated for each random sample. Random samples are merged
with archived ones to delete outliers. The mentioned process
repeats until the repetition number of the algorithm finishes.

Ill. INFORMATION GAP-BASED DECISION THEORY

IGDT method can compensate uncertainty of information-
deficit problems to make the optimized decision [22]. The
strength function expresses the most considerable uncertainty
(failure is impossible) [31], [38]. Assume that the indefinite
input parameters vector is indicated by R. Then, X can be a
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Input data:
Equipments’ price, Specifications of consumables and uncontrollable loads, battery
parameters and power inverters, predicted power of wind and photovoltaic units,
predicted power of demand,

N

Optimized microgrid design:
First level optimization with ACO algorithm
Objective function: equation (25)
Limitations: equations (1) to (24)

!

Minimum total cost %

The critical percentage of the

objective function (';; )

l

Model of microgrid
design system

Information gap decision theory (IGDT)
Second level optimization with ACO algorithm
Objective function: relation (43)
Limitations: equations (44) and (48)

l

Results of decision variables:
Optimal system equipment size and optimal power distribution
The range of resistance of wind and photovoltaic units and consumption load (maximum
radius of their uncertainty)

FIGURE 5. The flowchart of the proposed method (two-level optimization).

set of decision variables, and I" can show a set of uncertainty.
Unknown input parameters behave like the following:

Vyel“(z,;“)= y: <¢ 27)

In the above mentioned, y shows the uncertainty parameter
and y is the predicted value of the uncertainty parameter.
£ indicates the maximum deviation of the uncertainty param-
eter from the predicted value. This coefficient is called uncer-
tainty radius. Accordingly, the strength function is:

EXR) =t RX ) zRev el (v.0)) @8

In the above relation, R (X, y); symbolizes the system model.
The least requirement of the system can be set by RC.
Strength function is shown by g: (X, Rc). It is worth noting
that strength value is dependent on decision variables and the
least requirements asked by RC. According to the mentioned
relation, the general optimization problem is:

f,y) (29)
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(x,y)<0, ie Qineq (30)
yel a3n

It is stated that there are no differences between uncertainty
and predicted parameters:

fo=f(x,y) (32)
(7)) <0, i€ Qg (33)
(x,y)=0, je Qeq (34)

The initial value of the objective function shown by fo can
be calculated via (34) - (36). If the uncertainty parame-
ter exceeds the predicted value, decision-makers face two
different risk-taking and risk aversion strategies. The risk
aversion strategy is used for information analysis in the
current study. To this end, the uncertainty parameter nega-
tively affects the objective function. Uncertainty parameters
can lead to an increase in the objective function. Therefore,
finding the maximum radius of uncertainty parameters for
inputs is possible using the mentioned strategy. Conservative
decision-makers usually choose this strategy. It is expected
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FIGURE 6. The profile of annual uncontrollable load for every deviation of wind standard.
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to take an optimized set of decision-making variables into
account to prevent the objective function from deviation.
Also, the uncertainty parameter is quite different from the
predicted value. It is worth noting that the maximum strength
and resistance can be obtained if the objective function is not
affected by the maximum radius of the uncertainty parameter.
The mathematics of the strategy can be as the following:

{=¢ (35)
(x,¥) <0, i€ Qiney (36)
(-x7 J/) = 09 J € Qeq (37)
{ fx,y) < Ac } (38)
Ae=folx, )+ selfolx, I,y €T

A, shows the critical value that the objective function can-
not exceed. Although this parameter can be defined based
on decision making requirements, it is defined as a sub-
function of f0. Also, ¢ is a positive parameter that is set by
decision-makers to be used to define the critical value of Ac.
Therefore, the mentioned strategy, which is defined for the
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4000
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Time (h)
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EMS model, can be expressed as the following:
Jo = P2A
(Npv(PVag + PVom) + Nwr(WTaq + WTom)
X | +Npw(Invag + Invopy + Invgep)
+ Np(Bag + Bom) + Qf(IT])Brep

+Nday Y [ CpO(5(0) + pii0) = CPs6(0)]
teT

(39)

Jo indicates the total expenses of the microgrid design (25).
On the other hand, it is assumed that the output power of
wind and photovoltaic units and power demands are not
matched with the predicted values. According to reverse risk,
power generation of wind and photovoltaic units is less than
the predicted values, while system demand is more than the
predicted demands. Accordingly, the following relations are
added to the existing ones:

{E € =wwt$Wt+wpv$+wtst}
J <Jo+ ol se

(40)
(41)
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TABLE 2. Data used for simulation.

Average sunlight Average wind Average Average uncontrollable Total uncontrollable Hour
(kWh/m2) speed (m/s) temperature (°C) load (kW) load (kW)

0.00 7.2220 22.95 0.4407 117.23 1
0.00 6.9345 22.71 0.3726 99.12 2
0.00 6.4055 22.73 0.3404 90.54 3
0.00 5.8880 22.58 0.3296 87.68 4
0.00 5.7845 22.59 0.3870 102.93 5
0.00 5.5775 22.67 0.4479 119.13 6
0.00 4.8530 22.76 0.4694 124.85 7
2.65 4.4160 22.70 0.5052 134.38 8
6.64 4.6805 22.76 0.5948 158.21 9
7.25 4.7265 22.81 0.7381 196.33 10
12.16 4.7265 22.77 0.7596 202.05 11
15.21 4.6575 22.82 0.7847 208.72 12
16.36 4.6575 22.86 0.8277 220.16 13
15.35 4.4505 22.87 0.7882 209.67 14
11.08 43125 2291 0.8062 214.44 15
7.96 4.5540 23.06 0.8241 219.20 16
3.12 4.1630 23.11 0.8348 222.06 17
1.58 3.6800 23.13 0.8527 226.83 18
0.00 4.0365 22.99 0.9316 247.80 19
0.00 4.8875 22.90 0.8062 214.44 20
0.00 5.1405 22.74 0.6127 162.97 21
0.00 5.5545 22.86 0.5625 149.63 22
0.00 6.5320 22.92 0.5410 143.91 23
0.00 7.1415 22.85 0.4801 127.71 24
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FIGURE 8. The sunlight diagram for 30 ° for every month of the year.

Py =Pwr(1—§"), VieT (42)
Py =Ppy(1 — €M), VteT 43)

In the above relations, wpy and wpq indicate weighted factors
for objective functions £PY and £PY, respectively. It is worth
stating that different methods solve multipurpose optimiza-
tion problems. Among the available methods, we can point
to weighted sum, fussy method, and e-limitation methods
[39]. According to the fact that the weighted sum is simplified
[40], it is used in this study to calculate demand and supply
simultaneously. It is worth noting that results obtained from
weighted sum can be generalized due to conditions used
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FIGURE 9. The wind speed diagram for every month of the year.

in the mentioned method. Accordingly, other multipurpose
optimization methods can provide the same solutions [41].
Pwr, Ppy and Pp can be replaced by Pif, Piy and P
in (1)-(4), (17)-(19), and (21)-(23) to increase the generation

of wind and photovoltaic units and reduce loads.

IV. RISK AVERSION OF IGDT BASED ON
MICROGRID DESIGN
The following steps should be mentioned to examine the
proposed model:

Step 1: preparing classified input information as known
and predicted data. Available information includes equipment
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TABLE 3. The total uncontrollable load of microgrid for different percentages of demand responses.

Demand response 45% (kW) Demand response 30% (kW)

Demand response 15% (kW)

Demand response 0% (kW) Hour

72.96 82.26 102.03 117.23 1
61.69 69.55 86.27 99.12 2
56.35 63.53 78.80 90.54 3
54.57 61.53 76.31 87.68 4
64.06 72.23 89.58 102.93 5
74.15 83.59 103.68 119.13 6
77.70 87.61 108.66 124.85 7
83.64 94.29 116.96 134.38 8
98.46 111.01 137.69 158.21 9
122.19 137.76 170.87 196.33 10
125.75 141.78 175.85 202.05 11
129.90 146.46 181.65 208.72 12
137.02 154.48 191.61 220.16 13
130.50 147.13 182.48 209.67 14
133.46 150.47 186.63 214.44 15
136.43 153.81 190.78 219.20 16
138.21 155.82 193.27 222.06 17
141.17 159.16 197.41 226.83 18
154.22 173.88 215.66 247.80 19
133.46 150.47 186.63 214.44 20
101.43 114.36 141.84 162.97 21
93.13 104.99 130.23 149.63 22
89.57 100.98 125.25 143.91 23
79.48 89.61 111.15 127.71 24

price, equipment features, uncontrollable loads, battery
parameters, and inverter parameters. Predicted data for the
daily generation of wind and photovoltaic units can be
counted as input.

Step 2: according to the inputs prepared in the previous
step and formulation of microgrid design, the ACO algo-
rithm named optimization motor triggers problem solving
and determination of the optimized equipment sizes and the
optimized distribution according to technical requirements
mentioned in the previous sections. Then, optimized total
expenses can be sent to the following step. It is worth noting
that some of the restrictions enacted on the microgrid design
are used in the following steps. These restrictions can be taken
as the output. This step’s number of optimization variables is
16 decision-making variables defined in section 2.

Step 3: the worsening extent of the objective function is
selected to determine the exact threshold for total expenses
in the face of uncertainty of renewable generation. Decision-
makers set the threshold.

Step 4: IGDT can maximize the uncertainty radius of wind
and photovoltaic generation based on the ACO algorithm.
At the same time, load demand is met based on different
restrictions mentioned in step 2 and enacted in step 3 to
satisfy the system. The number of optimization variables of
this step is 16 decision-making variables mentioned in step 1,

48690

3 decision-making variables mentioned for uncertainty radius
of wind and photovoltaic units and consumption load. The
maximum value of these three variables is set to maximize
objective function in 43 to prevent design expenses from
exceeding critical value. The operational results determine
the specific interval of demand and supply.

Additionally, precise decision-making about equipment
and its distribution is done. The Flowchart mentioned for the
following steps can be seen in Figure 5. It is worth noting
that the microgrid model can be explained as the summation
of the relations mentioned in 48:

V. SIMULATION RESULTS
A simulation of the proposed method has been done for a

residential microgrid in Okinawa, Japan [37], as shown in
Figure 1. Ant colony optimization (ACO) in MATLAB has
been used to simulate the method. The total consumption
load for this microgrid is 4000 kWh for 24 hours. The
number of subscribers connected to the microgrid is 266.
Accordingly, the consumption load of every subscriber is
15 kWh in 24 hours. The effect of controllable loads can
be expressed as a percentage of uncontrollable loads. There-
fore, demand response is evaluated in 4 steps in which the
percentage of controllable demand to consumption load ratio
are 0%, 15%, 30%, and 45%, respectively. The diagram of
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FIGURE 10. New price for purchasing power from the main grid.

TABLE 4. Economics data for system components.

Initial Yearly
Initial acquisition costs replacement O&M
costs costs
Inver
PV WT Battery ter g?::;i lnv:rte 2%0f
($/kW)  ($/kW)  (S/KkWh)  ($/k initial
w) ) (8/kW)  acquisiti
3000 2500 195 500 195 500 on costs
TABLE 5. Technical data and fixed values.
Nomina .
1 Inflatio Tt py
interest n rate (KW soc S0C soc,
e _
rate (%) (years) )
(%) y
3.75 1.5 25 0.5 0.2 0.95 0.5
Npc/ac K, T NOC
Z s om Y we (T
Nac/pc ) (C)
3.107* 0.93 0.86 1533 0.043 25 455

the uncontrollable load is shown in Figure 6 for different
deviation levels of wind standards. The average amount of
uncontrollable load in every hour of the day can be calculated
by averaging the annual values. The average temperature
for every annual time can be seen in Figure 7. The average
temperature for every day can be calculated by averaging the
annual values.

The sunlight diagram can be seen in Figure 8.

The wind speed diagram is shown in Figure 9. The average
wind speed is 4.68 m/s.

According to the fact that simulation of the microgrid is
done for one sample day, weather data and consumption load
collected for one year can be averaged for one day to simulate
data for one 24-hour day. Table 2 gives the information
about averaged uncontrollable consumption load, averaged
controllable consumption load for every subscriber, average
temperature, wind speed, and sunlight for a 24-hour day.
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FIGURE 11. The convergence process of the objective function regarding
the base for demand response of 0%.

Information related to controllable loads is given in Table 1.
To conduct the simulation, it must calculate controllable ad
uncontrollable consumption loads per every percentage of
demand response for every demand response between 0% to
45%. To this end, the following hypotheses are considered: If
the demand response is 0%, a controllable load is not used.
In this case, the number of subscribers is 266. The average
consumption load per subscriber and total microgrid load per
hour is mentioned in Table 2.

If demand response is 15%, only the first three controllable
appliances (washing machine, dishwasher, and dry-cleaner)
are used. According to the fact that we have 226 subscribers,
the total controllable load is 519 kWh. The uncontrollable
load’s diagram must be multiplied by a coefficient to calculate
consumption loads of 4000 kWh. The reason is that the
total consumption load must be the same in every case to
compare the results of various cases. It must be valid for
30% and 40% demand response percentages. In the case
that demand response is 30%, almost 60% of subscribers
use electric cars in addition to the first three appliances
(washing machine, dishwasher, and dry-cleaner). In this case,
the number of subscribers is 215 to have equal consump-
tion load in different cases. If demand response is 45%, all
subscribers use all controllable appliances. Considering 190
subscribers for this case, the total uncontrollable load is as
follows (Table 3)

Information about electricity prices bought from the main
grid is mentioned in Figure 10. For hours between 7 and 23,
the purchase is 0.32 S/kWh while determines 0.12 S/kWh for
other hours. The sale price for the main grid is 80% of the
purchase price.

Tables (4) and (5) represent economic and technical infor-
mation and other parameters considered for optimization.
Data required by photovoltaic units are mentioned in [37].
To this end, data from [42] is used.

According to the above, the mentioned framework includes
some of the recent research through which the framework
is explained. Simulation is done for 400 various percentages
(0%, 15%, 30%, and 45%) of demand responses to examine
the methodology.
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TABLE 6. The summarizes the results of the base case.

Summation

of battery, Share of Value of the load The value of
ower Power effect of the
powe W Share of Share of Share demand e Load
reduction purchase . R objective
oo battery photovoltaic  of wind response . response
in inverter, from . A . . function
power sale main (discharging) units turbine  Controllable  Uncontrollable on Jo)
0,
to main grid (kWh) (kWh) (kWh) (KWh) (KWh) ex;():/n)ses %0
grid (kWh) ° ®
(kWh)
2109.1 1938.22 1290.65 1673.99 1206.23 0 4000 0 237349 0%
1890.75 1843.88 1088.85 1520.2 1437.82 518.7 3481.3 -%4.2 227389 15%
1585.94 1577.47 898.55 1401.9 1708.02 1193.3 2806.7 -%7.06 220590 30%
1248.77 1389.46 640.79 1336.8 1881.72 1510.5 2489.5 -%9.14 215653 45%
TABLE 7. Appliances installed in the residential microgrids for the base
case. 240,000
235,000
The
Inverter Battery Photovoltaic capacity Demand 230,000
capacity  capacity capacity of wind response 225,000
(kW) (kWh) (kW) turbine P 2 220000
(kW) z =
199 1784 283 375 0% é 215,000 —
182 1413 257 477 15% 210,000 —
169 1151 237 531 30% 205,000 —
124 972 226 585 45% 200,000 T T T
0% 15% 30% 45%
A. BASE CASE (BC) Load response percent

The current case study assumes that the uncertainty param-
eters related to wind power, solar energy, and demand equal
the predicted values. The base case must be calculated for
the objective function in the first stage. To this end, the
uncertainty of wind and photovoltaic generation is not taken
into account to focus on the determination of optimized
annual expenses, equipment optimized sizes required for grid
design, and explaining the role of productive resources in
meeting demands. Total expenses of microgrid design are
mentioned by (41), which is the summation of the purchase
price, operation and maintenance expenses, and replacement
and exchange prices. The related data is mentioned in Table 6.
The objective function value for every percentage of demand
response is sent to the second optimization level to conduct
case study B. Additionally, the total consumption of energy
and cooperation degree of generators in meeting demands
(including purchasing power from the main grid, wind unit,
photovoltaic unit, and battery which charge itself by discharg-
ing) is mentioned in the same Table for every percentage
of demand response. In the last column of the same Table,
battery charging capacity and the power sold to the main
grid are mentioned. Figure 11 depicts the convergence of the
objective function in the simulation of case study B for a
demand response of 0% done based on ACO. According to
this figure, the ACO managed to find the converged optimized
response after 221 repetitions. Additionally, it is evident
that the objective function starts at 245622 USD and goes
to 237349 USD at the end.
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FIGURE 12. The effect of demand response on the objective function.

Despite complications of the optimization problem, ACO
managed to find the optimized response to reduce the objec-
tive function into the converged value. The time interval for
solving the optimization problem is taken 500 repetitions
based on ACO. Consequently, we consider 50 particles, and
the time would be 2 minutes. Table 7 represents appliances
installed in the microgrid used in the current case study
simulation. According to this Table, an increasein demand
response leads to a reduction in battery capacity. The main
battery in the microgrid can increase operational capacity
by transporting consumption loads. Therefore, there is less
need for batteries in times of increased demand responses
because of the increase in the ability of consumption loads
transportation. The increase in demand response leads to a
reduction in the capacity of photovoltaic units, which may
boost the capacity of wind units. An increase in demand
response may cause higher delivery of consumption loads,
leading to frequent usage of wind units and fewer photo-
voltaic ones.

The objective function for various demand response per-
centages is shown in Figure 12. So that, Increasing the amount
of this percentage may reduce the microgrid’s expenses.
If demand response is not considered, the total microgrid
expense is 237349 USD. Consideration of a 15% demand
response leads to a 4.2% reduction in expenses. In this case,
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FIGURE 13. Power distribution over microgrid for the base case (a), and
demand response of 0% (b).

the grid expense is 227389 USD. 30% and 45% increase in
demand response can reduce expenses by 7.06% and 9.14%.

In the following, the distribution of operational power and
consumption loads in a residential microgrid for 24 hours is
simulated and evaluated concerning various percentages of
demand response in the base case (A). Simulation of other
cases leads to the same results; thus, the power distribution
of case A is evaluated. Figure 13 shows power distribution
over the microgrid while demand response is not considered.
According to this figure, the wind unit operational capacity
increases in the early and late hours of the day, while photo-
voltaic units increase at midday. As for charge and discharge
ability, electricity is cheaper between 1:00 and 7:00 when
microgrid demand is lower. Excess power is purchased from
the main grid to charge the battery.

On the other hand, electricity is expensive between 8:00
and 23:00 when the battery is used to meet microgrid demand
to reduce costs. Obviously, between 11:00 and 14:00, when
the photovoltaic generation is high, a part of that power is
used to charge the battery. Then, the battery can be used in the
early hours of the night when the photovoltaic unit generates
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FIGURE 14. Consumption load of the microgrid for load response 15%
(a), load response 30% (b), and load response 45% (c).

no power. Additionally, the wind unit meets the demand at
24:00 when the photovoltaic unit has no generation. Since
renewable units have the highest generation at 12:00 - 13:00,
some of that power is sold to the grid at midday. Power
distribution over the microgrid can be optimized to reduce
expenses.
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FIGURE 15. The power distribution of the microgrid for state 1 of the
simulation for demand response of 45%.

The distribution of controllable loads for various demand
responses is shown in Figure 14. As for demand response
of 15%, controllable loads are postponed to 7:00 and 24:00
when electricity is cheap. A part of the controllable load
is delivered to 13:00 when photovoltaic generation is high
and the grid is loaded with the excess load. As for demand
response of 30%, a part of controllable is delivered to 1:00,
3:00, 5:00, 7:00, and 24:00 when electricity is cheap. A part
of the consumption load goes to low-demand hours (between
9:00 and 14:00 when photovoltaic generation is high or
between 22:00 and 23:00 when the grid is asked for lower
demand). As for demand response of 45%, a part of the
consumption load is delivered to 1:00, 2:00, 3:00, and 24:00
when electricity is cheap. Another part is time-restricted and
cannot be delivered in cheap hours. In this case, desired
times can be 11:00 and 14:00 when photovoltaic generation
is high or 22:00 and 23:00 when the grid faces less demand.
Therefore, distribution is done in a way that grid expenses
may reduce.

Power distribution over microgrid for demand response of
45% is shown in Figure 15. It is shown that wind generation is
considered in the early and late hours of the day, while photo-
voltaic generation is the best option at midday. Between 1:00
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FIGURE 16. Changes made by different parameter choices in B-1.
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FIGURE 17. Changes while using different parameters in B-2.

and 7:00, when electricity is cheap and the demand is low,
the line’s share of the power is bought from the main grid to
charge the battery and meet controllable loads. Between 8:00
and 16:00, photovoltaic units can meet consumer demand.
Therefore, there is no need to purchase the power or discharge
the battery. Between 17:00 and 23:00, when photovoltaic
generation reduces and controllable demands must be met,
batteries are discharged into the grid. Obviously, at 24:00,
when electricity is cheap and photovoltaic generation is zero,
the main part of power is purchased from the main grid to
meet consumption demands. Distribution over the microgrid
represents the optimized power distribution at various hours
to reduce microgrid expenses.

B. RISK-AVERSE STRATEGY (RAS)

In a case study (A) which is called the base case, uncer-
tainty parameters related to solar energy, wind power, and
demand are equal to the predicted ones. Optimization based
on optimized power distribution is evaluated regardless of
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TABLE 8. Summary of results obtained from B-1 for demand response of 45%.

Value of the load Wind unit Photovoltaic unit battery
control Cost . . The .
(Y CY]/alue fun(;t)ion Controllable uncontrollable C?{g?:;ty Share C::]gﬁ:;ty Share maximum C?{g?:;ty dsi?:l::rogfe
° kWh kWh kWh kWh radius of
(kWh) (kWh) awhy  EWVD gy KW uncertainty W) (KWh)
0 215653 1510 2489 585 1881.72 226 1336.8 0 972 640.79
2 219966 1510 2489 607 1952.5 226 1253.95 0.062 977 644.76
4 224280 1510 2489 620 1994.3 226 1163.04 0.130 977 646.23
6 228592 1510 2489 632 2032.9 226 1030.70 0.229 994 660.18
8 232905 1510 2489 654 2103.7 226 906.37 0.322 996 681.75
10 237218 1510 2489 665 2139.1 226 811.45 0.393 1018 711.84
12 241531 1510 2489 698 2245.2 226 752.63 0.437 1056 734.33
14 245844 1510 2489 708 2277.4 226 652.37 0.512 1063 719.26
16 250157 1510 2489 722 2322.4 226 572.16 0.572 1122 731.58
18 254471 1510 2489 790 2541.1 226 499.97 0.626 1128 728.73
20 258784 1510 2489 800 2573.3 226 442.49 0.669 1128 729.88
22 263097 1510 2489 851 2737.3 226 374.31 0.720 1133 742.18
24 267410 1510 2489 899 2891.7 226 311.48 0.767 1169 773.94
26 271723 1510 2489 914 2940.0 226 267.36 0.800 1172 779.10
28 276036 1510 2489 990 3184.5 226 207.20 0.845 1177 765.56
30 280349 1510 2489 1032 3319.6 226 137.69 0.897 1177 768.79
32 284662 1510 2489 1090 3506.1 226 77.53 0.942 1184 785.95
34 288975 1510 2489 1126 3621.9 226 28.07 0.979 1198 804.16
36 293288 1510 2489 1140 3666.9 226 0 1 1261 831.28
38 297601 1510 2489 1156 3718.4 226 0 1 1306 881.47
40 301914 1510 2489 1166 3750.6 226 0 1 1369 902.94
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demand response. In the case of study B, the focus is on
determining the maximum uncertainty radius in risk-averse
considering excess expenses as a critical point of the objective
function. In this case, the designed microgrid’s resistance is
investigated concerning uncertainty. Additionally, a descrip-
tive investigation of optimized sizes is conducted. This case
study focuses on a demand response of 45%.

1) IMPERFECT PV PREDICTION
In this case, it is assumed that distributed power flow dur-
ing 24 hours is predicted. On the other hand, &P¢ = 0.
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FIGURE 19. Changes forced by various selections of the conservative
parameter in B-4.

Accordingly, demand and supply are the same. Also, it is
assumed that wind speed is predicted and &™ = 0. In a
photovoltaic system, a reduction in predicted power can neg-
atively affect the objective function. In other words, expenses
rise. According to (46), photovoltaic generation reduces to
calculate the maximum uncertainty radius. In this case, ¢,
goes from O to 40%. It aims to determine the microgrid’s
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TABLE 9. Results of B-2 with the demand response of 45%.

Value of the load Wind unit Photovoltaic unit Battery
Contro Cost The
Ivalue  functio  Coptrollabl  Uncontrollabl  Capacit maximum  Capacit Share  Capacit Share
;c (g) e e y value (Skl&lile) radius of yvalue (kWh y value (Discharge
o (KWh) (kWh) (KWh) unce;tamt (KWh) ) (kWh) kwh)
0 215653 1510 2489 585 1821‘7 0 226 1356' 972 640.79
2 219966 1510 2489 585 17;2'5 0.058 239 14713' 1011 666.05
4 224280 1510 2489 585 16862'2 0.106 254 15;)2' 1048 689.39
6 228592 1510 2489 585 16188'2 0.140 261 ]5;3' 1060 697.28
§ 232905 1510 2489 ss P30 0t s 9% o 72422
10 237218 1510 2489 585 14610'2 0.224 276 1622' 1109 729.61
12 241531 1510 2489 585 14?9'4 0.251 292 17227' 1147 752.72
14 245844 1510 2489 585 13%’4'7 0.296 292 ]7227' 1156 760.08
16 250157 1510 2489 585 124;1‘9 0.340 293 17233' 1203 801.16
18 254471 1510 2489 sss SN oam w6 0 20 81338
20 258784 1510 2489 585 11(())0'8 0.415 296 17950' 1231 824.58
22 263097 1510 2489 585 10;6'1 0.460 297 ]756' 1300 872.05
24 267410 1510 2489 585 937.09 0.502 301 17;30' 1323 886.93
26 271723 1510 2489 585 861.82 0.542 301 1720' 1339 900.78
28 276036 1510 2489 585 797.85 0.576 302 17‘?6' 1351 910.92
30 280349 1510 2489 585 739.51 0.607 303 ]7392' 1390 1092.11
32 284662 1510 2489 585 656.72 0.651 304 17298' 1444 976.49
34 288975 1510 2489 585 575.80 0.694 309 18827' 1457 982.68
36 293288 1510 2489 585 498.65 0.735 312 18;15' 1463 987.21
38 297601 1510 2489 585 436.55 0.768 314 18:7' 1539 1037.29
40 301914 1510 2489 585 334.94 0.822 314 1845_7' 1545 1046.75

resistance in a risk-averse method. Considering Jo + [Jo| gc
The maximum uncertainty radius of the photovoltaic unit
in the risk-averse method is determined. Table 8 summarizes
the results of the case study. It is shown that the power
supplied by the photovoltaic system is kept fixed while ¢,
increases as expected. This Table mentions the power sup-
plied by the various resources, objective function, and total
energy consumption. It is worth noting that the energy sup-
plied by the battery is calculated based on discharged power.
Figure 16 shows the changes in different options against ¢.
As it is shown, an increase in ¢. may lead to a reduction in
photovoltaic generation and its role in supplying demands.
Accordingly, bigger batteries and wind units are designed
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for the microgrid to increase the generation of wind units
and batteries. According to the figure, when ¢. = 36% and
expenses soar by 36%, uncertainty is 1 for the photovoltaic
unit. On the other hand, the microgrid cannot meet demands
when the uncertainty for the photovoltaic unit is 1.

2) IMPERFECT WT PREDICTION

The effect of uncertainty on wind turbines is investigated.
In a risk-averse strategy, wind turbines behave similarly to
photovoltaic units. A reduction in the predicted power can
negatively affect the objective function. This way, expenses
increase. According to (45), wind turbine generation reduces
risk-averse strategy. It is assumed that the power flow is
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TABLE 10. Summary of results of B-3 for demand response of 45%.

Value of the load Wind turbine Photovoltaic unit Battery

Contro Cost The

Ivalue  fumctio  copgrollabl  Uncontrollabl  maximum  Capacit Capacit  Share  capacit S hare
e n di £ 1 Share | KWh 1 (discharge
$ e e radius o yvalue oy value ( y value
Yo ®) (kWh) (kWh) uncertaint  (kWh) (kWh) ) (kWh) &Wh)

M
0 215653 1510 2489 0 585 1821'7 226 1336' 972 640.79
2 219966 1544.73 2546.24 0.023 595 19?'8 240 14619. 1023 672.92
4 224280 1580.97 2605.98 0.047 620 19%4'3 263 15,;5' 1033 676.49
6 228592 1614.19 2660.74 0.069 630 20?76'4 270 15197' 1049 686.99
8 232905 1644.39 2710.52 0.089 641 20651'8 290 1725' 1062 693.43
10 237218 1677.61 2765.27 0.111 667 P4 206 0 w067 696.03
12 241531 1698.75 2800.12 0.125 697 2248.1.9 300 17(34' 1086 707.07
14 245844 1738.01 2864.83 0.151 707 22754'1 313 18551' 1089 708.63
16 250157 1762.17 2904.66 0.167 730 23§8'1 319 1836' 1099 714.15
18 254471 1793.88 2956.93 0.188 741 23813'5 325 1932’ 1100 714.98
2592.5

20 258784 1822.57 3004.22 0.207 806 9 330 1952 1101 717.54
22 263097 1854.28 3056.49 0.228 816 26264'7 336 19587' 1105 715.42
24 267410 1889.01 3113.73 0.251 826 26526'9 343 20928' 1131 736.61
26 271723 1919.21 3163.51 0.271 837 26912'3 346 20;‘6' 1132 733.63
28 276036 1949.41 3213.29 0.291 857 2726'6 347 2022' 1132 733.93
30 280349 1973.57 3253.12 0.307 868 27922'0 362 21;”' 1155 747.23
32 284662 1993.20 3285.48 0.320 903 29%4'6 362 21;“' 1171 764.14
34 288975 2021.89 3332.77 0.339 914 29?;9'9 363 21;7' 1175 759.87
36 293288 2067.19 3407.44 0.369 934 30(;4'3 363 21;7' 1181 772.63
38 297601 2074.74 3419.88 0.3740 964 31(;0'8 364 21153' 1206 785.66
40 301914 2098.90 3459.71 0.390 976 31329'4 367 21;70' 1231 836.80

predicted for 24 hours and £P4 = 0. Consequently, predicted
demand and actual demand are the same. Additionally, the
output of the photovoltaic system exceeds the predicted value
and £PY = 0. Under these circumstances, ¢, changes from
0 to 40% to determine the maximum uncertainty radius to
increase wind turbine output. It aims to determine microgrid
resistance in risk-averse strategy when expenses for design-
ing microgrid change from 0 to 40%. Table 9 is a summary
of the results of this case study. In this Table, power supplied
by different resources is mentioned. Figure 17 represents the
role of various options against ¢.. Accordingly, an increase
in ¢, may lead to a decrease in wind turbine output. There-
fore, bigger photovoltaic units and batteries are required to
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increase power generation. The bigger batteries and PV cells
lead to increased expenses in this case. According to figure 3,
¢cc = %40 and £V = 82.2%, only 17.8% of the predicted
wind power meets demands.

3) IMPERFECT LOAD PREDICTION

Compared to the previous cases, the effect of load uncertainty
is investigated here. Therefore, it is assumed that solar energy
and wind speed are predicted, and PV output and wind power
are the same as the predicted values. It means that £V =
"' = 0. In wind turbines and PV units, a decrease in the pre-
dicted value can negatively affect objective function, increas-
ing expenses. According to (47), system load is increased to
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TABLE 11. Summarized the results of B-4 with a demand response of 45%.

Contro .
I value Cost function
c Value of the load ‘Wind unit Photovoltaic unit battery
c
s ©)
The The The
Controllabl Uncontrollab maximum Capacit Share maximum Capacit Share maximum Capacit ?hare
¢ le radius of I dius of I dius of I (discharg
y value radius o! y value radius o y value )
(KWh) (kWh) uncertaint (kWh) (kWh) uncertaint (kWh) (kWh) uncertaint (kWh) (k\e’Vh)
y y y
0 215653 1510 2489 0 585 18817 0 226 1336.8 0 972 640.79
2 219966 1523.59 2512.41 0.009 585 e 0.012 226 13561 0.008 1006 664.13
4 24280 1537.18 2534.82 0.018 585 1897 0.017 26 107 0.024 1032 682.33
6 228592 1549.26 2554.74 0.026 585 18239‘0 0.028 226 12%1‘3 0.034 1062 703.05
8 232005 1562.85 2577.15 0.035 585 18083 0.039 26 12713 0.049 1097 72723
10 237218 157191 2592.09 0.041 585 17801 0.054 26 12352 0.076 131 751.06
12 241531 1580.97 2607.03 0.047 585 17688 0.060 226 12058 0.098 1162 873.04
14 245844 160211 2641.89 0.061 585 17669 0.061 26 1o 0.103 1195 837.44
16 250157 1612.68 2659.32 0.068 585 17?‘7 0.068 226 1128‘4 0.111 1223 921.88
18 254471 1617.21 2666.79 0.071 585 17349 0.078 226 ! 123'1 0.115 1238 92458
20 258784 162023 2671.77 0.073 585 16766 0.109 26 14 0.117 1343 1003.66
2 263097 1639.86 2704.14 0.086 585 10953 0.115 226 o 0.118 1343 982.17
24 267410 165043 2721.57 0.093 585 16827 0.127 26 16 0.137 1429 1038.46
26 271723 1667.04 2748.96 0.104 585 16370 0.130 226 11349 0.151 1484 1086.70
28 276036 1668.55 2751.45 0.105 585 16276 0.135 226 “156‘2 0.165 1546 1063.58
30 280349 1688.18 2783.82 0.118 585 13844 0.158 226 1053 0.173 1568 1068.66
32 284662 1689.69 2786.31 0.119 585 13373 0.183 226 10801 0.192 1604 1099.18
34 288975 1692.71 2791.29 0.121 585 137 0.186 226 10788 0.193 1617 1120.94
36 293288 1697.24 2798.76 0.124 585 '5294‘1 0.190 26 10?'6 0235 1645 1136.76
38 297601 1718.38 2833.62 0.138 585 13766 0.194 26 10186 0.238 1655 1121.01
40 301914 1722091 2841.09 0.141 585 15072 0.199 26 981.23 0.266 1781 1211.04

calculate the maximum uncertainty radius in the RA strategy.
Table 10 is a summary of the results obtained from this case
study. It is shown that power supplied by PV unit is kept
fixed while ¢.; increases as expected. Figure 18 shows the
changes caused by different energy resources. Figure 6 is a
comparison between every resource and its base value when
G¢; changes from O to 24%. It is evident that the energy fed by
ESS increases while ¢, goes up while it has the same effect
for both ¢, = 0 and ¢, = 20%.

4) IMPERFECT WT AND PV LOAD PREDICTION

In cases, B-1, B-2, and B-3, the uncertainty of photo-
voltaic generation, wind power, and load are investigated,
respectively. If the effect of uncertainty on both load and
photovoltaic units matches the prediction, a multipurpose
maximization problem is solved to determine £7” and £P¢.
In the following relation, the weighted sum can be used
to solve the optimization problem [43]. This method uses
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prioritization to select weighted coefficients [44, 45]. To this
end, daily photovoltaic generation (primary value) is divided
by daily consumption. Therefore, wpy is taken as the unit
value because deviation from the predicted value can signifi-
cantly affect expenses which are shown in Figures 3 and 5.
Table 11 is a summary of results. It is obvious that any
changes in ¢, can lead to reduction in photovoltaic genera-
tion while load increases. Figure 19 represents the effect of
various resources as well as the maximization of uncertainty
on photovoltaic generation, wind power and load compared
to the conservative parameter of .

VI. CONCLUSION

In this paper, the first step of microgrid design focuses on
demand response based on ant colony optimization (ACO).
Results have shown that using demand response in all sce-
narios reduces expenses because there is no longer a need to
install batteries and generation units while controllable loads
are transferred to cheap hours. Additionally, it is indicated
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that Power distribution, charge, and discharge reduce micro-
grid expenses. Then, an IGDT-based framework is proposed
for microgrid design. Also, the uncertainty of photovoltaic
generation, wind power, and load is determined for the micro-
grid to calculate the expenses of photovoltaic, wind, and
load generation while deviation is examined based on IGDT.
Results have shown that considering excess expenses in the
base case is the easiest way to determine the maximum
uncertainty radius for photovoltaic generation, wind power,
and load to keep the grid stable. According to the IGDT, the
results are valid. Additionally, this method is more expensive
while designers and owners of the microgrid believe in its
efficiency.
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