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ABSTRACT The importance of e-learning has exceeded expectations over the past decade. Accordingly,
several systems have been developed in completing intelligent assistive tools where students’ behavior
can be tracked and followed with suitable recommendations to enhance students’ performance. This paper
has two main objectives. First, the Community of Inquiry framework (Col) is utilized as one of the most
prominent student behavioral modeling to select features that best represent the students. According to
experts’ annotation, this study filters students’ measured attributes from the StudentLife dataset to the Col
model, focusing on social presence. Second, the research looks at improving the accuracy and runtime of
the Grade Point Average (GPA) prediction by introducing a hybrid model that combines combining k-means
clustering phase based on student similarity with regression-based prediction. The clustering was performed
on both static and Spatio-temporal (spatial time -series) students’ attributes. Results show that LassoCV
outperforms other regression techniques such as Standard Linear, Lasso, and Ridge Regression with an
RMSE averaged around 0.15 and an average Adjusted R2 of 0.935 overall trials. Selecting the features
according to the Col reduces the number of features by 62.8%. Time-series clustering on its own was not
beneficial; however, when conducted with the selection phase, it raised the quality of the model achieved
by 2-3%.

INDEX TERMS Time-series clustering, k-means, community of inquiry, GPA prediction, DTW similarity,

student modeling.

I. INTRODUCTION
With the increase of online learning due to recent pandemic
conditions comes the need to effectively analyze student data
to enhance the learning experience, more specifically with the
existence of much student data that can be measured through
various platforms [1], [2]. This increase in data availability
led to more intelligent educational systems, especially with
the move to online learning. Intelligent education systems
[3], [4] have been an assistive measure for online and blended
education. These intelligent systems are defined as spaces
where technology and environmental factors are taken into
account to improve students’ academic performance [3].
Intelligent education systems involve multiple layers, includ-
ing but not limited to as it is a repeatedly evolving field:

o Students’ profile and behavioral analytics [5].

o Feedback Cycle and recommendation based on

analytics [6].
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« Content creation and personalization [7].

« Futuristic performance prediction [8].

As gathered from previous studies [9], [10], most of the
conducted research relies heavily on being able to model
and represent the student effectively. It also became more
integral to utilize existing time-series based logs and trails
to model the student [11]-[13] instead of relying on constant
survey collection that specifically targets student modeling,
specifically students’ perceptions and behavior [14]-[16].

Researchers increasingly depend on smartphones and
wearables to continually monitor students’ everyday lives.
This monitoring aims to detect numerous elements that can
affect the students. These elements include but are not lim-
ited to phone call habits connected with their health and
well-being and academic success [17].

According to the findings, various factors, including aca-
demic and non-academic characteristics, influence student
academic progress [18]. Earlier publications focused on
utilizing automatically gathered data from multiple sources
around the student, such as Mobile sensors, wifi checkpoints,
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Class QR check codes, and surveys. These attributes are
generically gathered for student health purposes to try and
predict the students’ performance [19], [20]. However, pre-
vious work utilized most of the data available about the
student without a pre-planned structured selection of the
most influencing data. Furthermore, While numerous stud-
ies attempted to develop intelligent classifiers for anticipat-
ing student achievement, they overlooked the importance of
identifying the key factors that lead to the achieved perfor-
mance [8]. It also must be considered that capturing part of the
student data instead of utilizing all the data gathered can be
ineffective. Any model of learning can be considered wrong
in specific ways because it cannot capture the full complexity
of the actual student’s mind [21]. Studying various student
modeling techniques for generalization purposes over various
learning platforms and datasets became critical to understand
which model is the most effective in capturing the student’s
data and surroundings effectively.

The research in this paper considers the definition of stu-
dent modeling as the learner representation, involving both
the characteristics selected as the representation and the tech-
niques used to utilize these characteristics to enhance the
learner’s learning environment, as described in [22]. More
details are presented in the literature review.

The characteristics defined can be regrouped from various
data sources and compiled into [21], [23]:

o Learner profiles: i.e., visual representations of their

actions.

o Mastery of knowledge on a specific domain or topic.

« Cognitive and meta-cognitive abilities, as well as affec-

tive moods.

Many studies focused on how various behavioral, psy-
chometric, or educational models may influence students’
learning process, mainly how these models can be utilized in
predicting futuristic outcomes of the student [23], [24], as test
scores are used as a proxy for learner proficiency. The paper
evaluates the performance of the student modeling performed
by analyzing the prediction outcome on a publicly available
dataset.

This study is considered different from other smaller scaler
studies as it considers a more generalizable student repre-
sentation that can quickly be adopted by more than one
dataset. In addition, a comparison is conducted to present
the improvement achieved by combining multiple techniques
such as time-series clustering and classification to enhance
the prediction accuracy and minimize the number of features
required from the dataset. This comparison can be achieved
by studying how including students’ social aspects within
the student model can enhance students’ outcome prediction.
These social aspects are considered within and outside aca-
demic boundaries and are collected through automatically
measured student trials.

The study also shows how specific characteristics of the
students deemed necessary are selected according to the
existing educational framework, in particular Community
of Inquiry, can contribute to the outcome prediction and
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minimize the required dataset. The model’s effectiveness is
studied in the realm of predicting student cumulative aca-
demic performance overall semesters; futuristic work may
reveal more relations regarding the performance over a single
semester. In addition, student similarity based on time-series
clustering will be analyzed as a pre-prediction process for
enhancing prediction performance and minimizing utilized
features and attributes.

In summary, the main objectives of this paper are:

« Validate previous work conducted on a publically avail-
able dataset and utilize the best performing regression
model as a baseline for comparison of other regression
models, explicitly using the complete attributes pre-
sented from the dataset.

o Select student’s attributes to the Community of inquiry
framework to model and represent the student with
the most critical indicators while ignoring unnecessary
factors.

« Utilize time series clustering on time series attributes
representing social presence in the Community
of Inquiry framework and performing time-series
similarity-based techniques to form clusters of stu-
dents. This assists in finding similar students concerning
behavior and how these clusters may enhance predict-
ing student outcomes in a hybrid ’cluster-then-predict’
methodology.

The structure of this paper is divided into four main sec-
tions, starting with section II (Literature review) describing
related research conducted in student modeling, Commu-
nity of inquiry, and GPA prediction. Section III includes
the methodology and the detailed description of techniques
applied and how the comparative analysis will be conducted
and evaluated. Eventually, the results are presented and dis-
cussed in section V to ensure the validity of the methodology
represented. Potential future paths are detailed within the
conclusion section to pave the way for other researchers.

II. LITERATURE REVIEW

This section includes a detailed history of the research con-
ducted in the fields correlated to the objectives achieved by
the paper. The first sub-section covers background about
student modeling, and various characteristics and tech-
niques are considered to model the student effectively. The
following sub-section includes details about the Commu-
nity of Inquiry (Col) framework, which selects relevant
attributes and minimizes the students’ characteristics. Finally,
a sub-section includes details of the history of GPA pre-
diction, including how clustering was used in this field
before.

A. STUDENT MODELLING

Student modeling is a modeling technique that mea-
sures the current knowledge state of the student [25].
According to previously conducted research [22], the
learner/student modeling process is divided into two main
partitions:
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o The characteristics of the students to be studied
o The technique/process used to model the student to
achieve a better learning environment.

TABLE 1. Learner’s Characteristics as appeared in literature.

[ Name

Definition |
The learner profile comprises unin-
terpreted static data, such as age,
gender, and name.

Learner Profile

Knowledge Level of knowledge, competencies,
skills, blunders, misunderstandings,
and forgetting

Cognitive Learning styles, working memory

Characteristics capacity, thinking styles, cognitive

states, and learner behavior are all
factors to consider.

Social Character- | Interactions with others, culture, so-
istics cial style (collaborative vs. lonely),
and available time are all consid-
ered factors.

Interests, learning goals, engage-
ment and affect.

Motivation

Table 1 identifies Learner characteristics discussed accord-
ing to the review [22]. The review paper showed various
characteristics studied in previous research, including the
learner’s static profile, knowledge, cognitive ability, social
characteristics, and motivation. The review describes these
characteristics with details to entail all possible descriptions
in various publications. These characteristics are represented
through multimodal data, which refers to interaction traces
that occur across multiple communication channels [26].
Multimodal data capture aspects of learning that are difficult
to observe with the naked eye or through self-reported data
(e.g., mental exertion, emotional states).

Some applications and techniques applied to these charac-
teristics include clustering/classification/prediction, overlay
modeling, and ontology-based learner models. These char-
acteristics have been used separately and in a hybrid form
to enhance the feedback cycle to the student and eventually
create an automated satisfactory learning environment.

The characteristics represented above have been presented
to affect various datasets’ outcomes significantly. However,
the required outcome is to select student features to a generic
model representing the student. Models have been previously
utilized or explicitly designed to select automatically measur-
able characteristics to represent the student [27]. However,
generalized models that encompass more than one type of
characteristics have not been used in this context.

For this purpose, various general representations of the
students used in other contexts have been explored. One of
the most widely used representations in online education is
the Community of Inquiry model [28]. More details about
this model and how it is used in the context of the educational
system are present in the following sub-section.

B. COMMUNITY OF INQUIRY
In online learning, presence is seen as a critical notion.
Presence is identified people’s ability to project their
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qualities/behaviors and thoughts into the community. People
presenting themselves to other participants as real people is
defined as “presence’ in the online course.

The Community of Inquiry (Col) framework, a widely
referenced model that describes three interrelated elements
of presence: social, teaching, and cognitive, is one technique
to investigate "presence’ within online/blended learning com-
munities (Figure 1). When all three aspects come together,
students can have a profound and meaningful learning
experience [29].

Community of Inquiry

Social Cognitive
Presence Presence
Participants can Supporting Participants can
project personal Discourse construct meaning
characteristics through knowledge
through debates and exchange and
discussions collaboration
Educational
Experience
Setting Selecting
Climate Content
Teaching *Adapted from

Presence Garrison and Vaughan (2008)

Teachers to give directions,
set curriculum and provide
learning content

(%) Perpetual

FIGURE 1. Community of Inquiry Framework [30].

Concerning educational theories about e-learning that
were used in international high-impact scientific journals
from 2009 to 2018, Col emerges as the most relevant theo-
retical framework in these publications [31].

Col as a framework has been previously used in different
contexts. The main focus of the research related to Col was:

« How to utilize Col based surveys in detecting/predicting
specific  characteristics/presences within  students
[32]-[34].

o How to utilize Col indicators to perform either man-
ual/automated tagging of content related to students,
such as transcripts/messages, to validate the existence of
certain presence in between students [35], [36].

The closest similar system to the design process suggested

in the paper in-hand was mentioned as a project proposal [37].
The research suggested in the proposal is based on utilizing
an automated approach in detecting Col models between
students. Their suggestion is similar to previous research
that focused on analyzing messages and transcripts to detect
certain presences [38], [39], such as cognitive presence from
how “wordy” is a specific phrase. What they added in their
proposal is giving the ability for the student to visualize their
presence level overtime and measure the influence of this
visualization on the students’ outcome [37].

The main differences between the work presented in this
paper and previously presented work are:

VOLUME 10, 2022



Y. M. I. Hassan et al.: Utilizing Social Clustering-Based Regression Model for Predicting Student's GPA

IEEE Access

o The automatic detection of Col is not based on messag-
ing or connections on social networks. It selects features
matching the presence based on existing measurable
data about the students from sensors or classroom data.

o The selected features are then used to predict student
outcomes such as GPA. This model/representation of the
students can be used in other areas of the student learning
cycle, not just outcome prediction.

The selection process conducted in this research between
students’ features/attributes and the Col framework is per-
formed through matching between attribute names, attributes
descriptions, and the Col indicators [40]. Col indicators
have been utilized as tagging/mapping tools (Text-to-Text)
Mapping in several research papers. Markers of pres-
ences such as teaching/cognitive/social presences are iden-
tified in messages/transcripts related to the students to
ensure the existence of Col within the learning environment
[35], [41]-[43]. In this paper, instead of mapping transcripts
or messages as in previous research, a selection is conducted
from the attributes measured automatically.

The indicators have been used in both automatic/
non-automated mapping of content. However, up to our
knowledge, the relation between the students’ mapping and
student outcomes has not been studied comprehensively. The
following section will detail how GPA prediction is per-
formed in general and the Col framework to better understand
the field.

C. GPA PREDICTION

The relation between both academic and extracurricular life
of the student has been previously discussed [44]. Various
approaches are entailed, specifically ones that have been
tested previously to enhance the prediction of students’ per-
formance. In addition, the difference in the features avail-
able, the technique used, and the evaluation criteria will be
described.

Up to our knowledge, a single paper was published on
the same dataset utilized here and within the scope of work
(Student outcome prediction) [45]. Their work utilized mul-
tiple features gathered from surveys, mobile sensors, and
other geographically placed sensors and calculated the cor-
relations between various features and each other. Later on,
the research was expanded to focus on GPA prediction [46].
They have used Pearson’s correlation as a feature selection
method, which finally represented their model for the student.
The mean absolute error of their predicted cumulative GPA
is 0.179.

As mentioned, the data collected was a mixture between
the student’s personal life and their interaction and effort
within their course work. Previous work entails as well
research that has been conducted on either the course work
details separately [47], which achieved maximum accuracy
of 80.47%, and [48] with an average mean square error of
0.2 at the end of a quarter. In other cases, research focused
only on students’ static profile as a GPA predictor [49], even
though it was potentially less accurate.
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1) OUTCOME PREDICTION THROUGH Col MODEL

Various outcomes indicators can be collected and predicted
to validate the educational systems’ success through the
learning process.These outcomes include but are not limited
to student engagement, mood, and general health, drop-out
rate, patterns and similarities, and academic performance.
This sub-section mentions research that utilized the Col
concept to predict or classify students according to specific
measurements.

The first discussed study examined the effects of the Learn-
ing Management System (LMS) on student outcomes [50].
Quantitative analyses of survey data involved a wide range of
courses and faculty, examining the effects of LMSs on essen-
tial learning outcomes. Results supported critical aspects of
the Col model, indicating the importance of technology in
facilitating all three presences of the Col framework and
satisfaction with online courses. Correlation analysis showed
that technology made communication easy (Beta = 0.15,
p <.05), In addition students reading all online elements had
an even stronger effect (Beta = 0.30, p < .001).

Following the previous study, in 2015, trace data was
extracted automatically from Moodle’s PostgreSQL database
and consisted of almost 200,000 log records of different
student activities [51]. The students posted 1747 messages in
total, which, together with the LMS trace data — represented
the primary data source for this study. Manual tagging of
these traces was conducted. The tagging focused only on
the cognitive presence aspect of the Col model. MANOVA
analysis was performed. Results revealed six technology-use
profiles associated with different levels of cognitive presence
(shown in Figure 2). The same researcher repeated the same
process over transcripts data later in 2017 [52]. A follow-
up on this work was again utilizing Massive Open Online
Courses (MOOC:s) interaction log data [53]. The Community
of Inquiry survey instrument, administered as part of the
post-course survey, was used to measure student perceived
levels of the three presences. Cluster analysis revealed three
students with unique study strategies: limited users, selective
users, and broad users.

2 AT e
z Hah C_(_Jluster 1) Cluster 6 ( Clusterd )
g s i
£ —
B v ( Clﬁrﬁ)
4]
$ Lo ( Cluster3 ) (Cluster2)

Low Medium High

Conlent and Message Reading Activity

FIGURE 2. Cluster matrix: activity focus and activity level [51].

In 2016, the Col survey was utilized for outcome predic-
tion [54]. Results from path analysis confirmed that only
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the cognitive element directly correlated with continuous
academic-related online performance and satisfaction. Sim-
ilar work was conducted in 2021 [55].

The relation between online behaviors (i.e., four types of
learning behaviors) and learning performance over MOOCsSs
was studied next [56]. This study investigates the community
of inquiry model using questionnaires and learning behavior
data collected from a learning platform. The correlation and
stepwise linear regression analysis identified a correlation
between learning experience with Col learning presences,
average correlation results was (r =.557,p < 0.01). However,
student outcomes were not directly correlated to Col, average
correlation is shown to be (p = 0.025 < 0.05).

Regarding clustering, it has been used as a substitution
for the prediction process (identifying the student’s level of
performance instead of identifying the actual value of the
outcome). Clustering was used to classify students according
to their performance level [57]-[59]. A hybrid model, such
as ’cluster-then-predict’ as shown in [60], has not been sug-
gested before in the field of student outcome prediction.

D. RESEARCH GAPS

To sum up, the existing literature has examined the relation-
ship between social presence, teaching presence, and cog-
nitive presence. However, the investigations were primarily
based on questionnaire data rather than actual behaviors.
Even the research considering temporal behavioral has not
studied spatio-temporal factors’ influence on students’ per-
formance. Noticing that research is more direct towards man-
ual annotation than automatic annotation (which is a new
research trend, due to support that manual performs better
than automated [61]).

Considering the previous review, we notice no concrete
analysis of several potential combinations of student charac-
teristics and modeling techniques tested on the same dataset.
This paper offers an opportunity to experiment with various
student characteristics based on the Col framework selection,
focusing on social presence. It also presents two of the most
prominent modeling techniques: clustering, and predictive
modeling. Testing this variation on a dataset with a large
number of features can explain how various behavioral and
technical models can benefit in understanding students’ per-
formance, and futuristically assist in the process of enhancing
the students’ learning environment through feedback.

Another difference in this paper is how the social presence
of the student is identified. What this paper identifies as social
presence is divided into two parts:

o Location of students over time, measured by the GPS
sensor. The similarity in such trends means similar social
patterns [62], [63].

« Attributes representing social presence as selected
according to the Col framework.

To summarize, the main contributions of the paper can be

detailed as:

o Using the Community of Inquiry framework to achieve
a new representation of the student. This representation
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is achieved by encoding students’ attribute names to Col
indicators and accordingly performing feature selection.
o Integrating Time-series clustering based on Spatio-
temporal features (representing social presence) with
standard regression models, and how this clustering can
enhance the regression-based prediction performance.
The following section gives a detailed construction of the
methodology used to achieve the objectives defined in the
introduction.

IIl. MATERIAL AND METHODS

A survey was conducted to detail multiple ways a stu-
dent can be modeled. Out of these techniques, it is viewed
that relating measurable data from the student to specific
psychology-based models was used frequently. The method-
ology is divided into three main sections, representing: How
characteristics are selected according to the Col framework,
performing predictive analysis of GPA through regression,
and utilizing time series data for grouping students with
similar characteristics.

In this paper, the selection of students’ measured
behavior according to pre-existing model was performed
through experts measuring the similarities between attribute
names/tables names and Col indicators. This idea evolved
through similar techniques performed through tagging mes-
sages and transcripts of students to similar indicators. The
methodology is conducted through the following steps:

o Step 1: Gathering potential indicators for the Col model
from previous research into a dataset. This dataset
includes all paraphrasing possibilities for each of these
indicators [40], [64]-[70].

« Step 2: Tagging each attribute to the indicator most suit-
able. Noting that an attribute can be tagged by more than
one indicator, and in case of non-existence of suitable
indicator, the attribute is eliminated.

o Step 3: In case there is confusion regarding one of the
indicators, refer to the Col survey description of the
presences to confirm the most suitable presence.

o Step 4: Apply the ’cluster-then-predict’ concept using
time-series clustering before the prediction process and
compare the results with the expected prediction results.

After validating the hypothesis regarding each of the
presences’ involvement in modeling a student behavior for
GPA prediction, which was performed by utilizing only
the selected features for the GPA prediction process, the
involvement of potential time series analysis is studied. Time-
series analysis incorporates the factor of detecting similar-
ity patterns over time in students’ behavior. This feature of
time-series analysis was shown previously to be exceedingly
important in detailing the relations between students and their
outcomes and how the students may potentially perform in
the future. This paper focuses mainly on time-series based
attributes related to social presence construct within the Col
model. The attributes studied for this part include mainly
mobile-sensor-based collected data. For the analysis, Uber’s
Kepler.gl [71] is utilized first to view potential distributions
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FIGURE 3. System Overview.

of students’ behavior over various maps. This assists in iden-
tifying preliminary distributions and patterns that can be con-
firmed through the utilized clustering mechanism. Figure 3
summarizes the methodology. The algorithm structure of the
suggested technique is represented in Algorithm 1.

Below, sub-sections including details about the Dataset uti-
lized, the technicalities behind the prediction process, and the
"cluster-then-predict’ technique are presented to understand
the process further.

A. DATASET

Many of the conducted work is focused on datasets that
have been gathered privately in universities/schools. Upon
covering available public datasets for educational analytics,
several comprehensive datasets were available such as the
Open University Learning Analytics Dataset [72], and the
LAK dataset [73]. Those publicly available datasets have
a limited number of attributes, with no variety in the type
of attributes, and with a focus on features involving stan-
dard online learning platforms. Most prominently, previous
research targets utilizing the whole range of attributes while
performing standard feature selection such a Principal Com-
ponent Analysis (PCA).

For this work, the StudentLife dataset was selected [45].
The suitability of this dataset was due to its rich content. This
content involves how the student behaves before, during, and
after the learning flow within an academic semester. This
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dataset would present us with a large selection of features
from which the feature selection technique can be evaluated
accurately.

The Student Life dataset has been collected to realize the
causes of various behaviors from the students. It was collected
through analyzing mobile sensory data, standard pre-course
and post-course surveys, and academic courses information
such as GPA and class timings. The dataset is available for
48 students over ten weeks in the spring 2013 term. In order
to get a better perspective about the number of features
available per student within this dataset, the statistics within
the dataset’s Kaggle page were viewed [74]. The statistics of
the dataset showed that there are 218 features presented over
1983 tables. Details of the structure of the dataset and how it
was collected is shown in Figure 4, which was shown in [75].
Sample of the amount of collected data variation overtime for
certain parameters are presented in Figures 5,6.

This dataset has not only been used for GPA prediction or
related educational experiments [46]. Others have used the
dataset to evaluate mental health progress, or mood varia-
tions [76]-[79] due to the variety in the gathered attributes.

B. PRE-PREDICTION PROCESSING USING STATIC AND
TIME-SERIES CLUSTERING

In this paper, various pre-processing steps are applied to
enhance the data. Initially, values in JavaScript Object
Notation (JSON) files of the dataset were aggregated in
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Algorithm 1 Compute GPA
Input: Students Static Attributes Sxs, Students Time-
Series Attributes Sxtz;
Apply /Data Wrangling over student data
if Clustering then
if Time Series Clustering then
Compute Similarity of timeseries based attribute
between students using DTW
IdentifyClusters based on similarity using kmeans
algorithm
Calculate Number of Clusters Ns: Optimum Silhou-
ette Score
else
Identify Clusters based on static attribute using
kmeans algorithm
Calculate Number of Clusters Ns: Optimum Silhou-
ette Score
end if
For each cluster in the Ns Clusters
Apply Selected Regression models over students within
cluster: GPA
else
Apply Selected regression models over all students at
once: GPA
end if
return GPA

8
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classifiers analysis
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FIGURE 4. Dataset Structure and Collection Process [75].
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comma-separated values (CSV) files to assist in making the
processing easier. Afterward, normalization, categorical data
encoding, and removal of non-available data were applied.
In addition to the standard pre-processing phase, time-series
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and static clustering are experimented with before the regres-
sion phase.

Time series analysis (i.e., temporal data) increased sig-
nificantly after realizing the importance of the time factor
in generating better analytics. One of the main fields that
have been influenced positively by the usage of time series
data has been the education field. Most recently, the focus of
detecting potential clusters between various people over time
was applied in social network analysis [80].

In a previous study on the studentLife dataset [81], they
were capable of analyzing various potential clusters to iden-
tify depression of students with an accuracy of 87%. Clusters
were built on averaging features, checking changes (break-
points), and location variance. These clusters considered only
statistical analysis similarity, which does not consider the
temporal changes within the students for time-series data.
However, the technique in this previous research is still valid
for static data, which will be repeated in the experiments for
the current paper and compared with time-series clustering.

This work follows a ’cluster-then-predict’ approach that
was used previously to enhance prediction performance in
various studies [82]-[84]. Cluster-then-predict is a method-
ology in which the observations are first clustered. Then
cluster-specific prediction models are built per each cluster
according to the students present in each cluster. However,
clusters are formed here based on time-series data, not static
data.

Initially, an exploratory visualization of Spatio-temporal
features was conducted using Kepler.gl (a map based plat-
form) to better understand how to divide the students into
clusters according to their social behavior. This inspection
assisted in understanding: 1- what the data represents, 2- what
a cluster represents, 3- what the clustering is intended to
achieve.

For the automated formation of clusters, the usage of
multiple clustering techniques is examined with a combina-
tion of similarity measures, including k-means and hierar-
chical clustering, to recognize the patterns in the students’
time-series based data (spatial or non-spatial). The perfor-
mance of these algorithms is evaluated when time-series are
multi-variate and of variable length. Multiple pre-processing
functions are also applied to the time-series data before
clustering operations to summarize each clustering algo-
rithm’s effectiveness with various forms of presented data.
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For facilitating time-series handling, the paper utilized a
library for time-series analysis called “tslearn” [85]. It is a
python based library based on scikit-learn, which includes the
most well-known algorithms and data analysis techniques for
time-series data.
Time-series clustering can be achieved through the follow-
ing two main steps:
o Measure similarity between students’ Spatio-temporal
data using Dynamic Time Wrapping (DTW) [86].
o Apply one of the standard clustering techniques
(i.e., K-means [87]).
DTW works for computing similarity between temporal
features of various students, Given series

X=xO0,...,Xq)
and series
Yz(yov---aym)v

the DTW distance from X to Y is formulated as the following
optimization problem:

R Y
DTW (x,y) = min /(; d (xi, yj) M
i,j)cm

7 = [mo, ..., K]

where

is a path that satisfies the following properties:

- it is a list of index pairs mxy = (ig,jx) With 0 < iy < n
and 0 <j; <m

-mo=(0,0)andrg =(n—1,m—1)

-forall k > 0,7 = C(i,Jjx) is related to mp—1 =
(ix—1,Jx—1) as follows:

i1 < ik <ip—1+ 1je—1 <jrk < jk—1+1

To summarize the DTW equation: DTW is calculated as
the squared root of the sum of squared distances between each
element in X and its nearest point in Y. Note that DTW(X,Y)
not equal DTW(Y,X).

As a result, regardless of where temporal changes occur
among the members, the centroids have an average form that
resembles the shape of the cluster members.

Combining DTW with k-means steps is applied to cluster
the students according to their similarities over time. For
static features, only k-means is applied. In order to evaluate
the clustering performed, specifically for multi-variate time
series clustering, internal indexing is required. Internal index-
ing and internal validation are strategies that work without
external data. These processes are used to process both classi-
fied and unclassified data collections. Indices include Dunn’s
index, Silhouette’s, GK, Davies Bouldin (DBI), and Calinski
Harabasz scores [88]. Following research on different forms
of student patterns, the silhouette score is used [89], [90].
Silhouette score is a metric used to calculate the goodness
of a clustering technique. The silhouette value measures how
similar an object is to its own cluster (cohesion) compared
to other clusters (separation). Its value ranges from —1 to 1.
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Clusters that contain more grouped members and are sep-
arated cleanly from each other achieve a better silhouette
score(0 and above). Details of these experiments are detailed
in the experimental design section.

C. FEATURE SELECTION OF STUDENT DATA TO Col
CHARACTERISTICS

In [38], the principal investigators were assigned as subject
matter experts. The current research utilized the same tech-
nique that was used for the transcript or text encoding. After
individually coding the transcripts, the coders addressed the
gaps between their coding via negotiation. This negotiation
helped bring as much of their coding into an agreement as
feasible. For each attribute or feature reviewed, agreement
rates were calculated before and after negotiation. Accord-
ing to Garrison et al. [91], this negotiating process pushes
inter-rater reliability into a condition of inter-subjectivity,
when raters discuss, present, and dispute interpretations to see
if agreement can be obtained.

In the paper in-hand, a similar methodology was applied
for the Feature Selection. Three investigators were included
in the coding process(between attribute names/descriptions
and Col indicators/descriptions). A negotiation agreement
was utilized to reach a joint decision relying on the majority
of the votes to settle the coding decision. The Selection was
conducted with an agreement. This selection resulted in the
reduction of 62.8% of the features, as many of the features
were not representative of the student, under the umbrella
of the Col indicators. Sample of the coding conducted is
presented in table 2.

D. GPA PREDICTION THROUGH REGRESSION
Regression-based models rely on solving an optimization
problem in an attempt to minimize the mean square error
from the expected model outcome [92]. One of the regression
models used was LASSO regression, which automatically
selects more relevant features and discards redundant features
to avoid over-fitting [93].
A normal linear regression model is represented as:

Y=0+pXi+...+BXp @)

In order to enhance the performance of the regression, it is
required to minimize the residual between the points. This
residual is called the residual sum of squares (RSS). And by
equation it is represented as:

2
n

14
RSS =" |yi—(Bo+Y_ B &)

i=1 j=1

where:
n: is the total number of observations (data).
y;: is the actual output value of the observation (data).
p: is the total number of features.
x;;: i a model’s coefficient.
x;j: is the ith observation, jth feature’s value.
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TABLE 2. Sample of the Selection between attributes and Col framework.

Indicator/ Description

Tables (Including attributes/ Description)

Teaching Presence: Design & Organization.

EMA=>Stress

Description: The instructor clearly communicated
important due dates/time frames for learning activities

Description: Ecological momentary assessment
questionnaire. Includes rating of the attribute
according to the student and exact response time and
location.

Social Presence: Affective expression.

Education =>piazza

Description: Online or web-based communication s
an excellent medium for social interaction

Description: Piazza usage statistics: Inlcuding num-
ber of topics, number of comments, and activities
performed on the online platform.

Cognitive Presence: Triggering event.

EMA =>Study Spaces

Description: T felt motivated to explore content re-
lated questions

Description: Ecological momentary assessment
questionnaire. Includes rating of the attribute
according to the student and exact response time and
location.

Bo + Zle Bjxij: is the predicted output of each
observation.

In the case of using Ridge regression (or “L2 regulariza-
tion””), It minimizes: RSS + « Zle ,3]-2 However, for Lasso
regression (or “L1 regularization”), 1t minimizes: RSS +
o 371l

Other algorithms such as Huber regressor [94] utilize a
combination of L1 and L2 regularization, even with a differ-
ent loss function.

Various regression techniques have been employed by pre-
vious research for GPA prediction. This includes standard
Linear, Lasso [93], LassoCV [95], and Ridge Regression
techniques [96].

IV. EXPERIMENTAL DESIGN

This section describes the experiments conducted to ensure
the methodology was performed correctly. The experiments
are conducted after the initial data wrangling and feature
selection according to the Col Process. These experiments
assisted in reaching the optimal parameters to conduct the
final experiments for the GPA prediction. For the clustering
phase, various temporal features were used, but no clusters
were formed except the GPS feature. Details are mentioned
in the subsection below.

A. EXPERIMENTS DETAILS
The first experiment conducted was the visualization of stu-
dents’ movement over the map in order to ensure if there is
a specific pattern in their GPS locations or not. In figure 7,
various samples of students’ movement patterns over time
are presented. As shown, there are some common patterns
between the students. These patterns can be classified into
three main categories:
« Students who overtime move locally within the same
city (Figure 7(a)).
o Students who overtime move within the same state
or within the East Coast (several states at the same
side)(Figure 7(b)).
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o Students who move all over the united states or glob-
ally(Figure 7(c)). This cluster can be separated into two
different clusters if the number of students in each clus-
ter increases.

Following the visualization, as a second experiment, the
automated process of clustering using DTW similarity and
k-means was applied. The number of clusters chosen should
achieve the best silhouette score, as shown in Figure 8. The
number of clusters generated with the automated process
agreed with the initial manual inspection. For comparison
purposes, clustering over one of the static data available (The
static feature is: PHQ-9 depression scale scores [97]). This
feature was collected within pre-semester and post-semester
surveys and averaged to form the clusters. The clusters were
similar to the one generated in [81]. Cluster 1 of a normalized
mean value of (—0.37), Cluster 2 of mean values (0.39), and
Cluster 3 of a mean value of (0.05). As mentioned with time-
series clustering, these clusters will be separated to generate
various prediction models per each cluster.

After clustering, various regression models are applied for
prediction. The results are detailed in the Results section.

B. EVALUATION

The evaluation of the results of the prediction process is per-
formed according to multiple evaluation techniques. These
techniques are detailed as follows:

« MAE (Mean Absolute Error): MAE assesses the aver-
age magnitude of mistakes in a set of forecasts without
considering their direction. It is the average of the abso-
lute differences between forecast and actual observation
over the test sample, where all individual deviations are
given equal weight. The lower the MAE, the better a
model fits a dataset. MAE was used in previous research
on the same dataset.

« RMSE (Root mean square error): A metric that tells us
how far apart the predicted values are from the observed
values in a dataset, on average. The lower the RMSE,
the better a model fits a dataset. The RMSE is a good
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measure for evaluating the performance of a model
because RMSE is proportional to the observed mean.

o Adjusted R-squared: R-Squared (R2) is a metric that
tells us the proportion of the variance in the response
variable of a regression model that the predictor vari-
ables can explain. This value ranges from O to 1. The
higher the R2 value, the better a model fits a dataset.
R2 is the square of the correlation coefficient, which is
computed as follows: Correlation Coefficient (r):

L n(Xx) - (Xx) (Ey) @

ST = (e - 7]
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where;

x is the observed variable, y is the predicted variable, and

n are the number of observations.
One pitfall of R-squared is that the value of R2 can only
increase as predictors are added to the regression model.
This increase is artificial when predictors are not improving
the model’s fit. A related statistic, Adjusted R-squared, will
decrease as predictors are added if the increase in model fit
does not compensate for the loss of degrees of freedom.

Cross-Validation is applied to ensure the stability of the

results. Cross-validation is a resampling method that uses
different data portions to test and train a model on different
iterations. Repeated k-fold cross-validation is utilized with
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values of: k (partitions=10), r(repeats)=3. This k-fold divi-
sion has been utilized in earlier work [98]. Other techniques
such as Monte Carlo simulations are utilized in previous
research related to forecasting [99]. However, K-fold was
selected as K-fold cross-validation is the most widely used
method in social sciences [100].

In addition to the previous evaluation criteria, the runtime
and number of features utilized in each run are detailed to
compare efficiency. The platform on which these experiments
were conducted was Google Colab, using their standard
CPU-based runtime.

V. RESULTS AND DISCUSSION

The purpose of the research detailed in the paper is to examine
combining social-based clustering techniques with various
regressions. In addition, another set of experiments considers
the feature selection based on the Col model and how it
influences the prediction performance. Table 3 summarizes
the results achieved from the experiments.

A. GPA PREDICTION THROUGH REGRESSION (BASELINE)
1) ACCURACY

The first experiment aims to utilize regression techniques for
GPA prediction.The experiment was conducted by applying
the previous work [45], which applies different regression
techniques for GPA prediction on the same dataset and com-
pares it with other regressive techniques. The best results
from previous research achieved 0.179 mean error, corre-
lation (r)= 0.81 using LassoCV. The techniques used are
standard Linear regression, Lasso Regression, LassoCV, and
Ridge regression with variations in the algorithms’ factors
such as the Regularization parameters. As presented in the
methodology section, multiple techniques for GPA prediction
have been evaluated. Firstly, the comparison between the
regression models has resulted in support for the usage of Las-
soCV for a better prediction output. In general, it can be per-
ceived that algorithms that focus on the L1 regularization only
(ex: Lasso, LassoCV) as a penalty perform better than other
algorithms that include L2 regularization (ex: ridge). The
reason would be that algorithms based on L1 regularization
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would eliminate the least essential features and the selection
performed.

Note that the results per each trial/algorithm represent the
average range of accuracies of each technique while using
multiple regularization factors (alpha). The range of regular-
ization values used is from 0.001 to 0.01. Higher values were
tested but achieved near-zero accuracy as it eliminated most
of the features necessary for the prediction process. This tech-
nique works effectively in datasets with a larger number of
features. Standard Linear regression performed as expected
of not converging with more features presented. As per
figures 10, 11, 12, LassoCV outperforms other techniques in
MA, RMSE, and Adjusted R2, specifically in the case of no
clustering and no feature selection. More details about other
experiments are mentioned in the below subsections.

2) RUNTIME

In the first trial (without feature selection according to the
Col model). The utilization of all set of features increased the
potential runtime for all algorithms. Detailed comparison of
all techniques is presented in figure 9. The runtime results
agree with previous research [101], [102]. LassoCV has a
higher runtime due to the cross-validation applied to select
the best (alpha) for the regression model.

Run Time Comparison

B lncar W ridge lasso [ lassoCvV

80

Wio FS, Wio C WioFS,WC WFS, WhoC WF3,WC

FIGURE 9. Runtime of algorithms (in Seconds).

B. FEATURE SELECTION OF STUDENT DATA TO Col
CHARACTERISTICS

1) ACCURACY

It was concluded from the previous section that LassoCV is
considered the best performing regressive technique, with a
trade-off in comparison to LASSO in terms of time due to
the application of least angle cross-validation [103]. For the
second phase of the work conducted, a trial is applied by using
features selected according to the Col model. This selection
resulted in focusing only on the features most representative
of the student according to the Col framework. Accuracy
enhancement was minor but still apparent. The number of
features was reduced from 218 to 81, as shown in figure 13,
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TABLE 3. Comparative Analysis Results (Accuracies).

Results
Evaluation Metric
Technique MAE | RMSE | Adjusted R2 | Number of Features
Without Feature Selection (W/o FS)
Without Clustering (W/o C)
Linear 0.172 | 0.287 0.577 218
Ridge 0.189 | 0.203 0.4 218
Lasso 0.103 | 0.189 0.88 218
LassoCV 0.09 0.145 0.92 218
With Clustering (W C)
Linear 0.193 0.26 0.59 218
Ridge 0.186 | 0.217 0.456 218
Lasso 0.17 0.201 0.842 218
LassoCV 0.11 0.187 091 218
With Feature Selection (W FS)
Without Clustering (W/o C)
Linear 0.204 | 0.296 0.6 81
Ridge 0.217 | 0.354 0.52 81
Lasso 0.156 | 0.162 0.883 81
LassoCV 0.126 | 0.15 0.95 81
With Clustering (W C)
Linear 0.225 | 0.314 0.64 81
Ridge 0.293 | 0.423 0.296 81
Lasso 0.112 | 0.184 091 81
LassoCV 0.07 0.135 0.96 81

MAE Comparison
B lincar [ Ridge Lasso [ LassoCV

03

Wio FS, Wio C Wi FS,WC WFS, W C WFS,WC

MAE

RMSE Results

B Linear [ Ridge Lasso [l LassoCV

05
04
0.3
02
0.1

0.0

WioFS, Wio C WioFS,WC WFS WhoC WFS,WC

RMSE

FIGURE 10. Mean Average Error Results.

and accordingly, the run-time was affected. It is to be noted
that the performance of the features selection without clus-
tering overcomes the performance of using clustering but
without using the feature selection, meaning that selecting
the attribute presenting the student ensures a better-situated
model.

2) RUNTIME

Regarding the algorithms’ runtime, it can be viewed from
figure 9 that the runtime of the regression models is reduced.
This reduction is due to utilizing a lower number of features

as an input to the regression models, as occurred in previous
research [104].
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FIGURE 11. Root Mean Square Error Results.

C. PRE-PREDICTION PROCESSING USING STATIC AND
TIME-SERIES CLUSTERING

1) ACCURACY

The third phase involved adding a clustering phase before the
prediction process. The ’cluster-then-predict’ part achieved
no significant improvement in accuracy (Figures 10, 11, 12).
However, Clustering was seen to perform better with feature
selection rather than on its own.

The clustering over static values (PHQ-9 feature) showed
no significant improvement over the baseline results (in cases
showed deterioration of RMSE above 0.4). However, this
might be because the clusters formed in this case are based
on averaging two values, which might not be a good repre-
sentative of the state of depression at a specific time.
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FIGURE 12. Adjusted R2 Results.
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2) RUNTIME

It was shown through the last phase that considering the
temporal effects of social data (represented in the overtime
movement of the student measured by the GPS location) can
potentially reduce the runtime for the model if experimented
on new students (Figure 9. The reduction in runtime matches
previous research conclusions, in that smaller representative
datasets achieved through clusters reduce regression process-
ing time over larger datasets [105]. Futuristically, the runtime
for new students will be reduced by identifying each new
student’s cluster. According to this cluster, they will only
be classified, which reduces the amount of time used to
rebuild the regression model. This result confirms the theory
that a ’cluster-then-predict’ technique can be helpful in the
prediction of outcomes within the education field.

In conclusion, the results show performance precedence
using LASSO and LASSOCYV (with a trade-off regarding the
runtime difference). This variation in runtime between vari-
ous regression models. Time-Series clustering on its did not
achieve the best performance; however, combined with the
feature selection based on Col, it achieved better performance
in accuracy and runtime.
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VI. CONCLUSION AND FUTURE WORK

In this paper, a comprehensive study has been implemented
in the field of educational performance analysis. This work
was divided into two main objectives:

o Analyzing the suitability of Community of Inquiry
framework as a student modelling technique for select-
ing the attributes most representative of the stu-
dents. This analysis is conducted by selecting students’
attributes that fit the Col model, a model that considers
both cognitive and social aspects of the student. A com-
parison is then performed between the GPA prediction
results and the results achieved by predicting through
all available attributes to validate the suitability of the
feature selection.

o Evaluating how the addition of a pre-prediction phase
using time-series clustering over time-series based
attributes can minimize the number of attributes required
in the prediction process.

The results have shown that the techniques that were
preceded by feature selection according to the Col model,
or adding a pre-prediction phase using clustering can enhance
the prediction accuracy and minimize the required number
of attributes. These results also open the door for how struc-
tured behavioral and educational models can be combined
with automatically measured data to understand better how
each attribute contributes to the evaluation of student perfor-
mance. In addition, this research facilitates opportunities for
future research in several areas. These areas include but not
limited to:

« Automating the selection process between students’
attributes and a standardized framework such as the Col
model utilized in this research. This automation can be
performed through various sentence-relatedness tech-
niques between  attribute names and Col
indicators [106].

o Automating the process of identifying the number of
clusters through hyper-parameters optimization. In addi-
tion, other non-linear techniques such as deep learning
might be usable in the case of a lower number of features
dataset [107].

« Studying how the Col model may assist in other areas
through the educational process other than student
outcome prediction. This study may include how the
Col framework can automatically assist in generating
courses suitable to various students based on their Col
presences.
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