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ABSTRACT This study proposes a supervised feature selection technique for classification in high
dimensional binary class problems by adding robustness in the conventional Fisher Score. The proposed
method utilizes the more robust measure of location i.e. the Median and measure of dispersion known as
Rousseeuw and Croux statistic (Qn). Initially minimum subset of genes is identified by the Greedy search
approach, which is then combined with the top ranked genes obtained via the proposed Robust Fisher
Score (RFish). Finally to remove redundancy in the selected genes, Least Absolute Shrinkage and Selection
Operator (LASSO) has been applied. The proposed method is validated on five publicly available datasets.
The results of the proposed method are compared with six well known feature selection methods based on
prediction performance via Random Forest (RF), Support Vector Machine (SVM) and k Nearest Neighbour
(k-NN) classifiers. Box-plots and Bar-plots of the results of the proposed method and all the other methods
considered in the manuscript are also given. The Results show that the proposed method (RFish) performs
better than all the other methods in majority of the cases. The paper gives a detailed simulation study to
further assess the proposed method.

INDEX TERMS Classification, feature selection, high dimensional gene expression datasets, Fisher Score,
Rousseeuw and Croux statistic.

I. INTRODUCTION
Recent revolution in the functional genomic technologies
is producing a huge amount of data. Microarray and
other high-throughput technologies are capable of studying
thousands of genes generated by these technologies, simul-
taniously. The understanding of such microarray datasets has
paved a way in developing new statistical learning tools.
The main problem in such type of datasets is the curse
of dimensionality, where tens of thousands of genes are
measured on a very small number, tens to few hundreds of
samples or observations. These problems are also referred
to as (n < p) problems. Such high-dimensional gene
expression datasets are usually not good for classification
purpose because of the curse of dimensionality [1]. Moreover
most of the genes in such type of datasets are noisy and do
not contribute in the classification of observations to their

The associate editor coordinating the review of this manuscript and

approving it for publication was Li He .

ture classes (phenotypes). This problem can be solved by
using a technique called feature selection, [2], [3]. Feature
selection reduces dimension of the data by selecting a
subset of important genes while removing the redundant and
irrelevant ones from the entire features/genes space, thereby
reducing complexity and cost of the computation. Moreover,
a small number of features are also useful in mitigating the
training time, increasing the generalizability of models by
minimizing their variances, as well as in mitigating the curse
of dimensionality in (n < p) problems.
Generally speaking, feature selection methods can be

divided into three categories i.e. Wrapper, Embedded, and
Filter methods [3]. The filter methods rank the genes
according to their importance before the learning algorithm
is employed. Filter methods selects those genes for classi-
fication that have higher ranking scores. Examples of such
methods could be found in [1]–[13]. Wrapper methods assign
ranks to genes according to their importance with the help
of learning algorithms that will ultimately be employed.
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The method given in [14] comes under the category of
Wrapper methods. In Embedded methods the learning
algorithm and feature selection methods are combined to
select the most informative genes. The specific learning
algorithm and embedded methods are tightly coupled,
thereby reducing the application of these feature selection
methods to other learning algorithms. The commonly used
embedded procedures are decision tree algorithm, regression
with LASSO and Ridge regression. The LASSO and ridge
methods shrink the coefficients of non-informative features
to zero and almost zero, respectively, by applying some
penalty on the features coefficients. Method given in [15]
comes under the category of Embedded methods. This
paper is based on the idea that falls under the category of
filtering methods. Motivated by [16] and [17], the proposed
method selects discriminative genes or features by using the
Robust Fisher Score approach which are then combined with
the minimum subset of genes obtained via greedy search
approach given in [12], for binary class problems. To remove
the redundancy in the selected genes, this paper uses the
(LASSO). The proposed method is applied on five publicly
available benchmark gene expression datasets. To evaluate
the performance of the selected genes via the proposed
method, the results are compared with six well known feature
selection methods that are: proportion overlapping score
(POS) [12], maximum relevance and minimum redundancy
(mRmR) [18], Wilcoxon rank sum test [19], sigF [20],
GClust [13] and [16], based on classification error rate.
For this purpose, three popular classifiers namely Random
Forest (RF) [21], k-Nearest Neighbors (k-NN) [22] and
Support Vector Machine (SVM) [23] are used to check
the performance of genes selected through the proposed
method in comparison with the other feature/gene methods.
Motivated by the Fisher score given in [16], a new statistic
called robust fisher score (RFish) has been proposed which is
based on the robust measures of location and dispersion i.e.,
median and Rousseeuw and Croux statistic. The advantage of
using these robust measures is that the value of (RFish) will
remain stable in the presence of outliers. It shows the actual
discriminative ability of the genes avoiding the effect of
outliers. Moreover, to remove the redundancy in the selected
genes, (LASSO) has been used, which shrinks the coefficients
of uninformative and redundant genes to zero and retains the
informative ones.

The remainder of this paper is organized as follows.
Section 2 provides a summary of the related work done in
the literature. In Section 3, the proposed method is discussed
thoroughly. Section 4, gives experiments on the benchmark
datasets and results of the proposed method. This section also
gives a detailed simulation study to support the argument
given in this paper. Finally, Section 5 gives the conclusion
based on the work done in the paper.

II. RELATED WORK
Recent years have witnessed a lot of work on feature
selection in high dimensional gene expression datasets.

The main objective of feature selection is to identify the
most discriminative and important features [3]. Feature
selection reduces computational complexity as well the
training time of the learningmodels by enhancing or retaining
their accuracy [24]–[26]. According to [2], the accuracy
and prediction power of classifier could be enhanced if it
is provided with the important and discriminative genes.
According to [27]–[29], it is NP-hard problem to select
an appropriate subset of features and has attracted a lot
of researchers to use stochastic and heuristic algorithms.
Authors in [30], [31] have introduced methods that allocate
the important feature set to the local behaviour of data by
using different regions of feature space. Similarly studies
in [32]–[34] and [35], [36] have selected the important
features by ranking them while using the aggregate sample
data. The (LASSO) is an another feature selection method,
which selects the discriminative features by setting the
coefficients of non informative features/genes equal to
zero [35]. Amethod called least angle regression (LAR) given
in [33] is based on the LASSOmethodwhich computes all the
LASSO estimates, and then chooses those genes for model
construction which are highly correlated with the genes
already selected. A semi-supervised feature selection method
introduced in [36], called Rescaled Linear Square Regres-
sion (RLSR) have incorporated rescaling factors in order
to rank the features and exploit the least square regression
model. Authors in [34] introduced feature selection method
known as Hilbert–Schmidt independence criterion least
absolute shrinkage and selection operator (HSIC-Lasso). This
method selects the most discriminative and non-redundant
features by using set of kernel functions. A technique known
as ‘relative importance’ was proposed in [37], in which
important genes were identified by growing a large number
of trees. A method known as minimal redundancy maximal
relevance (mRMR) given in [18] declares those genes as
important which have maximum relevance with the response
class andminimum redundancy. The ensemble version of [18]
can be found in [38]. Authors in [39] have used the Principal
component analysis technique for the selection of informative
features/genes. Genes that corresponds to the component with
less variation were declared as important. Similarly, another
study given in [40] has used the factor analysis technique in
order to select a set of discriminative genes. A comparison
of various feature selection techniques is given in [41], [42].
Several studies have used the p-value of statistical tests
for the selection of important genes. Examples are the
Wilcoxon rank-sum test and t-test for feature selection
as can be found in [19], [20]. Selection of important
genes with the help of impurity measures like Gini index,
max minority and information gain can be found in [43].
Informative genes can also be selected by investigating the
overlapping degree of genes across the different classes.
Authors in [44] proposed a method by investigating the
overlapping degree of genes across the different classes.
Genes that have smaller overlapping degree between the
classes are declared informative. Authors in [45] extended
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FIGURE 1. A general layout of the gene expression data.

the idea of [44] by introducing one additional factor i.e. the
number of overlapped observations in the overlapping area
for each gene. The authors in [45] combined the minimum
subset of genes obtained via Greedy search approach with
the top ranked genes according to their proposed method.
The idea of [45] was further extended by [12] named
as ‘POS’ score, by adding a factor i.e. proportion of
overlapping samples in each class for each gene. Genes with
the smallest ‘POS’ scores are considered as informative.
Authors in [46] introduced a criteria for feature selection by
performing extensive experiments to investigate the efficacy
of their proposed method on the publicly available datasets
related to computational biology. Feature selection for multi
class problems in high dimensional datasets can be found
in [47], which is an extended version of decomposition-
based multi-objective optimization approach. Further meth-
ods relating to feature/gene selection in high dimensional
gene expression datasets could be found in [46], [48]–[57]
and the references cited therein. Moreover, methods used in
different applications associated to features selection can be
found in [58]–[67].

III. ROBUST FEATURE SELECTION METHOD
Microarray gene expression datasets are generally repre-
sented in the form of a matrix and it is given by E =
[eij], where E ∈ <N×P and eij is the observed value of
gene expression for ith gene and for jth tissue sample or
observation, for j = 1, 2, 3, . . . ,P and i = 1, 2, 3, . . . ,N .
In binary class gene expression datasets, each tissue sample
is categorized into one of the two categories, 0 or 1. Suppose
Y ∈ <N is class labels vector, then its ith element will
have a unique value c, which is either 0 or 1. The matrix
representation of a gene expression datasets is given in
Figure 1. Samples are given in the rows while genes are
listed in the colums of the give figure. Each cell in the matrix
represents gene expression values of various genes for the
corresponding samples.

The necessary definitions used in this paper are as follows:
Median:
The median of any jth gene, for class (c = 0, 1) is given by

Med(j,c) where j = 1, 2, 3, . . . ,P.
Rousseeuw and Croux Statistic(Qn):
The Rousseeuw and Croux Statistic (Qn) given in [68], for

any jth gene and class c = 0, 1 is given as:

Qn(j,c) = cn(j,c) ∗ Q1(j,c)(|xl(j,c) − xm(j,c)| : l < m), (1)

where cn(j,c) is a constant which depends on the length of jth

gene and class c. The quantity |xl(j,c) − xm(j,c)| represents the
absolute pairwise differences of gene expression values of jth

gene for class c = 0, 1.
Gene Masks:
The matrix of gene masks M ∈ <N×P is computed by

the method given in [12]. The gene masks show the ability
of genes to correctly classify the tissue samples to their true
classes. In other words it shows the classification power of
gene. The elements of genes mask matrix M is computed as
follows.

mij =


1, if eij ∈ (non-overlapping region as defined,

in [12])
0, otherwise,

(2)

where j = 1, 2, 3, . . . ,P and i = 1, 2, 3, . . . ,N .
Minimum subset of genes:
The minimum subset of genes that correctly classify the

tissue samples to their true classes are identified with the help
of the method given in [12]. These are the genes that correctly
classify the maximum number of observations to their true
response classes avoiding the effect of outliers in the training
phase.
Robust Fisher Score(RFish):
Motivated by [16] and [17], a Robust Fisher Score (RFish)

is proposed in this paper for binary class problems and is
given by;

RFish(j) =
n1|Med(j,1) −Med(j)| + n0|Med(j,0) −Med(j)|

Qn(j)
,

(3)

where RFish(j) represents the robust fisher score for jth

gene, Med(j,1) and Med(j,0) are the medians of jth gene for
class 1 and 0, respectively. n0 and n1 are the number of
tissue samples, for a particular gene in class 0 and class
1 respectively.Med(j) is the overall median of jth gene for both
the classes. Furthermore, Qn(j) = n1Qn(j,1)+n0Qn(j,0), where
Qn(j,1) and Qn(j,0) are the Rousseeuw and Croux Statistics
for measuring the variability in jth gene for class 1 and 0,
respectively.
Least Absolute Shrinkage and Selection

Operator(LASSO):
One of the main problems in ordinary Fisher Score [16]

is that, it does not handle the redundancy problem [17].
To overcome this problem the (LASSO) [35] has been used.
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FIGURE 2. Flowchart of the proposed method.

LASSO shrinks the coefficients of the uninformative genes to
zero and retains those genes in the model that are informative
for the classification purpose. This technique takes into
account the following expression for the estimation of the
coefficients of genes.

max
β1,β0

N∑
i=1

[yi(β0 + βT xi)− log(1+ eβ0+β
T xi )]− λ

P∑
j=1

|βj|,

(4)

where βj is the regression coefficient of jth gene, λ is
the amount of penalty imposed on the genes coefficient
and yi represent the target class in the binary class
problems. For further details on the LASSO technique,
see [35].

The proposed method (RFish) takes into account the
following steps in selecting the discriminative set of genes
in high dimensional gene expression datasets.

1) In the first phase the proposed method identifies the
minimum subset of genes K1 in the training phase with
the help of the greedy search approach given in [12]
by avoiding the effect of outliers. These are the genes
that classify the tissue samples to their true classes
without any ambiguity. The details of greedy approach
are given in [12].

2) Those genes which are not selected in the minimum
subset of genes in the first phase are then subjected to TA
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the calculation of the proposed robust fisher (RFish)
score. Genes with the maximum (RFish) scores are
the ones that have maximum discriminative ability.
By this way the genes are arranged in decreasing order
according to the (RFish) scores and the top K2 genes
are selected.

3) In the third phase of the proposed strategy the K1 and
K2 genes in Steps (1) and (2) are combined.

4) To remove the redundancy in the genes selected in Step
(3), LASSO is applied, which shrinks the coefficients
of non-informative genes to zero while retaining those
which are informative. Genes are then arranged in
decreasing order of their coefficients.

5) Finally for the model construction, the required top
number of genes are selected from the set of genes in
Step (4).

The general work flow and the pseudo-code of the proposed
method (RFish), are given in Figure 2 and Algorithm 1,
respectively.

Algorithm 1 Algorithm of the Proposed Method (RFish) for
Gene Selection
1: Inputs: Let input feature space is XN×P and response

vector is Y , and let the number genes to be selected is
(r).

2: Output: The ordered discriminative genes set T .
3: for j→ P do
4: Using [12], to compute the gene mask for each gene

i.e. mij.
5: end for
6: letM ∈ <N×P be the genemaskmatrixM = [mij], where

its ith value for jth gene is either 0 or 1.
7: Let M..(H) be the aggregate or total mask of genes.
8: Using the greedy search approach given [12] for the

selection of the minimum subset of genes from M and
M..(H) and denote it by K1.

9: Exclude the minimum subset of genes K1 from the whole
set of genes H to get H ′ i.e. H ′ = H − K1.

10: for j→ H ′ do
11: Apply the proposed method (RFish).
12: end for
13: Select the top rankedK2 genes that havemaximumRFish

score.
14: Combine the genes obtained in step (8) and (13) i.e. K1+

K2.
15: Apply LASSO on selected genes in step (14).
16: Order the genes according to the model’s coefficients in

step (15).
17: Select the |T | = r top ranked genes in step (16) for model

construction.

The intuition behind the efficient performance of the
proposed method (RFish) is that, the Fisher score given
in [16] is based on the ordinary measures of location and
dispersion i.e. mean and standard deviation. Since the mean
and standard deviation are sensitive to extreme values or

outliers, therefore large value of Fisher Score in [16] does
not necessarily imply that the gene has higher discriminative
ability or the lower score of any gene indicates the poor
discriminative ability. Furthermore, the Fisher method is not
capable of handling the similarity or redundancy among
the genes. Keeping in view these weaknesses, a robust
version of Fisher Score is purposed. The proposed method is
based on the robust measures of location and dispersion i.e.
median and Rousseeuw and Croux statistic. The advantage
of using these robust measures is that the value of RFish will
remain stable in the presence of outliers. It shows the actual
discriminative ability of the genes avoiding the effect of
outliers. Moreover, to remove the redundancy in the selected
genes, (LASSO) has been used, which shrinks the coefficients
of uninformative and redundant genes to zero and retains the
informative ones.

IV. EXPERIMENTS AND RESULTS
This section provides a complete details of the experiments
conducted in order to derive and compare the results of
the proposed method with the other different gene selection
methods on various benchmark datasets. A method with
smallest classification error rate is considered as the best
method. Furthermore, research in [69] has used various gene
selection methods, which are given in [55], and it has been
shown that a classifier’s accuracy is significantly effected
by different gene selection methods. Also, this approach has
been widely used by different other studies as given in [12],
[16], [17], [45]. A brief description of the datasets used in this
study is given below.

A. MICROARRAY GENE EXPRESSION DATASETS
Five publicly available gene expression datasets have been
considered in this study. All the datasets are taken from
various open sources. The detailed description of these
datasets are given in Table 1. The small, round blue cell
tumors (SRBCTs) of childhood, which include NeuroB-
lastoma(NB), RhabdoMyoSarcoma (RMS), Non-Hodgkin
Lymphoma (NHL) and the EWing family of tumors (EWS)
are so named because of their similar appearance on
routine histology.The dataset consists of 83 observations,
29, 25, 11 and 18 observations of NB, RMS, NHL and
EWS respectively described by 2308 genes. Since this
thesis considers only binary classification problems, the
two classes with the topmost number of observations,
i.e. NB and RMS, are only considered for the analy-
sis. Also, breastcancer data includes 4948 genes mea-
sured in 78 patients: 34 with Distant Metastases (DM);
44 without distant Metas-tases (NODM). It is available
in the [Bioconductor] repository, http://{\penalty-\
@M}www.bioconductor.org/ from the R package
‘cancerdata’.

B. EXPERIMENTAL SETUP
The experimental setup of the manuscript is given in this
section. Five gene expression datasets have been considered
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TABLE 2. Classification error rates produced by different methods on
various classifiers for Colon dataset.

for the analysis. Each dataset is divided into (70%) training
and (30%) testing parts. Seventy percent (70%) of the
observations are taken randomly without replacement form
each dataset as training parts, while the remaining (30%)
of each dataset are taken as testing parts. A split sample
analysis of 500 runs is used for each combination of
gene selection methods and the corresponding classifier.
The classifier which are considered for the analysis are
k-Nearest Neighbours (k-NN), Random Forest (RF) and
Support Vector Machine (SVM). Furthermore, R library
randomForest [70] is used for the implementation of ran-
dom forest with default parameters, ntree = 500, mtry =
√
p and nodesize = 1. R package kernlab [71] is used

for the implementation of Support Vector Machine (SVM)
classifier with default parameters. Similarly, for k-Nearest
neighbour classifier, R package caret [72] is used with
default parameter value of k = 5.
The training parts of each dataset are used for the selection

of various sets of informative genes that are 5, 10, 15 20,
25 and 30 by various feature selection methods to train the
classifiers. Performance metric i.e. classification error rate
is used to check the classifiers’ performance based on the
selected set of genes.

C. RESULTS AND DISCUSSION
This section provides the results of the proposed
method (RFish) and six other well known gene selection
methods included in this study. All the methods are
validated on five publicly available datasets, and these
are ‘‘Leukemia’’, ‘‘Colon’’, ‘‘Srbct’’, ‘‘GSE4045’’ and
‘‘Breastcancer’’ by using three different classifiers namely,
Random Forest (RF), k-Nearest Neighbours (k-NN) and
Support Vector Machine (SVM). The results are given in
Tables 2, 3, 4, 5 and 6. The details of all the other gene
selection methods used in this paper can be found in [12],

TABLE 3. Classification error rates produced by different methods on
various classifiers for Srbct dataset.

TABLE 4. Classification error rates produced by different methods on
various classifiers for GSE4045 dataset.

[13], [18]–[20] and [16]. Table 2 shows the results of the
proposed method and the other methods for ‘‘Colon’’ dataset
on the classifiers. It is evident from Table 2 that the proposed
method (RFish) performs better than all the other methods
on random forest classifier except for the set of genes 5,
15,20 and 25, where the method ‘‘Fish’’ performs better
for the subset of genes 10 and 30. On k-NN classifier the
method ‘‘Fish’’ wins over all the other methods for subset
of genes 5 and 15. For the subset of genes 20 and 25 the
proposed method is performing better. Similarly, on SVM
classifier the proposed method performs better than all the
other methods, except for the number of genes 10, 20, 25 and
30 where the method ‘‘sigF’’ is producing minimum error
rate among all the other methods. Similarly, Table 3 shows
the results of the dataset ‘‘Srbct’’ for the different gene
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TABLE 5. Classification error rates produced by different methods on
various classifiers for Breastcancer dataset.

TABLE 6. Classification error rates produced by different methods on
various classifiers for Leukemia dataset.

selection methods. It is clear from the Table 3 that the method
‘‘sigF’’ outperforms all the other methods on k-NN and SVM
classifiers. In case of random forest classifier the method
‘‘Wilc’’ is winning in majority of the cases. The results of the
dataset ‘‘GSE4045’’ are displayed in Table 4. The proposed
method ‘‘RFish’’ is outperforming all the other methods on
k-NN and SVM classifiers, while on random forest classifier,
the method ‘‘POS’’ is producing minimum classification
error rates than all the other methods except for the set of
genes 5 and 20 where the proposed method is winning over
all the other gene selection methods. The results on datasets
‘‘Breastcancer’’ on various gene selection methods are given
in Table 5. The proposed method has outperformed all the
othermethods on all the classifiers and producing comparable
results with the method ‘‘Fish’’ on k-NN classifier. Finally

FIGURE 3. Boxplots of classification error rates for 20 number of genes.

FIGURE 4. Classification error rates of the methods for different number
of genes for Colon dataset.

Table 6 shows the results of the proposed method ‘‘RFish’’
and all the other feature/gene selectionmethods on the dataset
‘‘Leukemia’’. It can be seen in Table 6 that the proposed
‘‘RFish’’ is outperforming all the other methods on random
forest and k-NN classifiers. On SVM classifier the method
‘‘Fish’’ is producing minimum error rate for the subset of
genes 10, while for the remaining subset of informative genes
the proposed method is producing minimum classification
error rates.
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FIGURE 5. Classification error rates of the methods for different number
of genes for Srbct dataset.

FIGURE 6. Classification error rates of the methods for different number
of genes for GSE4045 dataset.

To further assess the efficiency of various gene selection
methods, boxplots of the results are constructed. The boxplots
of the results of the proposed method (RFish) and all the
other gene selection methods considered in this paper for
twenty number of genes on k-NN classifier are constructed
and they are given in Figure 3. It is evident from the
boxplots that the method (Fish) is outperforming all the other
methods in the case of ‘‘Colon’’ dataset. For the remaining
datasets, the proposedmethod (RFish) is producingminimum
classification errors than all the other gene selection methods
except for the dataset ‘‘Breastcancer’’ where it is almost
similar to the method (Fish). Moreover for the dataset
‘‘Srbct’’ the method ‘‘sigF’’ is producing minimum error
rate. Overall the proposed method (RFish) is winning on
3 out of 5 datasets and producing similar results on one
dataset.

FIGURE 7. Classification error rates of the methods for different number
of genes for Breastcancer dataset.

TABLE 7. Classification error rates by random forest and support vector
machine classifiers on simulated data having outliers in the important
variables.

Similarly for quick insights into the results of the proposed
method (RFish) and all the other methods included in this
study, the bar plots are also constructed. These bar plots
are given in Figures 4, 5, 6, 7 and 8 respectively. From
Figure 4 it is clear that the proposed method ‘‘RFish’’ is
producing minimum error rates as compared to all the other
methods, in majority of the cases, on random forest classifier.
On k-NN classifier the proposed method ‘‘RFish’’ has
minimum error rates for the subset of genes 20 and 25.
Similarly from Figure 5 it is evident that the method ‘‘sigF’’ is
winning over all the other methods in majority of the cases in
the case of ‘‘Srbct’’ dataset. Bars in Figure 6 corresponding
to the method ‘‘POS’’ indicates that it is performing better
than all the other methods in majority of the cases on random
forest classifier, while on k-NN and SVM classifiers the
proposed method is producing minimum classification error
rates. Finally from Figures 7 and 8, it can be observed that
the proposed method is outperforming all the other methods
on various classifiers for the datasets ‘‘Breastcancer’’ and
‘‘Leukemia’’ respectively.
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FIGURE 8. Classification error rates of the methods for different number
of genes for Leukaemia dataset.

TABLE 8. Classification error rates by random forest and support vector
machine classifiers on simulated data having no outliers in the important
variables.

FIGURE 9. Plots of error rates of of the methods for different subsets of
genes for the datasets; (A): when there are outliers in the variables, (B):
when there are no outliers in the variables.

V. SIMULATION
This section describes two simulation scenarios for the
proposed method. The first scenario is designed to mimic
a situation where the proposed method is useful, whereas

the second scenario shows a data generating environment
that might not favour the proposed method. For this purpose
two different models are used, one for each scenario.
The class probabilities of the Bernoulli response Y =

Bernoulli(p) given N × P dimensional matrix X of iden-
tically and independently distributed (iid) N observations
from Normal(0, 1) and Uniform(0, 1) distributions, in each
scenario are generated by using the following equation.

p(y|X ) =
exp(b× X − a)

1+ exp(b× X − a)
. (5)

The values of a and b are both fixed at 1.5. A vector of
coefficients, β is generated fromUinform(5,−5) distribution
to fit the linear predictor given as

Y = Xβ + ε. (6)

Top five i.e. K = 5, important variables are identified from
the above model based on their coefficients βs. In order to
contaminate the data, outliers are added to these top five
variables from Normal(20, 60) distribution. in addition some
noisy variables are also added to the data from Normal(5, 10)
distribution. By this way a simulated data having N = 100
observations and P = 120 variables is generated. The
second model is also constructed in a similar fashion. The
difference between the twomodels is that, the former contains
20% of the total observations as outliers in the important
variables, while the later does not contain outliers. A total
of 500 realizations are made in this paper for data simulation.
For running the algorithms, the same experimental setup is
used as given for benchmark datasets.

The results for all the methods included in this paper are
computed on the basis of two classifiers, random forest (RF)
and support vector machine (SVM) only. The results of both
the scenarios i.e. data having outliers and data that do not
contain outliers are given in Tables 7 and 8, respectively. It is
clear from the tables that when the data contain outliers or
extreme values in the features, the proposed method (RFish)
outperforms all the other methods, whereas the performance
of the proposed method is poor when there are no outliers
in the data. Thus the simulated data analysis supports our
argument that the proposedmethod is performing better in the
presence of extreme values in the data. Furthermore, plots of
error rates for different subsets of gene are also constructed
as given in Figure 9.

VI. CONCLUSION
This paper has discussed the idea of identifying the set
of most discriminative genes in high dimensional gene
expression datasets by combining the minimum subset of
genes obtained via greedy search approach [12] and the
top ranked genes obtained by the proposed method (RFish).
Moreover, to remove the redundancy in the selected set of
genes a well known technique (LASSO) has been used.
The proposed method (RFish) takes into account the more
robust measures of location and dispersion i.e. the median
and Rousseeuw and Croux statistic (Qn), thereby reducing
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the effect of extreme values or outliers in gene expression
values. Larger value of the proposed method (RFish) for any
gene indicates that the gene has more discriminative ability in
classifying the tissue samples to their true response classes.

The analysis of the paper, based on two classifiers, revealed
that feature selection methods might be adversely affected by
the presence of outliers in expression values. Such outliers
in the expression values might lead to misleading ranks to
genes by gene selection method. The proposed RFish method
attempted to solve this problem by using robust statistics
while ranking genes.

Moreover one can use other various types of robust
measures of location and dispersion available in the literature
rather than the median and Rousseeuw and Croux statistic
(Qn). This work can also be extended to the situation where
the response variable is of continuous nature. The proposed
method can also be extended to the unsupervised machine
learning scenario, where one can divide the entire set of genes
into various clusters and then apply the proposed method in
each cluster to get a set of discriminative genes/features [13],
[53]. The final set of discriminative genes in this case will be
the combination of top ranked genes in each cluster. Also,
the proposed gene selection method can be validated by
extending the performance assessment of the selected genes
to other classification methods [73], [74].

The proposedmethod, however, is only designed for binary
class problemswhich limits its applicability. Furthermore, the
method might become time consuming in case of ultra high
dimensional settings. This problem can be solved by using
parallel computing.
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