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ABSTRACT This article investigates the optimal sliding mode control approach for consensus of nonlinear
discrete-time high-order multi-agent systems (MASs). First, the nonlinearity and communication delay in
the MAS is solved by designing a distributed discrete-time integral sliding mode control law, together with
a proof of reachability of the sliding mode surface, as well as a proof that the chattering of the system is
attenuated. In addition, the optimal controller is designed based on the model obtained after the distributed
sliding mode control law is applied to the system. The merits of the proposed distributed sliding mode
controller with the fusion of optimal control are that it can reduce the chattering of the MASs and their
existence of quasi-sliding modes, as well as tolerate the negative impact caused by communication delay
among agents. The MASs can achieve consensus quickly with the combined action of the sliding mode
controller and the optimal controller. Finally, two examples are given to verify the effectiveness of the control
method proposed in this paper.

INDEX TERMS Sliding mode control, optimal control, nonlinear multi-agent system, high-order consensus,
communication delay.

I. INTRODUCTION
Individual units in real physical systems have become capable
of sufficient computation and execution as a result of the rapid
development of distributed computing, sensor network, and
communication technology in recent decades, giving rise to
the complex system science of MASs [1]. In MASs, mutual
coordination among agents not only enhances the overall
behavioural performance of the system but also makes it
more collaborative and adaptable. As a result, researchers
have paid more attention on distributed cooperative control
of MAS [2]–[8].

The main goal of consensus of MASs is to make the
same state with the access of communicating networks
under appropriate distributed control mechanism [9]. Wide
variety of consensus control techniques for MAS have
been developed by scholars and engineers throughout the
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world [10]–[18]. For the possible failure of controllers
of continuous-time linear MASs, [10] proposed a dis-
tributed adaptive fault-tolerant consensus controlmethod [12]
explored the distributed optimum cooperation issue and
proposed a distributed event-triggered controller for
continuous-time heterogeneous linear MASs [15] investi-
gated the consensus problem of continuous-time MASs
containing communication time delay. For continuous-time
linear MASs, [11] and [16] considered event-triggered con-
trol methods to achieve consensus in MAS. The finite-time
consensus problem for continuous-time MAS with time-
varying topologies was studied in [17] [18] presented a
consensus control technique and the convergence rate for a
class of linear discrete-time dynamic topological MASs [19]
proposed two consensus methods for first- and second-
order discrete-time linear heterogeneous integrator MASs,
respectively. Since the nonlinearity of the system is more
practical [20], [21] proposed a distributed consensus con-
trol protocol for high-order nonlinear discrete-time MASs
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containing mismatched disturbances, using inversion tech-
niques that do not require Laplace matrix information and
Lippincott restrictions. Due to the limited communication
distance and communication channel capacity between actual
agents, [22] investigated the leader-follower H-infinite con-
sensus problem for nonlinear discrete-time MASs contain-
ing time lag, interference and parameter uncertainty, and
designed an output feedback control protocol that enables
MASs to achieve leader-follower state consensus.

Due to the extensive usage of computers in modern
industrial processes, discrete systems are more versatile in
their applications thereby discrete-time sliding mode con-
trol (DSMC) has become a more popular way to handle
uncertainty inevitably existed in MASs for strengthening the
robustness of MASs with the goal of achieving consensus.
Patel proposed two DSMC protocols that used the Gao’s
reaching law and the Power rate reaching law for the con-
sensus of discrete-timeMASs with matched disturbance [23].
But this study did not take the negative effect of communica-
tion delay into account and the system under consideration
is a linear MAS. Communication delay cannot be missed
in the research of MASs due to the limited communication
distance and communication channel capacity between actual
agents. [24] solved the tracking problem of second-order
discrete-time nonlinear MAS, where communication delays
and packet loss in the system are considered.

It is worth pointing out that the DSMC for the consensus
of MASs with uncertainty and communication delay has not
been fully investigated up to now. The practical desire of find-
ing a technique that can ensure the consensus of high-order
nonlinear MASs with strong robustness to uncertainty and
communication delay motivates our research of this paper.
Therefore, this paper is devoted to developing a novel slide
model control method for the consensus of MASs, such that
the systems can have a strong ability to reject the uncertainty
and disturbance and tolerate the negative impact caused by
communication delay. However, the coupling relationships
among agents, the high-order nonlinearity and communica-
tion delay among agents pose great challenges for designing
the optimal sliding mode controller of MASs with the objec-
tive of reaching the consensus via an optimal approach.More-
over, how to reduce the chattering of sliding mode surfaces
for MASs is another big challenge. The main contribution in
this paper is that a novel distributed sliding mode controller
is designed with the full consideration of communication
delay and coupling relationships among agents, enabling the
MASs to have strong robustness to uncertainty and commu-
nication delay and to reduce the chattering of sliding mode
surfaces.

The following is the rest of the paper’s structure: Section II
covers the necessary graph theory and problem formulation.
Section III covers the design of sliding mode control and
sliding mode reachability analysis, part IV covers the optimal
control law and system stability analysis, Section V covers
two simulation implementations to demonstrate the method’s
effectiveness, and Section VI covers the paper’s conclusions.

II. PROBLEM STATEMENT
A. GRAPH THEORY [25]
Denote the directed graph byG = (ϑ, ε,A), where the graph’s
collection ofN nodes is denoted byϑ = {v1, v2, · · · , vN }, the
node serial number belongs to a fixed set of node sequences
4 = {1, 2, · · · ,N }, ε represented the set of edges of the
graph, and the non-negative matrix A = [aij] represents the
adjacency matrix of the graph G. The edges of graph G are
denoted by eij, and eij denotes the flow of information from
ei to ej. Assuming aii = 0, i ∈ 4, if eij ∈ ε ⇔ eij ∈ ε,then
G is an undirected graph. Define the Laplacian matrix L
of the graph G as L(G) = L = D − A, where D =
diag{

∑N
j=1aij, i = 1, 2, · · · ,N } is the degree matrix of G.

bi = 1 denotes the agent aij can obtain the state of target
agent.

B. CONSENSUS PROBLEM DESCRIPTION
Consider a high-order discrete-time nonlinear MAS contain-
ing disturbances composed of N multi-agents

xi(k + 1) = Axi(k)+ B(ui(k)+ f (xi(k))+ di(k)) (1)

where i = 1, 2, · · · ,N , xi(k) ∈ Rn is the system state
vector of agent i, ui(k) ∈ Rm denotes the control vector for
agent i, f (xi(k)) is a nonlinear function with the system state
variables, di(k) ∈ Rm is the matched disturbance acting on
ith system, A and B are the appropriate dimensional system
matrix and input matrix, respectively.

Also consider a leader dynamics as

x0(k + 1) = Ax0(k)+ B(f (x0(k))+ d0(k)) (2)

where x0(k) ∈ Rn denotes the system state vector of leader,
f (x0(k)) is a nonlinear functionwith the system state variables
of leader, d0(k) is the disturbance of leader.
For the purpose of presenting the sliding mode approach

forMASs consensus, the following assumption and definition
are presented.
Assumption 1. A and B are controllable.
Definition 1: For any agent i = 1, 2, · · · ,N , if the tracking

error of each order of the follower agents finally converges to
zero, namely

lim
k→∞
||xi(k)− x̄0(k)|| = 0,∀i (3)

for any initial state, then the MAS completes consensus
tracking.

Eq. (1) can be rewritten in compact form as

X (k + 1) = ĀX (k)+ B̄(U (k)+ F(X (k))+ D(k)) (4)

where Ā = IN
⊗

A, B̄ = IN
⊗

B.
To study the consensus problem of leader-follower, let us

define the local neighbourhood tracking error:

δi(k) =
∑
j∈Ni

aij[xi(k)− xj(k)]+ bi[xi(k)− x0(k)] (5)
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Further from (5), there are

δi(k + 1) =
∑
j∈Ni

aij[xi(k + 1)− xj(k + 1)]

+bi[xi(k + 1)− x0(k + 1)] (6)

To simplify the form of (1), write f (xi(k)) + ui(k) as V ιi ,
i.e. V ιi (k) = f (xi(k)) + ui(k). Substituting equations (1)-(2)
into (6) we have

δi(k + 1)

=

∑
j∈Ni

aij[Axi(k)+ B(V ιi (k)+ di(k))

−Axj(k)− B(V ιj (k)+ dj(k))]

+bi[Axi(k)+ B(V ιi (k)+ di(k))

−Ax0(k)− B(f (x0(k))+ d0(k))]

= A
∑
j∈Ni

aij[xi(k)− xj(k)]+ bi[xi(k)− x0(k)]

+B
∑
j∈Ni

aij[V ιi (k)− V
ι
j (k)]+ bi[V

ι
i (k)− f (x0(k))]

+B
∑
j∈Ni

aij(di(k)− dj(k))+ bi(di(k)− d0(k)) (7)

Considering the time-delay in the actual MAS communi-
cation network, we define

V ιi (k) =

∑
j∈Ni aijV

ι
j (k − τ )+ bif (x0(k))+ ũi(k)∑

j∈Ni aij + bi
(8)

where τ is the time-delay, ũi(k) is a composite control law.

ũi(k) = usi(k)+ uri(k) (9)

Remark 1: Theoretically, agent i gets information from its
neighboring agents j and designs its own controller based
on the most recent information obtained. Because we cannot
directly utilize V ιj (k) in updating controller V ιi (k) due to the
time delay caused by calculation time, we use the time-delay
signal V ιj (k − τ ) instead. From the definition (8), V ιi (k) =
f (xi(k)) + ui(k) and (9), one can find that if the virtual
controllers (9) are designed, then ui(k) can be easily obtained
by (8) and ui(k) = V ιi (k)− f (xi(k)).

From (7)-(8), we have the discrete-time MAS neighbour-
hood error dynamics

δi(k + 1) = Aδi(k)+ Bũi(k)+ BHij + B ·1ij(k) (10)

where 1ij(k) =
∑

j∈Ni aij(di(k)− dj(k))+ bi(di(k)− d0(k)),
Hij =

∑
j∈Ni aij[V

ι
j (k − τ )− V

ι
j (k)]

The target of this paper is to design control law (9)
that guarantees the consensus via an optimal approach for
MASs subject to communication delay. The sequel is going
to achieve our target by presenting a novel sliding controller
design method.

III. DESIGN OF OPTIMAL SLIDING MODE CONTROLLER
In this section, the discrete-time integral sliding surface and
the distributed optimal sliding controller will be presented
and proof of the reachability of the discrete sliding surface
is given.

A. DESIGN OF INTEGRAL SLIDING MODE CONTROLLER
According to (10), the discrete integral sliding surface is
selected as follows

si(k) = Miδi(k)−Miδi(0)+ σi(k) (11)

where

σi(k) = σi(k − 1)−Mi(A− BKi − I )δi(k − 1) (12)

where σi(0) = 0, Ki is a state feedback matrix that needs to
be designed later, Mi ∈ R1×n is the constants matrix to be
created, and it satisfies MiB invertible.
Remark 2: Similar to [26], we set σi(0) = 0 and the system

state error to be initially positioned on the switching surface,
then the initial value of sliding mode function is zero, i.e.
si(0) = 0. The benefit of this is that discrete integral sliding
mode control proposed in this work can remove the sliding
mode control convergence process and ensure the robust of
the discrete-time MASs.

Further, according to (11), the sliding mode function at
k + 1 time can be expressed as

si(k + 1) = Miδi(k + 1)−Miδi(0)+ σi(k)

−Mi(A− BKi − I )δi(k)

= Mi[Aδi(k)+ Bũi(k)+ BHij + B ·1ij(k)]

−Miδi(0)+ σi(k)−Mi(A− BKi − I )δi(k)

= Mi[Aδi(k)+ Buri(k)+ Busi(k)+ BHij
+B ·1ij(k)]−Miδi(0)+ σi(k)−MiAδi(k)

−MiBuri(k)+Miδi(k) (13)

The distributed state error feedback control law is chosen
as

uri(k) = −Kiδi(k) (14)

Then, (13) becomes

si(k + 1) = MiB(usi(k)+ Hij +1ij(k))+Miδi(k)

+σi(k)−Miδi(0)

= MiB(usi(k)+ Hij +1ij(k))+ si(k) (15)

The reaching law for choosing agent i is as follows

si(k + 1) = (1− qiTi)si(k)

−(αi + βi|MiB|)Tisgn(si(k)) (16)

Combining (15) and (16), the distributed slidingmode control
law for agent i is chosen as

usi(k) = −(MiB)−1[qiTisi(k)+ (αi + βi|MiB|)

·Tisgn(si(k))]− Hij −1ij(k) (17)

where 0 < 1− qiTi < 1, αi > 0.
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According to the error dynamics equation (10), if the slid-
ing mode surface is determined by (17), then the design of the
control law formula (17) can ensure the reach conditions of
the discrete sliding mode system.
Remark 3: For the actual systems, in order to solve the

distributed sliding mode control law (17), it is necessary to
first solveHij. Because the time delay τ will not be very large,
Hij will be instead of Hij(k − τ ) =

∑
j∈Ni aij[V

ι
j (k − 2τ ) −

V ιj (k − τ )] due to the unavailability of V
ι
j (k).

B. REACHABILITY ANALYSIS
Inspired by [27]–[29], the following two theorems are derived
to ensure the existence of sliding modes and the arrival con-
ditions of sliding modes and to reduce the jitter of the system
Theorem 1: The trajectory of the system will converge to

the sliding mode surface, if (si(k + 1)− si(k)) · si(k) < 0.
Proof: According to (15)

si(k + 1)− si(k) = MiB(usi(k)+ Hij +1ij(k)) (18)

Substituting (17) into (18) yields

si(k + 1)− si(k) = −qiTisi(k)

−(αi + βi|MiB|)Tisgn(si(k)) (19)

thus, we have

si(k)(si(k + 1)− si(k)) = −qiTis2i (k)− αiTi|si(k)|

−βiTi|MiB||si(k)|

< 0 (20)

The discrete sliding mode achieves the condition of proof. �
Theorem 2: The chattering of the system will be decreas-

ing, if |si(k + 1)| < |si(k)|.
Proof: From (19), we can get

si(k + 1) = (1− qiTi)si(k)

−(αi + βi|Mib|)Tisgn(si(k)) (21)

when [27]

si(k) >
αiTi + βiTi|MiB|

1− qiTi
> 0 (22)

for some k ≥ 0,we have

si(k + 1) = (1− qiTi)si(k)− (αi + βi|MiB|)Ti
= (1− qiTi)si(k)− αiTi − βiTi|MiB|

> 0 (23)

when

si(k) <
−αiTi − βiTi|MiB|

1− qiTi
< 0 (24)

for some k ≥ 0,we have

si(k + 1) = (1− qiTi)si(k)+ (αi + βi|MiB|)Ti
= (1− qiTi)si(k)+ αiTi + βiTi|MiB|

< 0 (25)

From (21)-(25), when

si(k) >
αiTi + βiTi|MiB|

1− qiTi

or

si(k) <
−αiTi − βiTi|MiB|

1− qiTi

si(k+1) and si(k) are of the same sign. According to the (20),
we can derive |si(k+1)| < |si(k)|, when si(k) satisfies certain
conditions. Besides, when

0 ≤ si(k) ≤
αiTi + βiTi|MiB|

1− qiTi
(26)

for some k ≥ 0, one has

−αiTi − βiTi|MiB| ≤ si(k + 1)

≤ (1− qiTi)si(k)− αiTi
≤ βiTi|MiB| + αiTi (27)

and, when

−αiTi − βiTi|MiB|
1− qiTi

≤ si(k) ≤ 0 (28)

for some k ≥ 0, one obtains

−αiTi − βiTi|MiB| ≤ si(k + 1)

≤ βiTi|MiB| + αiTi (29)

Define ε = βiTi|MiB|+αiTi, thus it follows from (27) and
(29) that |si(k + 1)| ≤ ε as |si(k)| ≤ ε for some k ≥ 0. �
Remark 4: According to the proof 1 and the proof 2,

adopting the control law (17) can not only make the system
reach the sliding mode surface but also reduce the chatter-
ing of the system, and the system has a quasi-sliding mode
bandwidth (QSMB).
Remark 5: From remark 4 and the error dynamics

system (10) of agent i, it is known that the communication
delay between multi-agents can be well resolved in the neigh-
bourhood of 2ε- switching surface si(k) = 0 by using the
distributed control law (17).
Remark 6: In [23], there are two convergence law reach-

ability demonstrations, but the communication delay is not
taken into account, and the control approach utilized is more
traditional. [24] addressed communication delay, in which,
however, the system is just a second-order system, such the
sliding mode technique cannot work for high-order synchro-
nization problem of nonlinear multi-agent systems focused in
this paper.

IV. OPTIMAL CONTROL LAW DESIGN AND STABILITY
ANALYSIS
In this section, the optimal controller is designed based on the
previously designed sliding mode controller and the stability
proof of the system is given.
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A. DESIGN OF OPTIMAL CONTROLLERS
For ideal sliding mode [27], satisfies si(k + 1) = si(k) = 0,
when k ≥ k∗. Thus, (18) can be expressed as

si(k + 1) = MiB(usi(k)+ Hij +1ij(k)) = 0 (30)

The equivalent control law is obtained from (30)

u(eq)si (k) = −Hij −1ij(k) (31)

Substituting (31) into (10), we can derive the following linear
error dynamics of DMAS as:

δi(k + 1) = Aδi(k)+ Buri(k) (32)

Remark 7: When the system reaches the sliding surface
and remains on the sliding surface, it ideally concludes
si(k) = 0 and si(k+1) = 0. Therefore, the (30) can be derived
from (18).

To design optimal controllers u∗ri, a performance index is
minimized for agent i in terms of (32)

Ji =
1
2

∞∑
k=0

δTi (k)Qiδi(k)+ u
T
ri(k)Riuri(k) (33)

where Qi ≥ 0,Ri > 0. According to the infinite-time linear
discrete system quadratic optimal control theory and dynamic
programming theory [30], from (33) one has

Vi(k) =
1
2
[δiT (k)Qiδi(k)+ uTri(k)Riuri]+ Vi(k + 1) (34)

where Vi(k) = 1
2

∑
∞

s=k δ
T
i (s)Qiδi(s) + uTri(s)Riuri(s). For

linear dynamics (32), the function Vi(k) has quadratic form
below

Vi(k) =
1
2
δi
T (k)Piδi(k) (35)

where Pi > 0. From (34)-(35), it follows

δi
T (k)Piδi(k) = δiT (k)[Qi + ATPiA]δi(k)

+2uTriB
TPiAδi(k)

+uTri[Ri + B
TPiB]uri (36)

The following optimal control law is obtained by taking the
partial derivative of uri on the right-hand side of (36) and
making it equal to 0.

u∗ri(k) = −Kiδi(k)

= −(Ri + BTPiB)−1BTPiAδi(k) (37)

Substituting (37) into (32) yields the following discrete-time
algebraic Riccati equation

Pi = ATPiA− ATPiB(Ri + BTPiB)−1BTPiA+ Qi (38)

Substituting (37) into (32) yield the optimal closed-loop error
system.

δi(k + 1) = (A− BKi)δi(k) (39)

It is worth noting that the iterative method is used for the
solution of Pi. According to the optimal control theory [30],
the closed-loop system (39) is asymptotically stable, and the

solution as in (37) is used as the optimal trajectory of the
system.
Remark 8: As can be seen from (32), when k ≥ k∗, the

DMAS error dynamics equation is a linear system, that is,
at this time the use of sliding mode control eliminates the
MAS itself exists interference and communication delay.

B. STABILITY ANALYSIS
Substituting (9) into (10), the dynamic equation of the
closed-loop system with state error is obtained

δi(k + 1) = (A− BKi)δi(k)− B((MiB)−1[qiTisi(k)

+(αi + βi|MiB|Tisgn(si(k)))) (40)

taking into (19), we have

δi(k + 1) = (A− BKi)δi(k)+ B((MiB)−1

·(si(k + 1)− si(k))) (41)

Assume (A,B) is controllable, solving (37) and (38) will get
the stabilizing controller gain Ki satisfying the eigenvalues
of A − BKi within the unit circle [30]. Thus, the system
eventually stabilizes asymptotically.
Remark 9: Based on the foregoing research, this work

integrates integral slidingmode control with optimum control
to produce optimal integral sliding mode control, which may
minimize the impact of external disturbances on the system
and decrease chattering. Therefore, the use of (9) enables fast
consensus.

V. NUMERICAL SIMULATION
In this section, two examples are used to verify the effec-
tiveness of the proposed method. Example 1 considers the
second-order nonlinear multi-agent dynamics. Example 2
will verify the implementation on a multi-agent system con-
sisting of multiple 2-DOF (degrees of freedom) helicopter
systems with pitch and yaw angles with the objective of
synchronizing velocities with the pilot [23].

According to [24], communication delay always exists, and
in order to verify the effectiveness of the proposed control
method, the communication delay is chosen to be τ = 0.5s.
For both examples, the sample time is 0.01s, i.e. Ti = 0.01s.
Consider the directed graph with four agents shown in Fig.1,
where symbols are defined as follows:

F 1: Follower 1
F 2: Follower 2
F 3: Follower 3
F 4: Follower 4
L: Leader

A. EXAMPLE 1
Consider a discrete-time MAS as a second-order MAS with
a system matrix of

A =
[
0.898 0.056
0.968 −0.084

]
, B =

[
0.87
−1.8

]
VOLUME 10, 2022 47279
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FIGURE 1. Communication topology diagram.

and

f (xi(k)) = sin(0.01 xi(k)), f (x0(k)) = sin(0.01 x0(k))

di = 0.1 sin(0.05 k), d0 = 0.1 sin(0.05 k)

The initial states of theMAS are chosen randomly as follows:

x0 =
[
−8.14
30.33

]
, x1 =

[
−12.23
8.93

]
, x2 =

[
−14.31
2.08

]
x3 =

[
−4.11
−1.31

]
, x4 =

[
−4.57
14.28

]
The parameters will be used are set as

F 1: M1 = [0.73 0.84] , q1 = 10, α1 = 0.3,
β1 = 3,Q1 = diag {50, 50} ,R1 = 10.
F 2:M2 = [0.68 0.78] , q2 = 8, α2 = 0.2, β2 = 6,Q2 =

diag {33, 33} ,R2 = 15.
F 3: M3 = [0.8 0.98] , q3 = 10, α3 = 0.23, β3 = 10,

Q3 = diag {45, 45} ,R3 = 19.
F 4: M4 = [0.65 0.72] , q4 = 9, α4 = 0.14, β4 = 8,

Q4 = diag {64, 64} ,R4 = 21.
The parameters of the optimal control law uri(k) are set as

K1 = [0.351 0.056]

K2 = [0.344 0.054]

K3 = [0.345 0.052]

K4 = [0.348 0.055]

Fig. 2 – Fig. 6 depicts the simulation findings. From Fig. 2
and Fig. 3, it can be seen that the followers follow the leader’s
trajectory at about 0.6s. Fig. 5 depicts the trajectory of the
four agents’ sliding mode surface states, with each agent’s
slidingmode states entering the quasi-slidingmode band after
around 0.83s.

B. EXAMPLE 2
Consider the same discrete-time MAS dynamics of the
2-DOF helicopter as in [23]

A =


1 0 0.0262 0
0 1 0 0.0285
0 0 0.7571 0
0 0 0 0.9004

 ,

FIGURE 2. The first state tracking trajectory.

FIGURE 3. The second state tracking trajectory.

FIGURE 4. The tracking trajectories of the leader and four followers.

B =


0.0010 0
0.0001 0.0003
0.0620 0.0021
0.0069 0.0225


di(k) = 0.002 cos(0.86 k)

and the leader has the same dynamics as the follower.
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FIGURE 5. Sliding mode variable si (k) trajectory.

FIGURE 6. Control input signal trajectory ui (k).

The initial states of the MAS are chosen randomly as
follows:

x0 =


0.17
0.73
0.01
0.01

 , x1 =


−0.26
0.95
0.03
0.28

 , x2 =


0.28
0.19
0.09
−0.57



x3 =


−0.58
0.81
0.34
−0.57

 , x4 =


0.55
0.59
0.85
0.21


The parameters are set as

F 1: q1 = 10, α1 = 0.1, β1 = 1, R1 = 1

Q1 = diag {764, 764, 764, 764}

M1 =

[
0.01 0.29 0.90 0.02
0.63 0.96 0.39 0.57

]
F 2: q2 = 12, α2 = 0.13, β2 = 1.5, R2 = 3

FIGURE 7. Pitch tracking trajectory.

FIGURE 8. Yaw tracking trajectory.

FIGURE 9. The tracking trajectories of the leader and four followers.

Q2 = diag {815, 815, 815, 815}

M2 =

[
0.13 0.27 0.80 0.05
0.48 0.98 0.99 0.38

]
F 3: q3 = 11, α3 = 0.11, β3 = 1.4, R3 = 2
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FIGURE 10. Sliding mode variable si (k) state trajectory.

FIGURE 11. Control input signal trajectory ui (k).

Q3 = diag {800, 800, 800, 800}

M3 =

[
0.10 0.11 0.85 0.52
0.97 0.93 0.50 0.51

]
F 4: q4 = 5, α4 = 0.13, β4 = 1.2, R4 = 5

Q4 = diag {811, 811, 811, 811}

M4 =

[
0.50 0.28 0.90 0.02
0.53 0.10 0.89 0.67

]
When the optimal controller gains Ki are

K1 =

[
13.105 0.220 9.748 0.281
−2.338 21.016 −1.302 18.134

]
K2 =

[
10.511 0.536 7.328 0.550
−1.567 13.955 −0.651 11.265

]
K3 =

[
11.525 0.453 8.266 0.478
−1.815 16.284 −0.853 13.514

]
K4 =

[
9.090 0.595 6.0358 0.592
−1.283 11.238 −0.439 8.678

]
Fig.7 – Fig.11 show the response curves of the 2-DOF
helicopter MASs model containing perturbations under the

sliding controllers designed in this paper. By comparing
Fig. 7 and Fig.8 with Fig.4 and Fig.5 in [23], this paper takes
only 2.5s to complete the consensus because the communica-
tion delay τ = 0.5s between multi-agents is considered and
the sliding mode controller is designed based on the optimal
approach, while it takes about 4.5s with Gao’s reaching law
and 4s with Power rate reaching law to achieve consensus
in [23], in which the communication delay is ignored. It can
be seen from Fig.10 that at around 5.28s, all followers enter
into the sliding mode band.

VI. CONCLUSION
This article has addressed the leader-follower consensus
problem for the high-order discrete-time nonlinear MASs
with communication delay and disturbance. In order to solve
the nonlinearities and uncertainty existing in the system,
a discrete-time integral sliding mode control method based
on optimal control is proposed. The communication delay
between the MASs is also well handled when designing the
distributed sliding mode control law. Simulation results show
the effectiveness of the control method in this paper.
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