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ABSTRACT Automated Credit Scoring (ACS) is the process of predicting user credit based on historical
data. It involves analyzing and predicting the association between the data and particular credit values based
on similar data. Recently, ACS has been handled as a machine learning problem, and numerous models
were developed to address it. In this paper, we address ACS issues concerning credit scoring in a batch
of machine learning problems, namely, feature irregularities due to empty features in many records, class
imbalance due to non-uniform statistical distributions of the records between classes, and concept drift due to
changing statistical characteristics concerning certain classes and features with time. Considering the limited
credit scoring data volume, we propose to address the challenge using the Transfer Learning with Lag (TLL)
algorithm based on embedded shallow neural networks that enable knowledge transfer when the number
of active features changes. Knowledge transfer is based on lags having an adaptive length that is changed
based on performance change feedback. Furthermore, the framework proposes classifier aggregation and the
chunk balancing mechanism for handling class imbalance. An evaluation was conducted using the Lending
club, German, Default, and PPDai datasets. The results show the superiority of the proposed algorithm over
the benchmarks in terms of the majority of classification metrics concerning both time series and overall
results.

INDEX TERMS Credit scoring, machine learning, extreme learning machine, probability of default, missing
features, data irregularities, class imbalance.

I. INTRODUCTION
Managing credit risk and supporting credit application
decision-making has become a demanding artificial intelli-
gence and machine learning application. It comprises provid-
ing the probability of default for lending institutions’ clients
and satisfying the minimum loss principle for business sus-
tainability. Transitioning from manual borrowing application
processing based on officers or expert-based credit scoring
to establishing automated credit scoring helps create a more
promising system to avoid credit and opportunity loss. Lim-
iting user intervention is the general direction targeted using
automated systems. The financial sector provides numerous
examples of financial services having an automated credit-
scoring decision-support system, e.g., internet banking firms
in South Korea [1], based on a tablet banking system acting
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as a smart branch to enable various business functions con-
cerning financial services. These services prompt the user
to scan an ID using a mobile device camera after which,
the user can access the majority of the bank services, elim-
inating the need to visit a branch for financial consultation
or product services. According to [2], credit scoring is far
from being a process implemented only by financial institu-
tions. Other types of firms, such as mobile phone companies,
insurance companies, or government departments, use similar
approaches before accepting to provide their services. How-
ever, there is a concern about model choice and indicators
to determine the best model and dynamics: how to introduce
them to provide a figure concerning future risks. Automated
credit scoring performance has been assessed using various
approaches specified in the literature. Some studies used the
binary classification problem. Others incorporated using data
mining and machine learning techniques like discriminant
analysis [3], neural network [4], support vector machine [5],
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decision tree [6], [7], logistic regression [8], fuzzy logic [9],
genetic algorithm [10, 11], Bayesian networks [12], hybrids
methods [7], [13]–[15], ensemble methods [16], and feature
selection [5], [17], [18]. Researchers [19] indicated that pre-
vious studies used the binary classification system, which
is insufficient to predict the score correctly. We highlight
three additional issues, namely, feature irregularities, class
imbalance, and concept drift. Applications might not provide
complete information, leading to empty features on records,
causing feature irregularities. Non-uniform statistical dis-
tributions of records cause class imbalance because most
records belong to one class. Varying statistical characteristics
of certain classes cause concept drift. Financial and economic
features are highly dynamic with time. The literature around
credit scoring does not jointly address these issues using a
single framework to the best of our knowledge. This study
aims to bridge this gap using a knowledge transfer inte-
grated online extreme learning machine. This integration is
accomplished using a single framework where knowledge
transfer is combined with lag awareness. It enables avoid-
ing concept drift by slowing model movement towards fast
knowledge update. In addition, incorporating transfer learn-
ing enables using missing feature values to facilitate learning
despite the absence of data. The remaining article is orga-
nized as follows: Section II discusses the literature review,
Section III presents themethodology and the proposedmodel,
Section IV presents the experimental evaluation and results;
lastly, Section VI comprises concluding remarks and future
work recommendations.

II. BACKGROUND AND RELATED WORK
The problem of credit scoring is discussed in the literature
from various aspects: the first one is the handling of the miss-
ing features, the second one is the concept drift awareness
and handling, the third one is approaches based on single
classifier and the last one is the ensemble learning based
approaches. Dedicate a separate sub-section for reviewing
each of the aspects in the literature.

A. FEATURE MISSING BASED APPROACHES
In the work of [14], multi-stage hybrid model that integrates
feature and classifier selection based on optimization was
proposed. The optimization has been proposed based on
multi-population of genetic with enhancement of crossover,
mutation, and adding niche points and migrations. However,
the work has dealt with the problem as simple binary classifi-
cation with non-handling of missing features in a proper way,
i.e., it calculated the average to complete the missing values
of features in pre-processing step. In addition, no handling
or considerations to concept drift. In the work of [20], the
problem of missing data has been handled based on decom-
posing the dataset into several nonoverlapping subsets based
on the missing patterns. A feature selection is enabled based
on logistic regression to perform joint feature learning on all
subsets. In the work of [21], the feature missing is handled
based on replacing the missing values with the average in

the numerical data. This is a common way for many methods
in the literature. Other researchers have replaced the missing
features with the median value assuming that the fraction of
missing features is lower than a certain percentage or decided
to remove the entire feature when the fraction of missing val-
ues is higher than the considered percentage [22], [23],Other
researchers have considered that Replacing the missing data
in rejected applicants with the mean or median of accepted
applicants may lead to confusing classification boundaries
and consequently poor results. Therefore, the missing fea-
tures were replaced with 0 for rejected samples to maintain
the dissimilarity between accepted and rejected samples [24].

B. CONCEPT DRIFT BASED APPROACHES
Several works have been developed for credit scoring with
an awareness of the concept drift matter. In the work
of [25], a sample-based online learning ensemble (SOLE)
for client credit assessment is proposed. A multiple time
scale ensemble classifiers and a novel sample-based online
class imbalance learning procedure are proposed to handle
the potential concept drift and class imbalance in the client
credit assessment data streams. In the work of [26], a com-
prehensive online active learning framework that includes an
ensemble classifier, a drift detector, a label sliding window,
sample sliding windows, and an initialization training sample
sequence was proposed. Next, a variable threshold uncer-
tainty strategy based on an asymmetric margin threshold
matrix is designed to comprehensively address the problem
that a given class can simultaneously be a majority to a given
subset of classes while also being a minority to others. Lastly,
a weighted formula was proposed that comprehensively con-
siders the class imbalance ratio of the sample’s category and
the prediction difficulty. In the work of [27], Dynamic finan-
cial distress prediction (DFDP) was proposed. two DFDP
approaches based on time weighting and Adaboost support
vector machine (SVM) ensemble. One is the double expert
voting ensemble based on Adaboost-SVM and Timeboost-
SVM (DEVE-AT), which externally combines the outputs
of an error-based decision expert and a time-based decision
expert. The other is Adaboost SVM internally integrated with
time weighting (ADASVM-TW), which uses a novel error-
time-based sample weight updating function in the Adaboost
iteration. These two approaches consider the time weighting
of samples in constructing an Adaboost-based SVM ensem-
ble in order to enable them for handling concept drift.

C. SINGLE CLASSIFIER BASED APPROACHES
In the work of [5], the support vector machine SVM wa
used with the incorporation of incorporates a group penalty
function in the SVM formulation in order to penalize the vari-
ables simultaneously that belong to the same group, assuming
that companies often acquire groups of related variables for
a given cost rather than acquiring them individually. In the
work of [28], the credit scoring problem has been tackled as
a classification problem using an extreme learning machine
by proposing a new algebraic activation function that has the
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feature of convergence toward sign when the parameter goes
to infinity. In addition, ELM has been optimized using an
evolutionary bat algorithm. This work has not focused on the
specific issues in the credit scoring like imbalance dataset,
a feature missing, and concept drift.

The work in [29], constructs an ensemble credit scor-
ing model with a single extreme learning machine (ELM)
classifier to address the imbalanced problem issue in the
data, In addition to the weighting method concerning their
classification accuracy based on generalized fuzzy soft sets
(GFSS) theory. The work proposed a cosine-based distance
measurement algorithm of GFSS to calculate the weights
of each ELM classifier. The work in [30], [31], investigates
classic algorithms for predicting credit scoring through using
single classifiers and compared it with benchmark models.
In the work [32], deep learning ensample classification and
synthetic minority oversampling technique SMOTE has been
used to train credit data; the proposed model was competitive
with the state of the art works in addressing the imbalanced
credit risk problems. However, many models have demon-
strated their ability to be more accurate than single classi-
fier models through the development of aggregation systems
or multiple classifiers based consensus approach [33], [34].
In the work [34], a new clustering method based on consen-
sus classifiers proposed to combine Multiple Classifier Sys-
tems (MCS) of different classification algorithms whereby
the ensemble classifiers can work and collaborate as a group
in which their decisions shared amongst classifiers.

D. ENSEMBLE LEARNING BASED APPROACHES
In [23] an approach based on ensemble learning for select-
ing the best base classifier was proposed. It has dealt with
only the imbalance issue with ignoring the concept drift, the
online nature, and the missing features. In a similar con-
cept that uses ensemble learning [24], the authors have used
two classifiers, namely, random forest and extreme gradient
boosting with particle swarm optimization to optimize the
parameters of the base classifiers. In the work of [6], the
problem of credit scoring has been tackled based on using
ensemble learning with focusing on how to optimize the
hyper-parameters of the classifiers. Hence, they developed
a sequential boosting-based ensemble learning model using
Gradient boost using Bayesian hyper-parameter optimization
of the Gboost.

In the work of [28], three stages learning framework has
been applied for credit scoring. In the first learning stage, the
learning framework measures the similarities between each
rejected sample and the accepted training subset. Then three-
way decision theory is applied to divide the rejected samples
into positive, boundary, and negative regions. In the second
stage of the proposed framework, the rejected samples in the
positive region and the accepted training data are combined
to train the self-taught learning STL model. Note that the
STL method only utilizes the credit data variables; that is,
the training data label information is not used; therefore, the
STL model is basically an unsupervised learning method.

Algorithm 1 Pseudocode of the General Framework of
Transfer Learning With Lag
Input: boostingChunk, featureSizem Lag.
Output: Yp
1 Start
2 Initial Memory Initial Learner
3 Learner=updateKnowledge (learner, boostingChunk)
4 previousGamma =generateGamma (boostingChunk)
5 initiate Memory (featuresize)
6 for every time t do
7 Memory =freeMemory(t, lag, Memory)
8 foreach new arrived chunk do
7 if the chunk is for prediction then
8 Gamma=generateGamma(chunk, featureSize)
9 learner, Memory=Transfer

(Gamma, previousGamma, Memory,learner)
10 Yp=performPrediction (learner)
11 previousGamma=Gamma
12 else if the chunk is for correction then
13 learner = updateKnowledge

(learner, chunkCurrent )
14 end
15 end
16 end
17 End

The higher-level accepted sample training and test subsets
are transformed when the base vectors and the activations are
derived. Finally, in the third binary classification stage, the
supervised learning algorithms are trained using the recon-
structed training data features, with the trained classifiers
being validated with the test samples. In [22], a hybrid model
that merges evolutionary computation, ensemble learning,
and deep learning was developed. It comprises a novel
16-layer genetic cascade ensemble of classifiers: two types of
SVM classifiers, normalization techniques, feature extraction
methods, three types of kernel functions, parameter optimiza-
tions, and a stratified 10-fold cross-validation method. Their
work does not assume sequential learning, and it does not
handle the issues of concept drift or missing features.

In the work of [20], an evaluation of the suitability of
dynamic selection techniques for credit scoring problems to
deal with an imbalanced dataset was proposed, and Reduced
Minority k-Nearest Neighbours (RMkNN) was presented for
enhancing state of the art in defining the local region of
dynamic selection techniques for imbalanced credit scoring
datasets. In the work of [27], an architecture for training
and prediction named as named Deep Genetic Hierarchical
Network of Learners (DGHNL)was proposed. It involves dif-
ferent learners, including Support Vector Machines (SVM),
k-Nearest Neighbours (kNN), Probabilistic Neural Networks
(PNN), and fuzzy systems. The model applies deep learn-
ing, ensemble learning, supervised training, layered learning,
genetic selection of features (attributes), genetic optimization
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FIGURE 1. Framework of transfer learning with lag, memory and classifiers aggregation for credit scoring (TLL).

Algorithm 2 Pseudocode of Window-Based Balancing of
Data
Input: Yp,TestingAccuracy(for each learner in every chunk)
Output: FinalOutput
1 Start 2 if mod(recordsCounter,windowSize) == 0 then
3 Compute ratio of each class in the chunk
4 maxNumberOfRecords = Get number of records of the
maximum class ratio
5 helpingRecords = [NULL]
6 for each class do
7 numberOfNeededRecords = maxNumberOfRecords
currentClassNumberOfRecords
8 helpingRecords = helpingRecords select random
records from BufferscurrentClass
9 end
10 fixedChunk = fixedChunk; records(helpingRecords)
11 end
12 End

of learners parameters, and novel genetic layered training
(selection of learners) approaches used along with the cross-
validation (CV). Their model is claimed to achieve accuracy
of with a 29-layer structure is capable to achieve the predic-
tion accuracy of 94.60% (54 errors per 1000 classifications)

Algorithm 3 Pseudocode of Generating Gamma for Encod-
ing Feature Availability
Input: featureSize,chunckCurrent
Output: Gamma
1 Start
2 Gamma=zeros(1,featureSize) 3 for each feature of
chunkCurrent do
4 Gamma(feature)=1 5 end 6 return Gamma
7 End

for the Statlog German. However, the model does not
provide sequential learning capability and it has complex
architecture. In the work of [7], five different feature selec-
tion algorithm with the technique if_any voting was applied
and four different classification algorithms with soft vot-
ing was applied. In the work of [25], a model is on basis
of five standard classifiers, namely LSVM, KNN, MDA,
DT, LR, and adaptively selects the base classifiers with
highest area under curve AUC according to the data dis-
tribution, then integrates all base classifiers to obtain a
prediction.

The work of [26] heterogeneous ensemble model is based
on the generalized Shapley value and the Choquet integral.
To do this, the model first uses the fuzzy measure to express
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TABLE 1. Summary of the literature from the various aspect for addressing the problem of credit scoring.

the interactive characteristics between any two coalitions
of base learners. A linear programming model for deter-
mining the fuzzy measure is built based on the accuracy
and diversity objective function. The normal fuzzy number
is employed to express the base learner predicted values
to retain the original information as much as possible in
the training stage. Then, the generalized Shapley Choquet

integral (GSCI) aggregation operator is defined to calculate
the comprehensive predicted value of the ensemble model.
Based on the defined aggregation operator and linear pro-
gramming model, a GSCI approach is proposed for ensemble
credit scoring. However, this approach has not considered
concept drift or any online update of the knowledge of the
classifiers.
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III. METHODOLOGY
This section describes the methodology devised for accom-
plishing a credit scoring framework based on stream data
while handling missing values (non-active features), data
imbalance, and concept drift. The problem is formulated,
followed by a general framework overview. Chunk balancing
is described, following by pre-processing and normalization.
Subsequently, gamma generation and transfer learning are
described. Lastly, ensemble learning, concept drift, and lag
update are presented.

A. PROBLEM FORMULATION
Consider a sequential dataset D = {(Xt,Yt, t = 1, 2 . . .N)},
where Xt denotes a chunk arriving at time t and Yt denotes
chunk labelling information. Yt might contain the ground
truth of Xt when class information is available; otherwise,
it contains the character ⊥, indicating that label information
of Xt is not available.

Xt∈Rrt×m, and Yt∈Nrt×1 ∪ {⊥} where R denotes the set
of real numbers, N denotes the set of natural numbers, and
rt denotes the number of rows in chunk t. The objective
is to predict the class of samples (Xt,⊥) with a minimal
percentage of false predictions.

B. TRANSFER LEARNING WITH LAG FRAMEWORK
The Transfer Learning with Lag (TLL) framework is depicted
in Figure 1. It is observed that the arriving chunk first moves
to a load balancing process. It is based on a buffer that
stores and uses recent samples to balance chunks to maintain
similar class percentages for the Labelled samples. It is used
to reduce bias caused by the imbalance in labelled sample
distribution.

Subsequently, a pre-processing stage is used for normaliza-
tion. Next, the Gamma generation stage is invoked; it codes
active and inactive features using 1 and 0. Gamma generation
information is used by the learning block (TL) to build the
classifiers for the next time step using previous classifiers and
memory information.

Furthermore, memory is also updated using transfer learn-
ing to ensure that information is saved for future learning.
After obtaining the classifiers for the next time step, an aggre-
gator is used for prediction. Predictions are used to detect
concept drift using available class information, while predic-
tion is used to adjust lag values. Subsequent sections present
internal block operations comprehensively. As depicted in
Algorithm 1, the framework uses random weights to initiate
the learners. Next, it uses the boosting data to update the
knowledge of the learners. Boosting data represents labelled
data used to provide initial knowledge to the system. Next,
the generate Gamma process is applied to the boosting data to
generate active feature indices; these are saved for subsequent
chunks.

Transfer uses previous and current Gamma to determine
the weights that need to be saved in memory or restored
from memory. The transfer learning process outputs current

Algorithm 4 Pseudocode of Transfer Learning TL
Input: previousNN,previousGamma,Memory,Gamma
Output: Memory,Learner
1 Start
2 for each feature do
3 if (Gamma(feature)==1 and previousGamma
(feature)==0) then

4 if (findWeights(Memory)) then
5 newWeights(feature)=restoreWeights(Memory)
6 else
7 newWeights(feature)=randInitiate();
8 end 9 else if (Gamma(feature)==0 and previousGamma
(feature)==1) then
10 Memory(feature)=previousNNWeights(feature) 11 end
12 Learner.weights= newWeights
13 End

Algorithm 5 Pseudocode of Combination Between Learners
Input: Yp,TestingAccuracy(for each learner in every chunk)
Output: FinalOutput
1 Start 2 c = 1 3 for each chunk do
4 for each record do
5 if the number of the individual classifiers is odd then
6 The class of the record id predicted to be the majority
predictions among the individual classifiers
7 else
8 The class of the record is predicted to be the highest
testing accuracy predictions among the individual classifiers
9 end 10 end
11 End

TABLE 2. The parameters of the experimental evaluation.

TABLE 3. The Details of the used datasets.

moment learners used to predict current sample labels using
aggregation, which comprises an ensemble learning rule that
uses the current moment learners for prediction. Aggrega-
tion results are provided to the concept drift detector, which
compares deviation values from the ground truth concerning
the data and decides if drift has occurred. For a concept
drift scenario, a lag update is performed, and free Memory is
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FIGURE 2. Lending club dataset confusion matrix.

FIGURE 3. PPDai dataset confusion matrix.

FIGURE 4. German dataset confusion matrix.

invoked. The function clears the memory of outdated weights
and knowledge.

C. CHUNK BALANCING
Balancing is the first step of the framework. Its role is to
enable balanced training data for the learners from the label

FIGURE 5. Default dataset confusion matrix.

FIGURE 6. Accuracy result comparison of lending club dataset.

FIGURE 7. Accuracy result comparison of PPDai dataset.

perspective. It executes based on the balancing period or
condition. It uses class samples to calculate the ratio of each
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FIGURE 8. Accuracy result comparison of German dataset.

FIGURE 9. Accuracy result comparison of Default dataset.

class against the entire sample count and uses the majority
ratio to complement minorities using data from the buffer.

D. PRE-PROCESSING AND NORMALIZATION
Data pre-processing combines various steps. It starts by
converting the data to numerical values. Every categorised
feature is encoded using a binary scheme. Multi-category
features are split into binary features under the assumption
that they have a non-deterministic relation, leading to sev-
eral binary features that are one count less than the number
of categories. In addition, we eliminate statistical redun-
dancy of features by calculating the correlation matrix and
removing features having a correlation value of more than
0.95. It enables data compaction and provides a discrimina-
tive version. Subsequently, Equation 1 is used to normalise
data:

x= 2×
x−min(Xi)

max (Xi)−min(min)
− 1 (1)

FIGURE 10. Accuracy club dataset time series comparison for Lending.

FIGURE 11. Accuracy time series comparison for German dataset.

E. GAMMA GENERATION
Assuming that the dataset is combined of a set of chunks
ordered with respect to time, as shown in Equation 2:

D= {C0,C1, ..Ct . . .CNc} (2)

where Nc denotes the number of chunks.⋃
foralli=0,1,...,N

Ci = D

We consider that each chunk has the same active features,
which means that there is no change between the active
features among the chunk records. In the case of absent
or missing features, we prefer avoiding dummy values to
indicate an absent feature because it might affect Prediction
accuracy. Instead, we build an indicator vector for the missing
feature. An active feature vector 0 denotes this vector with a
size of 1× m.

Here, m is the number of features in the data, and any
component of this vector is binary or ∀xi ∈ 0→xi ∈ {0, 1}.
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FIGURE 12. Accuracy time series comparison for Default dataset.

FIGURE 13. Accuracy time series comparison for PPDai dataset.

An active feature is indicated using a value of 1. It is depicted
using Equation 3:

D= { (Xi,Yi) , i= 0, 1, 2, . . .Nc} (3)

s.t

∀x, y ∈ Ci, 0 (x)= 0 (y) (4)

where 0(x) denotes the set of features in vector x.

F. TRANSFER LEARNING
Transfer learning is used to create new learners for predicting
current chunk labels. Hence, learner input must match the
active feature of the current chunk. In addition, transfer learn-
ing is responsible for two tasks: (1) restore old knowledge
from memory by inserting the weights connected to the new
active features into the learners (lines 5-8 of the pseudocode);
(2) maintain the memory by storing the weights connected to

FIGURE 14. Overall precision comparison result of Lending Club dataset.

FIGURE 15. Overall precision comparison result of PPDai dataset.

the non-active features from the previous learners (line 11 of
the pseudocode).

G. ENSEMBLE LEARNING (AGGREGATION)
Ensemble learning is responsible for aggregating the basic
learners. It is based on majority decisions for an odd number
of classifiers and performing classifiers for even classifiers.
Algorithm 5 depicts the pseudocode.

H. CONCEPT DRIFT DETECTION AND LAG UPDATE
Concept drift is detected using two methods:

The first method is named the accuracy drop (AD) method.
It calculates accuracy using labelled samples and triggers
concept drift when a decline occurs over time. It is tested
mathematically using Equation 5.

1Acc = Acct−1 − Acct > threshold (5)

where
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FIGURE 16. Overall precision comparison result of German data.

FIGURE 17. Overall precision comparison result of Default dataset.

FIGURE 18. Precision time series comparison for Lending club dataset.

Acct denotes the calculated accuracy at the moment t,
we designate TLL with AD as (TLL-AD).

FIGURE 19. Precision time series comparison for German dataset.

FIGURE 20. Precision time series comparison for default dataset.

FIGURE 21. Precision time series comparison for PPDai dataset.

ADWIN is the second method that uses a moving win-
dow (buffer) with a fixed maximum length buffer for old
samples to determine concept drift. The method iteratively
drops samples from the window tail until a smaller window
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TABLE 4. Summary of improvement percentage over the benchmarks.

FIGURE 22. Overall recall comparison result of Lending Club dataset.

FIGURE 23. Overall recall comparison result of PPDai dataset.

is obtained with no concept drift. A window without con-
cept drift is one lacking statistical significance concerning
the differences between all sub-window partitions. For effi-
cient calculations, we use ADWIN2, which uses logarithmic
partitioning for checking concept drift inside the window.
We designate TLL with ADWIN2 as TLL-ADWIN2.

The lag update changes

FIGURE 24. Overall recall comparison result of German dataset.

FIGURE 25. Overall recall comparison result of default dataset.

lag from one time moment to another based on the concept
drift decision. Equation 6 is used for changing the lag.

Lag(t) =

{
Lag(t − 1)− 1 if concept drift exists
Lag(t) otherwise

Lag(0) = Lag0 (6)

where
Lag (t) denotes the lag at moment t.
Lag0 denotes the initial lag.
Lastly, the free memory process removes older weights

from memory based on the lag provided by the
update.

IV. MEMORY FREEING
Memory freeing cleans the memory of the weights related
to outdated classifiers identified by Lag (t). Hence, for every
moment t, the free Memory process is supposed to remove
all weights related to classifiers trained at the moment
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FIGURE 26. Recall time series comparison for lending club dataset.

FIGURE 27. Recall time series comparison for german dataset.

FIGURE 28. Recall time series comparison for default dataset.

t − Lag (t) or older. This process ensures that older weights
are not restored from memory and expired knowledge is not
considered.

FIGURE 29. Recall time series comparison for PPDai dataset.

FIGURE 30. Overall specificity comparison result of lending club data.

V. EXPERIMENTAL EVALUATION AND RESULTS
For evaluation, we compared Transfer Learning with Lag
TLL-OSELM using two benchmarks, namely, Feature Adap-
tive FA-OSELM and OSELM. Results were generated based
on the parameters depicted in Table 2. We selected the sig-
moid activation function, 100 hidden neurons, 50 records per
chunk, 50 time-units as initial tag, and 0.5 1Acc.
Four different datasets, namely, Default, German, PPDai,

and Lending Club, were used to compile the results. The
details for every dataset are provided in Table 3. The Lending
Club dataset is the largest, while German is the smallest.
Datasets have different numbers of missing attributes, which
means a different percentage of missing features.

A. CONFUSION MATRIX
We present the confusion matrix for every learner: the pro-
posed TLL OSELM and the two benchmarks FA-OSELM
and OSELM. We find that TLL-AD accomplished an
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FIGURE 31. Overall specificity comparison result of PPDai data.

FIGURE 32. Overall specificity comparison result of german data.

accuracy of 75.20% and 76.7% for the first and second
class in Lending Club, superior to FA-OSELM and OSELM.
Additionally, TLL-ADWIN accomplished the best overall
accuracy for datasets at 81.47% for the Lending Club dataset.
However, both FA-OSELM and OSELM were inferior to the
proposed TLL model; these methods had accuracy values of
52.7% and 52.6% for the two classes in FA-OSELM and
58.7% and 60.3% for the two classes 1 and 2 in OSELM.
Similarly, for the German dataset, TLL-AD obtains an accu-
racy of 69.00% for both classes and 57.8% and 68.3% for
classes 1 and 2, superior to FA-OSELM that achieved 56.9%
and 67.2%. Similar superior TLL performance was observed
for PPDai data and default datasets. TLL-ADWIN achieved
the highest accuracy for the PPDai dataset at 92.9% and
50.3% for classes 1 and 2. However, FA-OSELM accuracy
stood at 82.5% and 50.2%, respectively, while FA-OSELM
accuracy values were 73.1% and 50.1% for the two
classes.

FIGURE 33. Overall specificity comparison result of default data.

FIGURE 34. Specificity time series comparison for lending club dataset.

FIGURE 35. Specificity time series comparison for german dataset.

B. ACCURACY
Figures 6-9 depict overall accuracy for Lending Club,
German, default, and PPDai datasets, respectively. The
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FIGURE 36. Specificity time series comparison result for default dataset.

FIGURE 37. Specificity time series comparison result for PPDai dataset.

FIGURE 38. Overall NPV comparison result of lending club dataset.

graphs for all datasets indicate that TLL outperformed both
FA-OSELM and OSLEM in terms of the reached accuracy.

FIGURE 39. Overall NPV comparison result of PPDai dataset.

FIGURE 40. Overall NPV comparison result of german dataset.

FIGURE 41. Overall NPV comparison result of default dataset.

Also, TLL-ADWIN2 reached an accuracy close to 80%
for three datasets, namely, Lending Club, German, and
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FIGURE 42. NPV time series comparison for lending Club dataset.

FIGURE 43. NPV time series comparison for german dataset.

Default, while accuracy for PPDai was about 88%.Moreover,
we observe that FA-OSELM and OSELM had accuracy val-
ues between 50% and 80%, while OSELM attained 86.9% for
the PPDai dataset.

Another observation is that OSELM outperformed
FA-OSLEM in terms of accuracy for all datasets except the
German dataset. It indicates that transfer learning concerning
FA is not adequate, considering that it transfers knowledge
from one neural network to the next without considering lag
to handle the evolving nature of data. TTL provided better
results regarding behaviour interpretation by integrating three
algorithm functionalities, i.e., data imbalance processing
using the window technique, ensemble learning, and handling
concept drift using knowledge transfer based on lag and
memory.

We elaborate on the predicted time series using
Figures 10-13. The plots indicate that accuracy oscillates for
the four approaches and is caused by dynamic changes to data

FIGURE 44. NPV time series comparison for default dataset.

FIGURE 45. NPV time series comparison for PPDai dataset.

characteristics. Consequently, learner performance degrades.
We also observe that in time intervals, FA outperformed
OSELM, while the opposite happened for others. Never-
theless, the plots indicate that TLL methods are generally
superior to FA and OSELM.

C. OVERALL PRECISION
Precision indicates the percentage of actual positive predicted
values against all positive predicted values, as depicted in
Figure 14-17. This metric is essential to indicate the learner’s
level of avoiding bias for negative samples that indicate the
majority class. We see that TTL accomplished the best pre-
cision for the Lending Club dataset, close to 100% levels.
However, the difference between the approaches in terms of
precision is more pronounced for other datasets. For example,
Figure 16 indicates that TLL-ADWIN2 obtained a precision
of about 86%, compared to slightly lower values for FA
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FIGURE 46. Overall F-Measure time series comparison for lending club
dataset.

FIGURE 47. Overall F-Measure time series comparison for PPDai dataset.

and OSELM. Like accuracy, we present the time series for
precision using separate plots, depicted using Figures 18-21.

We elaborate performance further by presenting detailed
time series data using Figure 18-21. As seen, the approaches
have volatility because of the dynamic characteristics of
actual data. However, it is evident from the German dataset
that TLL-ADWIN2 was maintaining better performance
levels.

D. OVERALL RECALL
Recall provides the percentage of actual predicted posi-
tive records from all actual positive records, depicted using
Figures 22-25. It is evident that the PPDai dataset produced
the best results independent of the approach. There is an
exception concerning other data, where FA and OSELM
recall values declined compared to the proposed approach.
It indicates the bias of FA and OSELM compared to TTL,
which provided better recall. Figures 26-27 depict the time

FIGURE 48. Overall F-Measure time series comparison for german
dataset.

FIGURE 49. Overall F-Measure time series comparison for Default
dataset.

series plots for all methods and datasets to elaborate recall
performance.

E. OVERALL SPECIFICITY
Overall specificity provides the percentage of correctly iden-
tified negatives, illustrated using Figures 30-33. It is evident
that TLL-AD and TLL-ADWIN2 approaches accomplished
the best overall specificity for all datasets, compared to FA
and OSELM. It indicates that the TLL approach has sig-
nificantly higher overall specificity than FA and OSELM,
indicating the model’s ability to predict true negatives of each
available category. Figures 33-36 depict specificity for time
series data for all datasets and methods.

F. OVERALL NPV
Negative predictive values are used to measure the accu-
racy of a negative test result. The results are illustrated in
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FIGURE 50. F-measure time series comparison for lending club dataset.

FIGURE 51. F-measure time series comparison for german dataset.

FIGURE 52. F-measure time series comparison for default dataset.

Figures 38-41. We observe that both TLL-AD and TLL-
ADWIN2 have the best NPV results compared to FA and

FIGURE 53. F-measure time series comparison for PPDai dataset.

FIGURE 54. Overall G-Mean result comparison for lending club dataset.

FIGURE 55. Overall G-Mean result comparison for PPDai dataset.

OSELM. TLL-ADWIN2 accomplished the best NPV of 89%
for the Lending Club dataset, slightly superior to FA and
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FIGURE 56. Overall G-Mean result comparison for german dataset.

FIGURE 57. Overall G-Mean result comparison for default dataset.

FIGURE 58. G-Mean time series comparison for lending club dataset.

OSELM. It indicates that FA and OSELM have relatively
poor performance concerning NPV. Figures 42-45 present the

FIGURE 59. G-Mean time series comparison for german dataset.

FIGURE 60. G-Mean time series comparison for default dataset.

FIGURE 61. G-Mean time series comparison for PPDai dataset.

time series for all methods and datasets to depict overall NPV
performance.
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TABLE 5. The numerical results of all metrics with AUC.

G. OVERALL F-MEASURE
The F-Measure is regularly used to evaluate the performance
of imbalanced classification algorithms as F-Measure. The
results are illustrated in Figures 47-49. As we observe, TLL
outperformed both FA-OSELM and OSLEM in terms of the
reached F-measure for all datasets except for PPDai, where
the F-measure of FA and OSELM increased with respective
precision.

We see that the best accomplished F-measure for TLL
was for both Lending Club and default datasets at a level
close to 88%, compared to a slightly lower precision for
FA and OSELM. It indicates that FA and OSELM have
poor performance compared to TLL, which provides a sig-
nificantly higher F-measure. Figures 49-52 present the time
series of all methods and datasets to depict overall F-measure
performance.

H. OVERALL G-MEAN
G-Mean measures the balance between classification perfor-
mance for both majority and minority classes. The results are

illustrated in Figures 54-57. It is evident that the proposed
TLL approach outperformed both FA-OSELM and OSLEM
in terms of the reached G-mean. It also indicates the poor
performance of both FA and OSELM compared to TLL.
Figures 58-61 present the time series of all methods and
datasets to elaborate overall specificity performance.

In order to summarize the accomplished performance,
we present the numerical results of all metrics with AUC
in Table 5 and the improvement percentage with respect
to accuracy. The table compares datasets, namely, German,
Lending Club, default, and PPDai. As depicted in the table,
our approach has improved overall benchmarks, with 53%
and 65% being the best improvements over OSELM and
FA-OSELM.

VI. CONCLUSION AND FUTURE WORK
This article handles the credit scoring problem as a batch
learning problem. We considered three specific problems:
feature irregularities due to empty features in many records,
class imbalance due to non-uniform statistical distributions
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of records among classes, and concept drift due to varying
statistical characteristics for specific classes based on certain
features with respect to time. The article proposed transfer
learning to handle evolving features and changes concerning
active/disabled features across batches. The role of transfer
learning is to transfer the weights that are associated with
currently non-active features to memory and to restore the
weights from the memory when a new feature is active.
It also incorporated lag to remove outdated knowledge and
focus on new knowledge based on adaptive lag and accuracy-
change feedback. Furthermore, the framework proposes a
chunk balancing mechanism and classifier aggregation for
handling class imbalance. For chunk balancing, window-
based chunk balancing was incorporated to augment imbal-
ance handling. The evaluation was conducted based on the
Lending Club, German, Default, and PPDai datasets. The
results show the superiority of the proposed algorithm over
the benchmarks in terms of the majority of classification
metrics concerning both time series and overall results. The
highest improvement percentage was 53% over OSELM and
65% over FA-OSELM. Future work should incorporate fea-
ture selection to handle dynamic changes concerning relevant
features and high dimensional data. In addition, the developed
framework should be evaluated on other machine learning
fields that share the same issues concerning the credit scoring
problem. Future work is to extend the developed algorithm
to include optimization of the random weights between the
input-hidden layer algorithm and to incorporate dynamic fea-
ture selection.
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