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ABSTRACT The safety validation of Automated Driving Systems (ADSs) needs a combination of tools to
ensure testing in a broad range of traffic scenarios. Among the others, virtual testing is expected to play a
major role in the future. Differently from other methods, virtual testing allows examining an ADS in complex
driving scenarios involving several road users and characterized by any level of criticality in a safe, efficient
and effective way. However, before virtual testing can be used in the ADS certification process, proper
validation methodologies have to be established to ensure the appropriateness of the simulation-generated
evidence to the end of establishing a ‘‘virtual proving ground’’ regardless of the specific ADS. In this context,
the present paper summarizes the results of the virtual environment validation exercise which involved a
Vehicle-Hardware-in-the-Loop (VeHIL) setup against real-world experiments. The analysis only embraces
the longitudinal dynamics due to the limitation of the virtual environment. Nonetheless, the methodology
presented can be straightforwardly extended to different toolchains to cover more advanced ADS for the
sake of virtual certification. The manuscript has a twofold contribution. On one side, it gives a quantitative
estimation of the fidelity level achievable using a state-of-the-art VeHIL environment, thus standing apart
from validation activities purely based on qualitative comparisons and contributions mostly concerned with
the validation of the ADS itself. Secondly, it provides an end-to-end validation procedure that could be
generalized to other cases of study or different testing setups. The results achieved are encouraging as they
show an overall good match between real-world and simulated data. However, open issues remain in order
to define a complete validation framework for virtual testing environments.

INDEX TERMS Automated driving, model validation, simulation, virtual testing.

I. INTRODUCTION
The verification and validation (V&V) of an Autonomous
Driving System (ADS) requires new methods for a compre-
hensive and robust safety assessment. Due to the flexibility
and cost-effectiveness that it offers, virtual testing is expected
to play a fundamental role in this context [1], [2]. Physical
testing only is indeed not a viable option due to the lack
of repeatability and scalability, dangerousness, and the
extremely high costs associatedwith such a testing procedure.
Several works [3], [4] have pointed out how many billions
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miles might be necessary to validate an ADS depending on
its operational domain: by physical testing only, matching
such a demandwould require traveling for decades on a single
vehicle.

On the other side, modeling and simulation tools (M&S)
have indeed a well-established history in the automotive
industry at the development/testing levels. Simulation offers
several advantages, including the unmatched capability of
controlling the virtual driving scenario, the potentiality of
repeating & replicating the same scenario on different
computing devices, testing efficiency, and safety increase.

Nonetheless, the adoption of M&S as a certification
tool is not regulated by any modeling standard given the
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complexity of the toolchains and the level of tailoring that
modern ADS simulation solutions exhibit [5]. In order for
a virtual testing environment to be certified, the toolchain
will have to undergo a proper validation procedure first.
Hence, the capability of validating complex simulation setups
is of paramount importance for the type-approval of future
ADSs. Despite the relatively large literature focusing on the
validation of ADS using virtual tools, only a few works
provide an in-depth validation analysis of the virtual testing
tool itself, which are extensively examined in Section II-A.
This work aims at stimulating the scientific discussion on

the validation of virtual environments by applying state-of-
the-art validation tools to quantify the fidelity level which
can be expected from a semi-virtual testing environment
with respect to real-world tests. The focus of the present
scientific contribution is thus not on validating the ADS.
Instead, the testing environment is investigated, despite the
ADS itself plays a role in the validation process of the tool
as it will be discussed. Given the limitations of the virtual
testing setup, in this contribution we only study longitudinal
maneuvers such as free-flow and car-follow thus limiting to
scope of application to lower automation levels. However, the
methodology presented can be straightforwardly adopted for
more complexmaneuvers involving steering actions provided
that suitable Key Performance Indicators (KPIs) are used.

II. RELATED WORK
The validation of virtual testing environments for ADS can
be fulfilled in two manners: on an ‘‘integrated system’’
level, where the overall simulation toolchain is tuned to
reproduce specific maneuvers Section II-A, and according
to the ‘‘submodels-based’’ paradigm Section II-B, where
each element of the simulation pipeline is individually
validated with respect to its physical counterpart [6]. The
methodologies can also be adopted in a sequential cascade,
as explained in [5].

A. INTEGRATED-LEVEL SYSTEM
This set of validation methods is concerned with the defini-
tion of reference maneuvers and the tuning of a simulation
environment to virtually reproduce the driving task. The
selection of the KPIs is such that they are representative of the
entire (closed-loop) simulation environment. For instance,
the vehicle trajectory is typically used, whereas intermediate
information, such as KPIs related to the detection of
obstacles, is not explicitly accounted for.

Notable contributions in the scientific literature are rep-
resented by [7]–[9]. In [7], the correlation of a selection
of KPIs is investigated against a Model-in-the-Loop (MIL)
and a VeHIL setup for car-following and cut-in scenarios.
As an outcome of the European Project Enable-S3, a left-
turn maneuver at an unprotected junction is studied in [8]
via qualitatively comparing the results obtained in the real-
world with simulation-generated evidence. In [9], a method
is proposed which firstly checks scenario coverage and then

FIGURE 1. Submodels-based validation scheme, [6, Fig. 10].

computes the correlation between the simulated and distance
to the lane’s margin for a lane-keeping application.

From a regulation perspective, an approach following
this philosophy is currently under approval for the AEBS
virtual test [10]. In addition, a similar method is already
implemented in the UN/ECE R140 [11] for the Electronic
Stability Control (ESC) type approval.

Concerning the potential assets, this approach does not
require an in-depth study of the components making up the
virtual pipeline. The focus is instead on the ultimate per-
formance of the whole virtual realization. On the downside,
this method provides little information on how the simulation
model will extrapolate for scenarios different from those used
in the validation process.

The cited scientific efforts aim at fulfilling a similar
research gap as the current contribution. Moreover, in [7],
a setup closely matching ours is used. Nonetheless, our
methodology moves a step further by adopting several
computational tools, discussing their efficiency, and by
performing a global assessment of the testing environment
as we highlight in Section III.

B. SUBMODELS-BASED APPROACH
An alternative/complementary solution is the subdivision of
the virtual pipeline into functional submodules, as graphically
represented in Fig. 1, followed by the step-by-step validation
of the single modules constituting the toolchain.

The contributions presented hereafter go beyond the level
of validation detail provided by our (global) methodol-
ogy. Nonetheless, we reckon the importance of analyzing
separately each virtual ingredient making up the testing
pipeline, especially for setups which include a higher
degree of virtualization with respect to our VeHIL-based
approach. Conversely, more details about the submodels-
based approach can be found in our survey [6].

1) SENSOR-SYSTEM
The individual validation of sensor models is, at the moment
of writing, an open topic in the scientific literature given the
large amount of modeling options: from white-box (based
on the replication of physics underlying the functioning
of the sensor) to black-box (based on replicating the I/O
characteristic of a sensor) approaches [12], which convey a
different level of abstraction information. While white-box
sensor models can be validated by directly comparing the
generated point cloud with the one gathered using a real
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LiDAR/RADAR, black-box models need the detection layer
to be included in validationmethodology as they only provide
obstacle-level information [13]. Moreover, no acceptance
threshold has been commonly established [13] in order to
deem a model as valid or invalid. Despite the validation of
a sensor model has a huge potential to enhance the credibility
of a virtual toolchain, we believe that such approaches are not
yet mature enough for our purposes. A reason which has led
us to step away from the submodels-based approach to resort
to the integrated-level solution.

2) VEHICLE-SYSTEM
The validation of virtual vehicle models is a well-
accomplished task which is reflected by technical standards
supporting the procedures, such as [14] for the Lane Keep
Assist application. The standards specify the maneuvers to be
carried with the physical vehicle and the corresponding KPIs
to be measured to validate the virtual realization. Fidelity
levels are also pointed out in the recent standard [15].

In the scientific literature, a comprehensive review on
modeling and validation methods for vehicle dynamics is
given in [16]. The work emphasizes how virtual models for
vehicle dynamics originate from two applications: simulation
models supporting the development of production vehicles or
artifacts for driving simulator platforms.Within the first class,
models typically target a specific use case such as handling
or riding studies.

More recently, [17] proposed a framework that accom-
plishes the validation via fitting the same model on a set
of vehicles. The statistical evidence generated ensures the
suitable capability of the model to predict correct results for
different calibrations.

Validation concepts that go beyond the simulation model’s
output vs. real-world data comparison were introduced
in [18]. In particular, the work of Kutluay and Winner
surveyed the [16], [17]-identified literature from the point of
view of the uncertainty estimation to the end of establishing
how validation within the vehicle dynamics modeling field
is lagging behind state-of-the-art validation methodologies.
Ultimately, statistical methods are identified to alleviate the
lack of credibility that characterizes the traditional validation
pipeline.

Our scientific effort does not require the individual
validation of a vehicle dynamical model given the adoption of
a dyno-chassis, which only demands the coast-down curve’s
coefficients as an input, similarly to [7]. Naturally, the coast-
down curve cannot accurately reproduce transient effects as a
properly tuned dynamical model would do. That is a known
limitation of our setup which limits the domain of application
to a selection of scenarios involving mild decelerations as
detailed in Section IV-E.

III. METHODOLOGY
A schematic representation of the activity carried out is
displayed in Fig. 2. Firstly, a reference validation scenario is
defined and executed in the proving ground (PG). In the PG

FIGURE 2. Schematic view of the pursued activity.

stream (violet cells in Fig. 2), every component of the testing
pipeline is real, and no simulation/data-injection occurs as
explained in Section III-A.

Afterward, based on the data collected through the GNSS
units, we reconstructed the executed scenario and coded that
into a formulation readable by the simulation environment for
the VeHIL replication. The realization of the testing platform
is explained in Section III-B. A scrupulous fulfillment of
such a procedure was necessary to ensure that the very
same PG scenario is replicated in the VeHIL setup as any
discrepancy in the scenario reconstruction will affect the
validation exercise.

The virtual execution, bottom stream in Fig. 2, is charac-
terized by a mixture of simulated and physical components,
a combination which is stressed by the green/blue blocks. The
detailed explanation of the coupling mechanism is given in
Section III-B.
To ensure consistency in the driving behavior, the very

same ADS algorithm and controllers’ tuning parameters are
maintained in both the PG and VeHIL cases. Eventually,
the fidelity assessment was carried out at the end of the
testing campaign based on the correlation methods detailed
in Section III-C.

A. TESTING CAMPAIGN
The vehicle used for the study was a robotized SMART
ForTwo provided by BME Automated Drive,1 which was
rented for two weeks and made available at the Ispra (VA,
Italy) site of the European Commission Joint Research Center
(JRC). The robotized vehicle was tested against several
reference scenarios for a total recorded distance of ≈ 70 km
traveled in about 6.5 h. More specifically, the focus was
placed on longitudinal maneuvers such as
free-flow driving : the ego vehicle starts from zero velocity

and accelerates to a user-defined speed;
car-follow : the ADS adjusts its traveling speed according to

a leader driving policy to maintain a safe distance;
stop & go : similar to car-follow but the leader reduces the

velocity up to a full stop and then starts again.
An extensive data-set of maneuver was collected via

instrumenting both the robotized vehicle and the supporting
vehicles acting as targets with Ublox2 GNSS units running at
10Hzwith except for the ‘‘free-flow’’ tests where the onboard
velocity measuring system was enabled.

1https://www.automateddrive.bme.hu/
2https://www.u-blox.com/en
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The robotized vehicle sensor’s setup included a front-
facing Mobileye R© camera, two side-mounted LiDARs, and
a rear-facing RADAR. In our tests, only the camera has been
enabled. The choice was due to the later VeHIL replication
setup, which relied entirely on the camera stimulation to
provide the vehicle with the scenario information. By ruling
out the LiDARs and the RADAR, we ensured that no
additional effect in the software planning stack could have
been brought by sensors that we would not stimulate
afterward. The data collection and ADS functionalities were
made possible thanks to an embedded dSPACE AutoBox.3

The camera-based car-following functionality proved to
behave consistently only in the straight portions of the
proving ground. In fact, while approaching curves, the camera
frequently lost the tracking of the moving leader, thus
triggering the free-flow behavior. This resulted in frequent
jumps in velocity, which are particularly detectable in the
‘‘Periferica’’ portion of the JRC’s proving ground as shown
in Fig. 3. The discontinuities in the behavior are indeed an
undesirable feature for an ADS. Nevertheless, they provide
peculiar patterns that can be exploited later to validate the
virtual test Fig. 8.

B. VEHIL REPLICATION
The virtual environment for the replication of the experimen-
tal campaign is a VeHIL based on the DRIVINGCUBETM

technology, similarly to [7]. Our solution, however, differs
from the cited contribution since we used camera stimulation
rather than signal injection and a different ADS. According
to our setup, a wide-screen monitor has been placed in front
of the robotized vehicle’s windscreen, where the camera
enabling ADS functionalities is installed as in Fig. 4.

The screen is rendering in real-time the photorealistic
simulation provided by the simulation environment Vires
VTD R©. The simulator was interfaced to the dyno-chassis by
means of the DRIVINGCUBETM technology, which relies,
as middleware software, on:
• AVL Model.CONNECTTM: a co-simulation tool which
enables the duplex communication between the Vires
simulator and

• AVL Testbed.CONNECTTM: the real-time module con-
trolling the dyno-chassis based on the vehicle velocity.

The simulation point of view was adjusted according
to the camera installation position, and the corresponding
field-of-view (FOV) calibration procedure was carried out to
ensure the distance estimation from theMobileye camera was
correct.

The VeHIL setup allowed the robotized vehicle to freely
adjust the velocity on the dyno-chassis based on distance
from the vehicle ahead predicted by the camera. However,
no automated nor manual steering was possible on the
platform. As such, the simulation setup had been adjusted
to account for the steering limitation. In particular, in the

3https://www.dspace.com/en/ltd/home/products/hw/accessories/autobox.
cfm#179_25444

simulation environment, the robotized vehicle traveled along
a path that had been reconstructed from the GNSS units
and appropriately converted into the OpenDRIVE R© standard.
Hence, the lateral dynamics of the vehicle is not part of
the validation procedure. Eventually, the targets’ trajectories
were reconstructed from the GNSS logs and replicated
identically in the simulation. Accurate targets’ replication
resulted to be a crucial aspect to reproduce the velocity
oscillations in Fig. 3 given the sensitivity of the ADS system.

C. CORRELATION CRITERIA AND KPIS
The modeling choices adopted when translating the proving
ground scenarios to the semi-virtual environment resulted
in the VeHIL being a one degree of freedom testing
environment. The simple setup enabled us to investigate the
environment’s fidelity by only checking the traveling velocity
V and the longitudinal acceleration ax as validation KPIs.

1) GOODNESS-OF-FIT ESTIMATION
The definition of KPIs has to be supported by suitable
computational tools to provide a quantitative evaluation of
the fidelity level. To this end, we adopted as metric the
Normalized Root Mean Square Error (NRMSE)

1
σpg

√∑N
i=1

(
xsim,i − xpg,i

)2
N

, (1)

the average standard deviation (mainly used as a comparison
tool with respect to the work in [7]), the Pearson correlation
r(xsim, xpg) ∑N

i=1
(
xsim,i − x̄sim

) (
xpg,i − x̄pg

)√∑N
i=1

(
xsim,i − x̄sim

)2√∑N
i=1

(
xpg,i − x̄pg

)2 , (2)

and the coefficient of determination R2. In (1)-(2), the xsim is
the data sample coming for the VeHIL environment (either
velocity V or the acceleration ax), xpg the data sample
recorded on the proving ground, and N the total number of
samples in the considered experiment.

In parallel to the widely adopted metrics in (1) and (2),
this paper adopts also state-of-the-art techniques to compare
time-series in terms of their phase difference

dP =
1
π
arccos

 ∑N
i xsim,i xpg,i√∑N

i x
2
sim,i

∑N
i x

2
pg,i

 , (3)

and (integral) magnitude dissimilarity

dM =

√√√√∑N
i x

2
sim,i∑N

i x
2
pg,i

− 1. (4)

The two criteria in (3) and (4) can be combined into a unique
indicator

dSG =
√
d2M + d

2
P, (5)

in the Sprague-Geers metric [19]. (5) belongs to a set of
methodologies comparing time-series known as ‘‘Magnitude
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FIGURE 3. Robotized vehicle loss of target tracking and induced velocity jumps in curves (left). Corresponding ‘‘Periferica’’ map on the right. The ego
vehicle path is represented by the solid blue line in the right chart.

FIGURE 4. DRIVINGCUBETM VeHIL testing environment.

Phase Composite’’ (MPC) and has been widely recom-
mended in several literature works [20]–[22] when the signals
to compare are time-dependent such as the case of study.
In particular, (4) is not affected by any time-shift difference
of the signals as it only evaluates the areas behind the
curves. That is practical when measuring the discrepancy
of time-series reaching different amplitude (for instance the
acceleration signal recorded in a simulated vs. laboratory
crash experiment as in [20]). On the other side, (3) is nearly
insensitive to a magnitude divergence providing instead a
quantitative measure of phase-shift, which is a particularly
efficient way to discriminate different reaction times of
two systems [22]. Similarly to the NRMSE, the optimal
agreement is obtained when both dM and dP are zero.

2) STATISTICAL HYPOTHESIS TESTING
Model validation can be framedwithin a statistical hypothesis
testing perspective [23]. This is particularly effective when
models are affected by stochastic effects such as the VeHIL
environment. Statistical testing goes beyond goodness-of-fit
by inspecting, based on the outcomes’ distributions, whether:
• H0 the model is an accurate representation of the real
process (null hypothesis);

• Ha the model is not an accurate representation of the real
process (alternative hypothesis).

A widespread solution in literature is the adoption of
the two-sample T-test [23]–[25]. Such a test investigates
if the two populations’ means are equal (H0) or not (Ha).
Alternatively, the Kolmogorov-Smirnov (KS) test [26] can
be exploited as a valuable tool to provide a quantitative
assessment of the distance between the empirical distribution
functions for a similar purpose. In contrast to the T-test, which
assumes a normal distribution of the input data, the KS-test
is distribution-free. Based on the KS-test, an assessor can
judge whether or not to accept the null hypothesis asserting
that the two samples derive from the same distributions.
In both tests, the computed p− value is a direct measure that
allows rejectingH0 if less than a prescribed significance level.
Commonly, a p− value threshold value 0.05% is adopted:
a higher figure suggests there is evidence supporting H0,
whereas, a lower value advises rejecting H0 (not accepting
Ha though).
The mentioned statistical tools are typically adopted

following the application of an aggregation operator such
as the mean operator [27]. Data aggregation allows ruling
out the time dependency of the signal in a way that a
stationary process is obtained and conventional statistical
hypothesis testing can be carried out. Additionally, the
time-series are strongly autocorrelated as they result from
the motion of a causal system. Hence, statistical testing
cannot perform at best without any aggregation proce-
dure due to the underlying assumption of independent
observations [28].

IV. FIDELITY LEVEL DETERMINATION
This Section applies the methodology outlined in Section III-
C to all the concrete driving scenarios recorded. Before any
of the computational tool is applied, the data sequences
had to be properly time-aligned using the Time of Arrival
criterion (ToA) [20], [22]. ToA requires that the signals
are synchronized upon reaching for the first time a refer-
ence amplitude (a 1 m/s reference velocity was used in
this work).
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FIGURE 5. Free-flow scenario qualitative correlations.

A. FREE-FLOW ANALYSIS
The first scenario had the main purpose of studying the
repeatability of the system, both on the proving ground and
on the VeHIL. To this end, a simple free-flow (FF) maneuver
was performed in which the robotized vehicle traveled from
standing still to 4 m/s. 5 repetitions were recorded for both
real-world tests and on the dyno-chassis.

The results in terms of longitudinal velocity V and
longitudinal acceleration ax are graphically reported in Fig. 5.
Due to the onboard velocity measuring system limitation
(the minimum velocity that could be recorded using wheel
odometry was ≈ 0.8 m/s), the correlation analysis is
performed only after the VeHIL system has reached the
minimum logged velocity. The dark gray area in Fig. 5
is representative of the data portion excluded from the
validation for the explained reason.

In Fig. 5, the solid blue line is the mean velocity profile
of the 5 repetitions recorded on the DRIVINGCUBETM, the
light blue area the 95% confidence region for the VeHIL case,
the solid orange line the mean velocity of the 5 repetitions
recorded on the PG, and the light orange area the 95%
confidence interval of the real-world tests. As expected,
a larger dispersion of data characterizes the real-world data
with respect to the VeHIL case, where the more protected
test environment conditions allowed for narrower confidence
regions.

Quantitative metrics derived from the time-series depicted
in Fig. 5 are instead reported in Table 1. It is worth noticing
how the σ̄ and the Pearson correlation are comparable

TABLE 1. Validation KPIs for the free-flow scenario.

TABLE 2. Aggregate metrics for the free-flow scenario.

with the results in [7, Table 7], where an average standard
deviation equal to σ̄V = 0.0716 for the velocity and σ̄ax =
0.0592 for the acceleration have been reported. This finding
is particularly fascinating as the setup in the cited work (albeit
a different robotized vehicle was used) is extremely similar to
the one here presented with expect for our adoption of sensor
stimulationwhich stands apart from the signal injection in [7].
Nonetheless, the camera stimulation does not play a role in
the free-flow tests; hence its contribution to the KPIs is not
accounted for. That justifies the very similar fidelity level
obtained in the present work with respect to [7] despite the
additional element making up the testing toolchain.

The free-flow scenario also afforded the possibility of
executing two-sample statistical testing given the availability
of multiple repetitions for both the proving ground and the
semi-virtual cases following the application of the mean
operator. Aggregating each experiment using the mean
velocity value yields the metrics in Table 2, where the third
column represents the mean of each test’s average velocity
and the fourth column the standard deviation of the means
for both the VeHIL (first row) and PG cases. As graphically
shown in Fig. 5, the PG tests have a larger dispersion of data
which is reflected by the larger standard deviation of PG with
respect to the VeHIL in Table 2.
Applying the T- and KS-tests to the aggregated signals

yields the first row of Table 3. The H0 cannot be rejected
according to both the T- and KS-tests for the aggregated
data case since both the p− values are higher than any
reasonable significance level. Hence, the virtual test can
be considered valid. On the contrary, the second row
reports the application of the same tests without any data
aggregation procedure. Table 3 clearly shows how a model’s
validity is dramatically affected by any data conditioning
procedures and clustering. In addition, the level of detail
of the validation procedure plays a significant role since
T-test alone would have promoted the model even without
aggregation, whereas the additional KS-test questions the
validity of the virtual environment. Similar considerations
have also been highlighted in [27] for the validation of a
traffic simulation environment.

Another point of concern is related to the fact that
averaging the velocity time-series implies weightingmore the
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TABLE 3. Statistical metrics for the free-flow scenario.

TABLE 4. Calibration metrics of (6) for respectively ‘‘VeHIL’’ and ‘‘PG’’
cases.

TABLE 5. Statistical metrics for the ‘‘free-flow’’ (FF) scenarios rising time.

steady-state regime (velocity after 15 s) with respect to the
transient acceleration in the validation procedure. We argue
that we can restore the importance of the transient phase by
estimating the rising time τ of each time-series and applying
statistical testing on the obtained τ distributions. Given that
the system demonstrated no appreciable velocity overshoot
for the free-flow tests as in Fig. 5 (a), we can conveniently
estimate the rising time with a first-order dynamical system
where the velocity is given by

v(t) = vF + (v0 − vF )e−
t
τ . (6)

In (6), v0 is the minimum measurable velocity, vF is the final
velocity after the system has converged to the steady-state
and τ is the parameter we seek to identify. The calibration of
(6) on the recorded time-series yielded the parameters (mean
and standard deviation of τ ) and residual metrics (RMSE of
velocity error predicted by the model V̂ and R2) reported in
Table 4. Overall, the residuals are such that the model can be
safely adopted to the end of estimating the rising time for the
later validation analysis.

Eventually, the two-sample T- and KS-tests can be
applied to the distributions of τVeHIL and τPG. The resultant
p− values are reported in Table 5 and show how the rise-time
aggregation criterion allows the model to pass the validation
tests.

B. SIMPLE CAR-FOLLOWING SCENARIO
The second case-of-study for the VeHIL environment was
the replication of a ‘‘simple car-following’’ scenario recorded
on a straight portion of the proving ground. Two reference
cases are presented here. The first, in Fig. 6, shows a minor
inconsistency in the initial conditions of the simulation.
The discrepancy results in a mismatch that the ADS
compensates while the virtual test evolves until the simulation
‘‘converges’’ to the real-world test. The second, in Fig. 7,
shows a better qualitative and quantitative agreement of the

FIGURE 6. CF-1 scenario qualitative correlations.

TABLE 6. Validation KPIs for the CF-1 scenario.

signals throughout the entire duration of the experiment due
to the correct initialization of the simulation setup.

Similarly to Section IV-A, several repetitions have been
performed for the VeHIL setup, which are emphasized by the
95% confidence interval (light blue areas) in Figs. 6 and 7.
However, given the unavailability of a robotized moving
target, there was no possibility of identically repeating the
tests on the proving ground; hence only one repetition is given
for the real-world experiments.

Overall, a larger spread of the VeHIL velocities charac-
terizes Figs. 6 and 7 with respect to Fig. 5, which could be
attributed to the higher complexity of the car-following driv-
ing scenario triggering some velocity instability phenomena
as discussed in Fig. 3.

The quantitative assessment of the fidelity level is reported
in Table 6 analogously to Table 1. In this case, given the
slight mismatch in the initial conditions and the introduction
of sensor stimulation, worse KPIs are obtained.

On the other side, the second car-following sce-
nario presented shows better metrics, as documented in
Table 7. Also worthy of consideration is the speed bound
at≈ 500m in Fig. 7. This is due to the tight radius roundabout
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FIGURE 7. CF-2 scenario qualitative correlations.

TABLE 7. Validation KPIs for the CF-2 scenario.

of the alternative track used for the proving ground tests
which caused consistent loss of the moving target and the
consequent acceleration. As previously pointed out, this
behavior might be unacceptable from an ADS developer
perspective. Nevertheless, for the sake of this work, this is
a welcome feature as it allows to appreciate the capability
of the semi-virtual environment to replicate an ‘‘unstable’’
phenomena.

Table 8 presents the results of applying the hypothesis
testing tools to the CF-1 (first and second row) and CF-2
(third and fourth row) scenarios. Differently from Table 3, for
the aggregated mean velocity cases (first and third row) the
one-sample T-test was applied given the lack of a distribution
of means for the PG executions. In Table 8, a similar trend
as Table 3 emerges, where the aggregated cases show greater
evidence in accepting H0. In particular, given the discussed
mismatch in the initial conditions, CF-1 demonstrates a
significantly lower p− value with respect to both CF-2 and
free-flow cases, which may lead to the decision of rejecting
the null hypothesis. Conversely, CF-2 managed to pass the
T-test for both the aggregated and non aggregated cases thus
demonstrating the goodness of the VeHIL provided that the
scenario reconstruction has been performed carefully.

TABLE 8. Statistical metrics for the simple car-following scenarios.

TABLE 9. Validation KPIs for the ‘‘periferica’’ scenario.

C. ‘‘PERIFERICA’’ ANALYSIS
A more challenging car-following scenario is discussed here
where the robotized vehicle was requested to follow a
leading car on the curvy road ‘‘Periferica’’. The scenario is
particularly interesting as it highlights the importance of the
ADS in the integrated test-setup validation. Indeed, a well-
performing ADS ready for market introduction shall be able
to deal with the temporary loss of the leader’s tracking with
no unreasonable acceleration. However, this desirable feature
from a user perspective might induce an over-reliance of
simulation as the damping effect played by the ADS results
in reduced discrepancies between virtual and proving ground
data. On the other hand, a particularly sensitive system such
as the one implemented in our test vehicle allows highlighting
subtle differences in the functioning of the two testing
environments, thus representing the ideal ADS candidate for
validating the environment.

A qualitative assessment of the obtained correlations using
the VeHIL environment is provided in Fig. 8. Despite the
large dispersion of data (the confidence intervals in Fig. 8 are
considerably larger than the intervals in Fig. 6 and Fig. 7), the
average VeHIL’s trend (solid blue line) follows the proving
ground’s velocity and acceleration time-series closely. Every
jump in the speed profile is grasped by the virtual system,
albeit the actual amplitude differs in every repetition due to
the instability of the phenomenon.

The corresponding numerical KPIs are reported in Table 9.
The more challenging driving scenario in terms of virtual
replication impacts quite significantly the validation metrics.
In particular, the R2 metric shows a substantial reduction.
On the other side, the Pearson correlation of velocity still
returns an acceptable value.

It is also worth noticing how minor velocity deviations
at the beginning of the experiments accumulate in the
continuation of the tests. When dealing with longer time-
series, loss of information synchronization between virtual
and physically derived data may require advanced techniques
such as Dynamic Time Warping (DTW) [29].
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FIGURE 8. ‘‘Periferica’’ scenario qualitative correlations.

TABLE 10. Statistical metrics for the ‘‘periferica’’ scenario.

The statistical metrics for ‘‘periferica’’ (PF) scenario
are reported in Table 10. The p− value associated to
the aggregation case (first row) allows accepting the null
hypothesis whereas providing the full data sequence to the
T-test questions the validity of H0. Similarly to Table 8,
the one-sample T-test was used to compute the first row of
Table 10.

In addition to time domain metrics, frequency domain
techniques are reported to be valuable validation tools
especially when vehicle dynamics is in action [16]. To this
end, we computed the power spectral density (PSD) of the
velocities recorded on VeHIL and PG and displayed in Fig. 9.
From Fig. 9, the string-unstable behavior that characterizes
the VuT [30] can be clearly grasped from the resonance pick.
Moreover, the signals show a clear qualitative agreement up
to the string un-stable resonance pick before the impact of
windowing and conditioning overcomes the signals’ power.

D. STOP-AND-GO ANALYSIS
The last virtual replication discussed is concerned with the
stop-and-go (S&G) scenario. The criticality of the S&G
lies in the stronger leader’s deceleration applied in this

FIGURE 9. Velocities PSD for the ‘‘Periferica’’ scenario.

FIGURE 10. Stop & Go scenario qualitative correlations.

test compared to the other tests and in the frequent starts
from stop where friction and clutch engagement play a
significant role.

A graphical correlation for the S&G scenario is proposed
in Fig. 10. The charts show how an initial mismatch is
accumulated after every standing still departure due to the
lower deceleration achieved on the dyno-chassis with respect
to the proving ground, which causes the ego vehicle to stop
closer to the leader.

The quantitative metrics for the S&G scenario are given
in Table 11. The NRMSE reported in Table 11 exceeds
by far the equivalent metric obtained for the rest of the
driving scenarios described. Given the large discrepancy in
the absolute magnitude of the signals, no statistical evaluation
has been carried out.
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TABLE 11. Validation KPIs for the S&G scenario.

FIGURE 11. First-order regressor average velocity.

E. GLOBAL ASSESSMENT
Considering the traveling speed as the most relevant quantity,
one can cluster the mean velocities recorded for each
scenario for both testing environments and report the obtained
quantities on a scatter chart. The data aggregation procedure
relies once again on the mean operator coherently with the
rest of the Section. An ideal simulation model should provide
that a first-order fitting of the data scatter is characterized by
a unit slope and zero intercept straight line. Such a perfect
virtual replication is depicted in the blue line in Fig. 11.
In the same figure, the black dots are the actual data samples
obtained for the considered scenarios, whereas the red line
the actual setup first-order fitting.

The fitted straight line in Fig. 11 has a slope
m = 1.04121 and intercept y0 = −0.06966. The small
deviation between the actual fitted line and theoretical
optimum is another confirmation of the VeHIL goodness in
replicating the real-world tests. Unfortunately, no other work
is available in the scientific literature where the same setup
as ours is used. Hence the global metrics obtained cannot be
benchmarked against independent data.

The final step in the validation procedure is establishing
the domain of validity as absolute validation is not attain-
able [31]. Given the restricted dimensionality of the case-
of-study, one can formulate the validation domain in the
velocity-acceleration plane as in Fig. 12. Fig. 12 displays
all the (V (ti), ax(ti)) data samples collected in the testing
campaign and assigns a color to each point depending on
the corresponding absolute velocity error based on the VeHIL
replication.

In Fig. 12, the higher speed data samples show an absolute
velocity error < 1 m/s. Vice versa, a larger error is
recorded while performing stopping maneuvers as of the
dyno-chassis’s limitations. One can thus deem the VeHIL not
an appropriate tool for the virtual validation of emergency
braking-like functionalities and restrict the validity domain

FIGURE 12. Velocity absolute error over the validation domain.

to a portion of Fig. 12 which satisfies the velocity error
threshold.

V. CONCLUSION
In the present paper, the authors have tried to define the
fidelity level that can be achieved with state-of-the-art
commercial tools for virtual testing of low-automation level
ADSs. The assessment was carried out by replicating a
number of real-world driving scenarios on the VeHIL test-
bench.

Validating the described VeHIL environment has proven
a challenging activity due to the sensitivity of the ADS to
small discrepancies in the formulation of the virtual scenario,
confirming what is reported in the available literature [32].

Another point of concern was identified in the selection
of the statistical tools to perform hypothesis testing and
the impact that aggregation operators play on the validation
results. In Section IV-A, we presented two solutions to
aggregate data dealing with different aspects of the system:
the mean operator, which is mostly concerned with the
steady-state value reached at the end of the test, and the
estimation of the rising-times distribution as an alternative
aggregation operation to better convey the transients portion
of the signals.

Considering the scenarios that did not allow exact replica-
tion of the proving ground, we studied the VeHIL system’s
repeatability and computed the confidence intervals. Next,
we carried out the validation via computing the NRMSE,
σ , Pearson, R2, and one sample statistical testing. Overall,
the agreement between virtual testing and proving ground
generated data was extremely high for all the scenarios but
the S&G one. This is also in line with the general observed
degradation of fidelity metrics with the increase of the driving
scenario complexity. Nonetheless, the exact degree of fidelity
needed to validate a solution will likely depend on the
criticality of technology involved, thus limiting the general
consideration that this paper can deliver since no claim of
absolute validation is possible [31].

Moreover, the considerations here reported are only valid
for the given setup as several factors, including the tuning of
the camera stimulation system and the coast-down curve’s
parameters for the dyno-roller bench, ultimately affect the
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validation exercise. Thus, a true characterization of VeHIL’s
fidelity level can only be carried out by repeating a similar
testing campaign with other vehicles and, possibly, another
team setting the system to rule out any human/technological
factor which might have potentially impacted on the
experiments.
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