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ABSTRACT Gross domestic product (GDP) can effectively reflect the situation of economic development
and resource allocation in different regions. The high-precision GDP prediction technology lays a foundation
for the sustainable development of regional resources and the proposal of economic management policies.
To build an accurate GDP prediction model, this paper proposed a new multi-predictor ensemble decision
framework based on deep reinforcement learning. Overall modeling consists of the following steps: Firstly,
GRU, TCN, and DBN are the main predictors to train three GDP forecasting models with their characteristics.
Then, the DQN algorithm effectively analyses the adaptability of these three neural networks to different
GDP datasets to obtain an ensemble model. Finally, by adaptive optimization of the ensemble weight
coefficients of these three neural networks, the DQN algorithm got the final GDP prediction results. Through
three groups of experimental cases from China, the following conclusions can be drawn: (1) the DQN
algorithm can obtain excellent experimental results in ensemble learning, which effectively improves the
prediction performance of single predictors by more than 10 %. (2) The ensemble multi-predictor region
GDP prediction framework based on deep reinforcement learning can achieve better prediction results than
18 benchmark models. In addition, the MAPE value of the proposed model is lower than 4.2% in all cases.

INDEX TERMS Deep reinforcement learning, GDP prediction, ensemble multipredictor framework.

I. INTRODUCTION drivers of GDP changes are used to finally estimate their

The gross domestic product (GDP) refers to the market value
of all final products produced by a country or region using
production factors during a certain time [1]. It is a paramount
indicator to measure the economic status and development
level, as well as the core indicator of national economic
accounting [2]. However, with the improvement of the overall
economic level, the rapid accumulation of economic aggre-
gation cannot solve all social problems [3]. The research
to properly adjust the overall planning and distribution of
social resources while maintaining the sustainable and stable
development of the economy will be the key to the next stage
of social development [4]. To accurately assess the economic
cycle, longer periods of GDP data and other socio-economic
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correlations, leading to the conclusion that the economy is
in growth or recession [5], [6].

In the national economy, the provincial economy has a
very crucial position, and its regional GDP reflects the local
economic capacity [7]. In addition to the economic growth
represented by GDP, economic development or social devel-
opment not only includes the content of economic growth
but also means changes in an economic and social struc-
ture that accompany growth [8]. Many scholars realize that
the traditional GDP only reflects the growth of the total
economic volume, but does not reflect the contribution of
natural resources and the social environment to the economy
[9], [10]. The development of society can be examined and
measured from different aspects. For GDP, the traditional
economic growth model can also be adjusted from the aspects
of environmental protection and quality of life to take green
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GDP as a measuring point. The GDP direction based on
pure economic growth can also be changed to a development
direction that links GDP with the indicators of longevity,
health, and education [11].

In this way, all classes of the whole society can share
the welfare of the society while the economy is developing.
Therefore, the GDP, as a tool for measuring economic devel-
opment, needs to be further improved. It is also crucial for
sustainable development and has positive value in promoting
economic development, optimizing the economic structure,
and improving people’s living standards [12]. In the competi-
tive world, the government could prospect the development of
the market economy and formulate development plans based
on the forecasting results [13], [14]. Accurate economic pre-
diction is the crucial basis for local governments to make sci-
entific the GDP prediction systems apply scientific methods
to forecast the prospects of economic phenomena and provide
a scientific basis for realizing the sustainable development
of the regional economy and resources and environment
[15], [16].

The structure of the paper is organized as follows:
Section 2 mainly introduces the applied data information, the
research methods, and the hybrid framework. In Section 3,
detailed experiments are used to test the performance
improvement of the proposed model. Section 4 summarizes
the main contributions of the research and gives an outlook
on the potential research directions.

A. RELATED WORKS

Economic forecasting is based on actual data with scientific
approaches to predict the future by employing data model-
ing [17]. Time Series Forecasting Method (TSFM) refers to
arranging the historical data of the forecast target into a time
series, and then the quantitative forecasting methods will be
conducted to analyze trends over time and build mathematical
models for extrapolation [18]-[20].

The recent mainstream applied forecasting approaches
can be divided into two types: parametric models and
non-parametric models [21]. The parametric models mainly
consist of linear regression and auto-regressive integrated
moving average (ARIMA) approaches. These models are
established in advance based on statistical theories, by which
the modeling parameters are calculated. The forecast models
had stable time series data as input, but they also demon-
strated the poor fitting ability to complex nonlinear systems
that the forecast accuracy of GDP growth is not accurate
enough [22]. Non-parametric models mainly contain the sup-
port vector machine (SVM) and artificial neural networks,
which can be regarded as artificial intelligence (AI) mod-
els [23], [24]. With the development of popular Al algo-
rithms, the machine learning and deep learning models are
widely used because of their powerful intelligent learning
and fitting ability to complex data, which can use various
optimization methods to update parameters and minimize the
training error with fast speed [25], [26].
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Therefore, researchers have proposed many models to con-
duct GDP forecasting. Abonazel and Abd-Elftah applied the
autoregressive integrated moving average (ARIMA) model
to forecast the Egyptian GDP based on historical data [27].
Ghanem et al. designed a functional link artificial neural
network (FLANN) for the electricity prices prediction, which
was affected by the COVID-19, and obtained excellent accu-
racy improvement [28]. Bildirici and Sonustun proposed the
Multilayer Perceptron (MLP) in a hybrid model to predict
the chaotic behaviour in gold, silver, copper, and bitcoin
prices [29]. This model effectively predicts the long-term
behaviour of these investment vehicles.

Compared with the above models, the deep learning model
can obtain a broader application prospect. Chen et al. used
the long short-term memory (LSTM) in stock returns pre-
diction by the data from China stock market [30]. And
the improved accuracy has been increased from 14.3% to
27.2%. Wang et al. proposed an echo state network (ESN) in
electrical energy consumption forecasting [31]. Zhao et al.
also used the Elman neural network (ENN) in the boosting
structure to predict direct economic losses of marine disasters
in China [32]. Ameyaw and Yao employed the bidirectional
long short-term memory (BILSTM) to predict the African
CO2 Emissions affected by GDP [33]. Bharati et al. utilized a
convolutional neural network (CNN), vanilla neural network,
and visual geometry group-based neural network (VGG)
for lung disease prediction [34]. Liu et al. proposed the
gated recurrent unit (GRU) model to predict the Chinese
energy consumption in China [35]. Two other benchmark
models, namely the multiple linear regression (MLR) and
the support vector regression (SVR) are also applied in the
test. The results proved that the GRU outperformed others
with higher accuracy and lower errors. To establish forecast-
ing models with spatiotemporal characteristic information of
multiple economic impacts, spatial-temporal predictors are
employed. Wang et al. proposed a temporal convolutional
network (TCN) for the short-term prediction of power system
load, which displayed the best performance among the com-
paring models [36]. In the research of Lum et al., the TCN
with dilated causal convolutional layers is also used as the
predictor to replace the LSTM or recurrent neural networks
(RNN) [37].

The forecasting methods possess their characteristics.
In economic forecasting, a reasonable forecast should be
selected according to the characteristics of the data and appli-
cation scenarios. In the research of different GDP impacts,
the cross-validation method can accurately analyze the inner
connection of the GDP datasets and reduce the forecasting
errors [38], [39]. Besides, a single predictive model may
only reflect part of the information on the influence factors
in GDP analysis [40], [41]. To effectively improve the per-
formance of single predictors and the comprehensive anal-
ysis of GDP data, optimization algorithms can be added to
the hybrid framework to optimize the input features [42].
Mladenovic et al. chose the firefly algorithm (FFA) as a
biological stimulated metaheuristic optimization algorithm
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to optimize the SVM, which can provide accurate predic-
tions of CO2 emission in comparison to ANN [43]. Long
proposed the genetic algorithm (GA) to improve the SVM
parameters and to analyze the total GDP of Anhui province
based on the data from 1989 to 2007 [44]. Guleryuz used
particle swarm optimization (PSO) with adaptive neuro-fuzzy
inference system (ANFIS) for industrial energy demand
forecasting, which is affected by many economic and social
parameters [45]. The above research works proved that the
heuristic algorithm-based models outperformed the single
predictors. Li et al. combined the deep belief network (DBN)
modified by extracted periodicity knowledge with the con-
trastive divergence (CD) algorithm and the least-squares
method to optimize hidden parameters and the output weights
[46]. The hybrid model demonstrated better performance than
the comparative single models. Besides, scholars have used
heuristic algorithms to build integrated models to predict
GDP. Although a lot of research has been done in this field,
there is a lack of breakthrough progress that the performance
of the model needs to be further improved.

The reinforcement learning (RL) algorithm approach has
recently attracted the attention of scholars, which can increase
the decision-making ability and integrate multiple predictors
based on agent optimization algorithm to obtain excellent
prediction modeling results [47], [48]. Tang et al. proposed
the hybrid method by the LSTM and the deep deterministic
policy gradient (DDPG) algorithm to realize epidemic pre-
diction based on the epidemic and socio-economic data [49].
The model proved excellent accuracy in tracking the real-
time epidemic trend. Hu et al. applied a deep reinforcement
learning (RL)-based energy management strategy (EMS) for
hybrid electric vehicles [50]. The experiments verified the
effectiveness in comparison with benchmarks by fuel econ-
omy. Ee et al. used the deep Q-network (DQN) to enhance
the LSTM-based stock price prediction for decision-making
to achieve maximum profit [51]. Fu et al. also proposed
the DQN method in building energy consumption forecast-
ing [52]. The deep-forest-based DQN (DF-DQN), can obtain
better accuracy than DDPG with decreased MAE, MAPE,
and RMSE by 5.5%, 7.3%, and 8.9% respectively.

Through the above literature survey, it is meaningful to
research the application of ensemble optimization methods
with the validation process to optimize the predictors in a
hybrid model. The paper utilized a novel ensemble multi-
predictor region GDP forecasting framework based on deep
reinforcement learning.

B. THE NOVELTY OF THE PAPER

In the research, to obtain an accurate prediction of GDP value,
anew multi-predictor ensemble decision framework based on
deep reinforcement learning is proposed. The innovation and
contribution of the paper are presented as below:

(1) In the study, three special neural networks, namely
TCN, GRU, and DBN, are applied as main predictors
to conduct the process respectively. These three deep
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networks can learn both the temporal and spatial char-
acteristics and provide more accurate GDP forecasting
results.

(2) The proposed DQN algorithm could adaptively con-
trol model parameters by the GDP data characteristics
and integrate the prediction results from different pre-
dictors. It has a strong decision-making capacity and
can dynamically optimize the parameters on various
occasions.

(3) The hybrid model DQN-TCN-GRU-DBN is a new
framework and it is the first application in the field
of GDP time series forecasting. Besides, 14 other
alternative models and 4 existing models are repro-
duced and compared with DQN-TCN-GRU-DBN. The
results show that the proposed model outperforms other
methods.

Il. METHODOLOGY

A. FRAMEWORK OF THE PROPOSED MODEL

Different from ordinary time series forecasts, regional GDP
forecast is characterized by complex factors and high artifi-
cial influence. Traditional models such as SVR and ELM are
limited in nonlinear time series prediction. The deep neural
network has a stronger learning ability and is suitable for
complex forecasting problems such as GDP forecasts. How-
ever, the depth prediction features extracted from a single
deep network model are usually not comprehensive enough.
This paper proposes a deep network ensemble model based
on DQN. GRU, DBN, and TCN are used as base models
to realize the preliminary prediction of regional GDP. DQN
was adopted to optimize the model ensemble process. The
specific model framework is displayed in Figure 1. Firstly, the
economic data are analyzed and 20 GDP-relevant features are
extracted. Then, GRU, DBN, and TCN are adopted to study
the deep relationship between features and GDP and achieve
preliminary prediction results. Finally, DQN is modified to
realize the combination of the results given by the base mod-
els and provide a more accurate GDP forecasting result.

B. ECONOMIC CHARACTERISTICS

Regional GDP forecasting is not a single factor time series
forecasting problem. It involves education, industry, employ-
ment, population, and other factors. As listed in Table 1,
20 GDP-related indicators are used as prediction features,
covering four aspects: economy, population and employ-
ment, industry, and education. Historical economy indexes
are the most important features. Employment and popula-
tion determine the purchasing power, thus, are related to
the GDP development. Education can improve one’s capac-
ity and improve employment in society. Finally, industrial
information can affect GDP directly. For example, industrial
output, energy consumption, the transportation efficiency are
all crucial parts of the economy. Therefore, the 20 features
in Table 1 are reasonably selected to provide comprehensive
information for GDP forecasting.
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FIGURE 1. The framework of the proposed model.

TABLE 1. Features of the rational GDP forecasting.

Historical Employment Indusrial
economic and population Education structure features
indexes features (outputs of
different fields)
Real GDP Population The number The added value
of colleges of the primary
and industry
universities
Expenditure- Number of The number The added value
side real persons engaged of in-school of the secondary
GDP students industry
Output-side Average annual The number The added value
real GDP hours worked by of full-time of tertiary industry
persons engaged teachers
Real Human capital The total Industrial
consumption index educational electricity
funds consumption
Real Population The average Fossil energy
domestic growth rate educational consumption
absorption funds of
students

C. BASE MIODELS

1) BASE MODEL I: GRU

GRU neural network is improved from LSTM neural net-
work. However, compared with LSTM neural network, GRU
effectively avoids the gradient disappearance and long-term
dependence problems of traditional RNN [53]. As shown in
Figure 2, the structure of GRU is introduced. The memory
unit of the GRU network only has two gates, namely, update
gate Z; and reset gate r,. In addition, the unit state and
the output are combined into one state, so the model train-
ing efficiency is improved guaranteeing the model accuracy.
Updating gate Z determines the information transfer ratio
between the hidden states while resetting gate r determines
the forgotten information between the hidden states. Assum-
ing that the candidate state of the current hidden layer is c#;,
the hidden state at the last moment is /;, the weight matrix is
w, the deviation is ¢, and [h;_1, X;] represents the connection
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strategy

FIGURE 2. The structure of GRU.

of two vectors, then the learning process of GRU unit can be
summarized as follows [54]:

Zy =0 (wz e [h—1, X;])

Ry = o (wg e [h—1, X;])

ch; = tanh (w., @ [R; O hy—1, X;])
h=0-2Z)0Oh-1+Z Ol

ey

The 20 features are all-time series data. To make the training
process of GRU more convenient, the time window parameter
of GRU is set as 2. Input the features to GRU and then, the
preliminary GDP forecasting results can be obtained.

2) BASE MODEL I: DBN

DBN is a probabilistic deep learning network composed of
a series of constrained Boltzmann machines (RBMs) [55].
As shown in Figure 2, RBM consists of an explicit layer
v and a hidden layer h which are used for input data and
feature collector respectively. Double-layer RBM can reduce
the dimension of high-dimensional features and reduce the
complexity of data. In addition, DBN networks are mainly
based on the idea of Bayes, which can capture high-level
information hidden in data that is arduous to read. The output
information has some representation of the data. In the DBN
model, given the state of (v, h) of RBM, its energy function

45269



IEEE Access

Q. Li et al.: New Multipredictor Ensemble Decision Framework Based on Deep Reinforcement Learning

is calculated as follows:

n m nom
E.hl0) ==Y awi—Y biki— >y vwih (2)
i=1 j=1

i=1 j=I

where 0 = {w, a, b} is the parameter to be calculated, a and b
are the bias of the explicit layer and the implicit layer respec-
tively, and w is the connection weight between the explicit
layer and the implicit layer. When 6 is determined, the joint
probability distribution of (v, &) can be calculated according
to the energy function:

—E(v,hl0)

P(v,h|0) = 70 3)

Z@©) =) Y eEwh 4)
v h

When the state of explicit layer v is determined, the activation
probability of the hidden layer unit is expressed as below:

n
P (hj = 1‘ v, 6) = sigmoid (bj + Z viw,-]) (®)]
i=1
When the state of hidden layer 4 is determined, the activation
probability of the explicit layer unit is expressed as below:

m
P (v =11h,0) = sigmoid a;+ Y hpwy | (©)
j=1

When the number of training samples is K, the parameter 0
can be determined by solving the problem of maximizing the
logarithmic likelihood function, and the target function for
the problem of maximizing the number likelihood function is
given in the following equation:

K
0* = argy max L (§) = argy max ZlnP (vk
k=1

6)

Using DBN to forecast regional GDP, the depth features of
multivariate GDP data will be extracted. A more comprehen-
sive forecast of regional GDP can be achieved.

3) BASE MODEL I: TCN

TCN is a neural network model combining dilated causal
convolution (DCC) and residual connection (RC) [56], which
is mainly used for time series modeling or data analysis. Its
basic constituent unit is the TCN residual block, which is
composed of two layers of DCC in RC mode. The structure of
the TCN residual block is introduced in Figure 4. Each DCC
layer is calculated with weight normalization and activate
function ReLU.

DCC can expand the acceptance domain of the network,
that is, realize the analysis of long time-series data. There-
fore, using TCN to forecast regional GDP has an advantage
in discovering potential effective information in long-term
historical data of GDP. In this paper, the convolution kernel
is 2, the expansion coefficient is 1, and the receptive field
is 3. The receptive field of DCC in the same layer can be

45270

m

< N 4 A

h1 h2 h} hm

FIGURE 3. The structure of the RBM part in the DBN model.
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FIGURE 4. The structure of TCN residual block.

expanded to 4. The following equation explains the extended
convolution operation [57]:

q—1
F@)y=Y f &) X—a ®)

k=0

where X is the GDP data, f is the filter function, and q is the
data length.

D. ENSEMBLE STRATEGY BASED ON DEEP
REINFORCEMENT LEARNING
The single deep network model has limitations in regional
GDP forecasting. Ensemble learning can combine the advan-
tages of different depth models to improve the stability and
accuracy of regional GDP forecasts. This paper uses rein-
forcement learning to ensemble the above three base models.
DOQN is a value-based reinforcement learning method, which
is widely used in path planning, scheduling optimization, and
other problems [58]. It uses a neural network to simulate the Q
function, which improves learning efficiency and avoids the
serious memory occupation caused by the Q table [59]. In this
paper, the weights of DBN, GRU, and TCN model outputs
are optimized by DQN to achieve an integrated prediction of
regional GDP.

The reinforcement learning ensemble strategy is composed
of five parts: agent, environment, state, action, and reward,
which is illustrated as follows:
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1) STATE

wi = [x1, x2, x3] )
where w; represents the weight vector of the 1-th order.
2) ACTION
To dynamically adjust the value of the weight vector, part of

the weight needs to be adjusted each time. Therefore, the |
action is denoted as Al:

A; = [Ax1, Axa, Axz] (10)

where Al represents the weight adjustment
Ax€[—0.1,0.1] and it is a random number.

vector,

3) REWARD

The incentives are designed to improve the accuracy of
regional GDP forecasts. Firstly, the current weight vector is
calculated as below:

wr =wi—1 +A; (11

Then, the MAPE index predicted by the final regional GDP
is used as the incentive basis. The MAPE value before and
after adjustment is compared, and the incentive is defined as
follows:

r, = MAPE, — MAPE, (12)

Under the guidance of the reward, the agent can choose the
weight value with the highest prediction accuracy of regional
GDP.

4) INTELLIGENT AGENT
DQN was used as an agent in the study. Q is the quality of
the action. Based on DQN agents, actions can be determined
according to the e-greed quest. The core of DQN is to build
a deep network and calculate the critical value of actions.
After a series of experiments, the deep network of this study
is shown in Figure 5, which adopts the three-layer state
path fully connected layer (FCL). More layers will exponen-
tially increase training time and are therefore not considered.
Because the weight adjustment action is done at once, only
the action path of a single layer is used. It is worth noting
that the activation functions of all fully connected layers are
set to rectifying linear units (ReLU) due to the high operating
speed.

DQN learns the data of the validation set to obtain the out-
put weight of each base model and obtains the final regional
GDP prediction result through linear weighted integration.

Ill. CASE STUDY
A. GDP DATASET
The key to analyzing the modeling effect of the proposed
ensemble GDP forecasting model is to conduct multiple
case studies. To further evaluate the comprehensive modeling
effect and generalization modeling ability of the proposed
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FIGURE 5. DQN structure.

GDP forecasting model, it is essential to select the most rep-
resentative data set. Based on the modeling of the GDP data
set in [60] and [61], three sets of data from three Provinces
of China are used to establish experimental analysis. The
source of the dataset is the China Statistical Yearbook [62]
(Note: all of the data was downloaded from www.stats.gov.cn
and www.caac.gov.cn.). The dataset mainly contains quar-
terly GDP data of three provinces from 2005 to 2021. The
basic statistical information of the three datasets is shown in
Table 2. Figures. 6 to 8 show the time series characteristics of
these three GDP data. It is a very important step to evaluate
the stability and adaptability of the model. In this paper, the
performance of the model is analyzed by using the ten-fold
cross-validation method. The average value of the calculated
results will be used as an indicator to evaluate the perfor-
mance of the model. Python3.8.5 and TensorFlow?2.3 are the
core platforms and toolkits for experimental analysis and
neural network framework construction.

TABLE 2. Basic statistical information of these GDP datasets.

GDP data #1 # #3
Province Shandong Shanghai Guangdong
Minimum 360.8170 180.1600 408.9470
Mean 1261.3486 571.0741 1601.9218
Maximum 2094.2990 1139.8590 3236.3870
di‘ﬁ:‘:figdn 4942618 252.2763 759.9347

B. PERFORMANCE EVALUATION INDEXES

Time-series regression analysis index is commonly used to
evaluate the model used in this paper. Three classic indexes,
which include the MAE (Mean Absolute Error), the MAPE
(Mean Absolute Percentage Error), the RMSE (Root Mean
Square Error), and the SDE (Standard Deviation of Error),
are used to fully analyze the overall predictive stability of all
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FIGURE 8. Raw GDP time series data #3.
benchmark models and the proposed ensemble model in all
case studies. The core calculation formula of these indexes is
listed below[63]:
n —
MAE = (Y ’Y(T) - Y(T)’)/n
T=1

MAPE = (f} ‘(Y(T) — Y(T)/¥(T )‘)/n
T=

n —~ 2 (13)
RMSE =\/(Z [Y(T)— Y(T)] )/n
T=1

N — n - 2
93 [Y(T)—Y(T)— ) M] )
SDE — T=1 T=1

n
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where Y (T) represents actual GDP data. ?(T) represents
the GDP data got by the prediction model. n represents the
number of samples.

In addition, intuitive evaluation of performance differences
between algorithms is critical. To fully compare the per-
formance differences between two different algorithms, the
Promoting percentages of the MAE (PyaEg), the Promoting
percentages of the MAPE (Pymapg) the Promoting percent-
ages of the RMSE (Prumsg), and the Promoting percentages
of the SDE (Pspg) are used. These indexes can be calculated
based on the following formula [64]:

b _ (MAE, — MAEy)
MAE = MAE,
, _ (MAPE, - MAPE})
MAPE = MAPE, (14)
» _ (RMSE, — RMSEj)
RMSE = RMSE,
o _ (SDEs — SDE})
SDE = SDE,

C. EXPERIMENTAL RESULTS AND COMPARATIVE
ANALYSIS WITH BENCHMARK ALGORITHMS

1) COMPARATIVE EXPERIMENTAL RESULTS OF DIFFERENT
PREDICTORS

To fully verify the adaptability and stability of TCN, GRU,
and DBN networks in the field of GDP prediction model-
ing, three classical deep learning networks (ESN, ENN, and
RNN) and three traditional shallow neural networks (BPNN,
ELM, and RBF) were respectively used to construct com-
parative experiments. Table 3 shows regression statistical
indexes of the prediction results of these neural networks.
Figure 9 shows the scatter plots of the prediction results
of three neural networks. From Table 3 and Figure 9, the
following conclusions can be drawn:

N
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FIGURE 9. Scatter plots of TCN, GRU, and DBN.
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TABLE 3. The regression analysis indexes of all single predictors.

Dataset Pﬁgijceti:n (ll;/ﬁxlign M&SE (I];?ﬁ?(ﬁl (BSill)liin
yuan) yuan) yuan)

TCN 59.7202 4.3296 86.0934 86.1027

GRU 59.7688 4.3480 86.1811 86.1921

DBN 59.5634 43186 85.9668 85.9514

ESN 61.6552 4.5684 87.1112 87.1324

#1 ENN 61.5604 45162 87.2887 87.2871
RNN 60.9661 4.4918 86.5923 86.5871

MLP 62.5340 4.6762 87.8541 87.8442

ELM 62.7271 4.6970 87.8807 87.8917

RBF 63.1826 4.7367 88.2589 88.2601

TCN 28.2567 45119 39.5255 39.5312

GRU 28.5040 4.5380 39.8239 39.8198

#2 DBN 28.4050 4.5593 39.9590 39.9610
ESN 28.9154 4.6171 40.7035 40.7022

ENN 29.2409 4.6534 40.7244 40.7235

RNN 29.1561 4.6394 40.8988 40.8997

MLP 32.2144 5.0806 44.8930 44.8812

ELM 30.6100 4.8745 42.6994 42.7012

RBF 29.6494 4.7179 41.7005 41.7132

TCN 68.1808 4.3095 91.3758 91.3679

GRU 67.3992 42742 90.5656 90.5721

DBN 69.0272 4.3795 92.7983 92.7901

ESN 69.5192 4.4253 93.0161 93.0187

#3 ENN 70.8241 4.4852 94.5663 94.5721
RNN 69.9989 44114 93.0483 93.0501

MLP 71.3674 4.5190 96.4650 96.4624

ELM 71.6775 4.5101 95.1757 95.1741

RBF 82.9350 5.2658 110.4152  110.4137

(1) Compared with MLP, RBF, and ELM, other deep learn-
ing models with multiple hidden layers can achieve
better GDP series modeling results. This proves that
the traditional neural network is limited in extracting
the depth feature information of nonlinear GDP data,
which limits the prediction effect of the model to some
extent.

(2) The prediction accuracy of TCN, GRU, and DBN is
better than that of other deep learning models. This
fully proves the ability of these three neural networks
to analyze the characteristics of the deep fluctuation
of GDP. TCN neural network can effectively opti-
mize the training ability of the model and improve
the modeling effect by combining CNN and RNN
structures. GRU algorithm improves the gradient prob-
lem in model training and improves the stability of
the model through gating structure. DBN algorithm
effectively extracts the core feature information of the
original data and optimizes the analytical capability
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of the model through unsupervised learning and the
RBM framework. Therefore, these three neural net-
works have excellent GDP modeling effects.

(3) DBN, TCN, and GRU can achieve the best predic-
tion results for different GDP datasets respectively.
However, for three sets of GDP datasets with different
fluctuation characteristics, a single neural network is
arduous to adapt to different cases. Therefore, it is
indispensable to use an ensemble learning algorithm to
improve the comprehensive generalization and recog-
nition ability of the GDP prediction model.

2) COMPARATIVE EXPERIMENTAL RESULTS OF DIFFERENT
ENSEMBLE MODELS

To prove that the DQN-TCN-GRU-DBN algorithm is an
excellent GDP forecasting framework, the following three
comparative experiments are conducted in this section to fully
evaluate the performance of DQN-TCN-GRU-DBN:

Part I: DQN-TCN-GRU-DBN is compared with TCN,
GRU, and DBN algorithms respectively to prove that the
ensemble learning model can effectively improve the adapt-
ability and robustness of all single predictors.

Part IT: To evaluate the ensemble performance of reinforce-
ment learning algorithm and traditional meta-heuristic algo-
rithm in the field of ensemble learning, the DQN algorithm
was compared with PSO and GA respectively.

Part III: To verify that the DQN algorithm effectively
improves the limitations of traditional reinforcement learning
algorithms and improves the ability of weight decision, it is
compared with Q-learning and Sarsa respectively.

Table 4 shows the index evaluation results of several pre-
diction models. Tables 5 to 7 shows the promoting percentage
of DQN-TCN-GRU-DBN by other models. Figure 10 shows
the loss of different algorithms during iteration. From
Tables 4 to 7 and Figure 10, the following conclusions can
be drawn:

(1) Table 5 shows the comparison results between
DQN-TCN-GRU-DBN and single neural networks.
Compared with TCN, GRU, and DBN, the proposed

60 30

& 40 » 20
2} w
=] =]
- -

20 10

0 0

0 10 20 30 40 50 0 10 20 30 40 50
Iteration(#1) lteration(#2)

—Q-learning
Sarsa
——DQN

Loss

0 10 20 30 40 50
lteration(#3)

FIGURE 10. Loss of different ensemble models during iteration.
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TABLE 4. The indexes evaluation results of several forecasting models. TABLE 5. The promoting percentages of DQN-TCN-GRU-DBN by single
models.
- MAE RMSE SDE
Dataset P“’dld“}o“ @illion ~ MAPE (Billion  (Billion
models yuan) (%) yuan) yuan) Method Indexes Data #1 Data #2 Data #3
?8113_' DON-TCN Puare (%) 12.0636 8.4886 13.0590
525158  3.6676 80.2510  80.3214 -TCN-
GRU- GRU-DBN Puiae (%) 15.2901 8.6726 15.5006
DBN Vs o
Sarsa- : Pruse: (%) 6.7861 7.5202 7.6624
(T]%\IJ 53.8417  3.7642 81.7666 81.8134 TCN Pspr(%) 6.7144 7.3790 7.6684
#l DBN Paape (%) 12,1351 9.2826 12.0507
Q-TCN- DQN-TCN- )
GRU-  53.6922  3.7851  81.4654 813145 GRU-DBN Prae (%) 15.6486 9.1979 14.8028
DBN Vs Pruse (%) 6.8810 8.2132 6.8364
PSO-
TCN- 57.6782 41117 85.2955 85.2821 GRU Pspr(%) 6.8112 8.0503 6.8572
GRU-
DBN Puare (%) 11.8321 8.9664 14.1250
DQN-TCN-
GA-TCN- GRU-DBN Pyiae (%) 15.0743 9.6221 16.8512
GRU-  58.0955  4.1792 852742  85.2814 s
DBN : Pruse: (%) 6.6488 8.5235 9.0779
D(C)N- DBN Pspi(%) 6.5502 8.3752 9.0836
E}RE: 258581  4.1206 36.5531 36.6142
DBN
Sarsa- TABLE 6. The promoting percentages of the DQN by heuristic algorithms.
TCN-
GRU. 208598 43199 377834  37.8012
DBN Method Indexes Data #1 Data #2 Data #3
0 Q-TCN-
GRU-  27.1341 43321 37.9743  37.8741 Puare (%) 8.9503 6.9216 9.0164
DBN DQN-TCN-
PSO- GRU-DBN Puak (%) 10.8009 7.0178 11.2608
- VS.
égﬁ 277810 44316  39.0175  39.0014 Prose (%) 59141 6.3161 47638
DBN PSO-TCN-
GATON. GRU-DBN Pspi(%) 5.8168 6.1208 47704
GRU-  27.8698  4.4360 392674  39.2574
DBN DON-TCN Puare (%) 9.6044 72182 9.8580
l;(C)IT\\II GRU-DBN Pyac (%) 12.2416 7.1100 11.4012
GRU. 92771 3.6415 843742 843614 vs. Pruse: (%) 5.8906 6.9123 6.1576
DBN
GA-TCN-
s@gsa_ GRU-DBN Pspi(%) 5.8160 6.7330 6.1686
GO 6LI3SS 37643 847430 847541
DBN
0 Q-TCN- TABLE 7. The_promoting percentages of the DQN by other reinforcement
GRU-  60.8380  3.7668 84.7881  84.7998 learning algorithms.
DBN
PSO-
TCN- Method Indexes Data #1 Data #2 Data #3
GRU. 651514 41036 88.5947  88.5874 etho ata ata ata
DBN Puare (%) 2.4626 3.7294 3.0403
GA-TCN- DQN-TCN-
GRU- 65.7597  4.1101 89.9105 89.9074 GRU-DBN Puae (%) 2.5663 4.6135 3.2622
DBN vs. Pruse (%) 1.8536 3.2562 0.4411
Sarsa-TCN-
GRU-DBN Pspi(%) 1.8237 3.1401 0.4633
. . Puiare (%) 2.1910 4.7026 2.5657
DQN-TCN-GRU-DBN model can obtain more satis- DQN-TCN- PMAPE o 51043 4882 33264
factory prediction results in all cases. The comparison GRU-DBN iat (%) : : '
V8. Pruse (%) 1.4907 3.7425 0.4882

results fully verify the ability of ensemble learning to
optimize single predictor results. The possible reason Q-TCN- Peoe(%) 12213 33265 05170

is that ensemble learning optimizes the weights by ana- GRU-DBN

lyzing the modeling effects of predictors in response to

different data sets, which improves the adaptability of

models. The DQN algorithm improves the performance (2) Table 4, and Table 6 show the comparison of DQN’s
of all single predictors by more than 10 percent. performance with the heuristic algorithm. Compared
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with traditional population-based heuristic algorithms,
all agent-based reinforcement learning algorithms can
achieve better prediction results in all experiments. The
experimental results effectively prove that the rein-
forcement learning model can effectively analyze the
modeling effects of different data in the three predic-
tion periods and obtain high-quality weight decision
results. The possible reason is that reinforcement learn-
ing algorithms can improve the global comprehensive
optimization ability and make weight decisions with
more data characteristics by constantly training agents.
Table 4, Table 7, and Figure 10 show the comparison
between DQN and traditional reinforcement learning
algorithms. Compared with Sarsa and Q-learning, the
DQN algorithm based on deep reinforcement learning
can obtain more satisfactory results. This fully proves
that the deep reinforcement learning model can effec-
tively improve the shortcomings of traditional rein-
forcement learning and achieve better weight analysis
results. The possible reason is that the DQN algorithm
effectively solves the shortcoming of the limited ability
of the Q table to store state behavior pairs through a
neural network.

3) SENSITIVE ANALYSIS OF THE PARAMETERS AND THE
INPUT FEATURES OF THE MODEL
This section focuses on evaluating the influence of model
parameters on prediction accuracy. For each parameter, this
article evaluates the impact of five alternative values on the
results. Figure 11 shows the prediction errors corresponding
to various parameters. MAE is used as an indicator to evaluate
the influence of parameters on results. Table 8 shows the
parameter selection results of the proposed model, which
can make the model obtain the optimal prediction accuracy.
Table 9 gives the selection results of input features of dif-
ferent neural networks. Based on the results in Table 9, each
neural network can achieve the best prediction accuracy.
Table 10 shows the calculation time of different models.
From Tables 8 to 10 and Figure 11, the following conclu-
sions can be drawn:

ey

(@)

3)

Based on Figure 11 and Table 8§, it can be found that
the model proposed in this paper is relatively stable.
Appropriate changes in model parameters do not have
a huge impact on model performance. In addition,
when the model is modeled according to the parameters
in Table 8, the model can obtain the most stable and
superior GDP prediction results.

Based on Table 9, it can be found that industrial
structure features, historical GDP data, and educa-
tion have a great impact on GDP prediction results.
The experimental results provide technical support for
the subsequent formulation of regional policies and
the optimization of industrial structures.

Based on Table 10, it can be found that the calculation
time of the integrated model is more than that of the
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TABLE 8. The hyperparameters of the DQN-TCN-GRU-DBN model.

ts

0.05

0.99

0.95

Methods Name of parameter Selected parameter
DBN Size of hidden units 15
Training Epochs 200
Size of output units 1
Learning rate 0.01
GRU Learning rate 0.01
Optimizer Adam
Training Epochs 100
Number of hidden layer units 16
Size of output units 1
TCN Learning rate 0.01
Optimizer Adam
Filter size 2
Dropout 0.05
Training Epochs 100
Number of hidden layer units 32
Number of output layer units 1
DQN Learning rate 0.95
Optimizer Adam
Initial € -greedy value 1.0
Final e-greedy value 0.1
Batch size 32
Maximum episode 100
Discount factor 0.99

single model. However, the time interval between sam-
pling points is much larger than the calculation time of
the model. Therefore, the impact of calculation time on
the model is relatively small.
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TABLE 9. Types of selected input features for different networks.

Number of selected

Model Type of features

features
Historical GDP data 4
Historical economic indexes 1
TCN Employment and population features 1
Education 2
Industrial structure features 3
Historical GDP data 4
Historical economic indexes 1
GURU Employment and population features 0
Education 2
Industrial structure features 3
Historical GDP data 4
Historical economic indexes 0
DBN Employment and population features 1
Education 2
Industrial structure features 3
TABLE 10. Calculation time of different models.
Model Times
TCN 16.04s
GRU 17.12s
DBN 23.41s
RNN 20.11s
BPNN 5.34s
ESN 7.12s
GA-TCN-GRU-DBN 80.31s
PSO-TCN-GRU-DBN 75.62s
Sarsa-TCN-GRU-DBN 86.21s
Q-TCN-GRU-DBN 85.13s
DQN-TCN-GRU-DBN 90.12s

D. COMPARING ANALYSIS WITH EXISTING ALGORITHMS
To verify that the proposed DQN-TCN-GRU-DBN model is
a cutting-edge GDP forecasting framework with advanced
research value, four existing models were reproduced and
compared with the DQN-TCN-GRU-DBN model. The four
existing models include the traditional statistical analysis
model (ARIMA), the classical ensemble machine learning
model (XGBoost), and two state-of-the-art models (Mi’s
model [65] and Dong’s model [66]). Figures 12 to 15 give the
MAE, MAPE, RMSE, and SDE values of all the comparison
models. Figures 16 to 18 show the predicted results of the
proposed DQN-TCN-GRU-DBN model and other existing
models. Based on Figures 12 to 18, the following conclusions
can be drawn:

(1) Compared with the XGBoost and ARIMA algorithms,
other state-of-the-art hybrid ensemble frameworks can
achieve more satisfactory GDP modeling results and
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improve the stability of the model. This fully proves
that the hybrid model framework can effectively com-
bine the advantages of each component and establish
an effective GDP forecasting framework. Therefore,
the framework combining ensemble learning and deep
learning has a positive application prospect in GDP
prediction.

The presented DQN-TCN-GRU-DBN model can
achieve the best prediction accuracy in all cases. This
fully proves that DQN-TCN-GRU-DBN is a modeling
framework with excellent value in the field of GDP
prediction. On the one hand, three deep network frame-
works (TCN, GRU, and DBN) with their characteristics
can respectively establish excellent GDP forecasting
models. Another method, the DQN algorithm based
on deep reinforcement learning, effectively analyses
the advantages of these three neural networks and

VOLUME 10, 2022
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FIGURE 16. Prediction results of the proposed DQN-TCN-GRU-DBN
model and other existing models (data #1).

effectively combines them. Finally, DQN-TCN-GRU-
DBN with excellent research value was established.

E. DISCUSSION
Based on all the comparative experimental results, the follow-
ing discussion and analysis can be obtained:

e))

2

3)

“)

Based on Table 3 and Figure 9, it can be seen that
DBN, TCN, and GRU have certain advantages in GDP
prediction. However, a single neural network is difficult
to adapt to different data sets. Therefore, the ensemble
learning method can effectively optimize the overall
adaptability of the model.

Tables 4-7 and Figure 10 fully demonstrate the effec-
tiveness of the ensemble learning model based on
DQN in GDP prediction. Compared with the heuristic
algorithm and ensemble learning algorithm, the deep
reinforcement learning algorithm further improves the
ability to model ensemble decisions. Therefore, DQN
can obtain broad research prospects in this field.

Table 8 and Figure 11 show the sensitivity of the model
and the results of parameter selection. The stability of
the model is proved and the optimal parameters are
selected.

Table 9 shows the selection results of different neural
network input features. The experimental results show
that industrial structure features, historical GDP data,
and education have a great impact on GDP prediction
results. In the future, the government can make cor-
responding policies to improve the local economy by
analyzing the results.
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FIGURE 18. Prediction results of the proposed DQN-TCN-GRU-DBN
model and other existing models (data #3).

(5) Figures 12 to 18 fully compared the performance of the
DQN-TCN-GRU-DBN model with the existing model.
The experimental results show that the proposed model
can achieve better prediction results than state-of-
the-art models. In general, this model has excellent
research prospects in the field of GDP prediction.

IV. CONCLUSION AND FUTURE WORK

As an important indicator of national and regional economic
construction and sustainable development of society, GDP
forecasting technology provides technical support for the
regional government to analyze and formulate economic poli-
cies. This paper proposes a new ensemble GDP prediction
framework based on deep reinforcement learning. The core
contribution and conclusion of this paper will be elaborated
from the following perspectives:

(1) Three kinds of neural networks (TCN, GRU, and DBN)
with their characteristics are selected as the main pre-
dictors in this paper. Different from traditional RNN
and shallow neural network frameworks, these three
neural networks optimize the ability to analyze the
original characteristics of GDP and achieve excellent
prediction results through their special structures.

(2) As the main ensemble learning method, the DQN algo-
rithm effectively combines these three neural networks
(TCN, GRU, and DBN) and obtains a satisfactory
ensemble GDP prediction framework. Compared with
traditional meta-heuristic algorithms and classical
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reinforcement learning algorithms, DQN based on
deep reinforcement learning can achieve better ensem-
ble results. Overall, the DQN algorithm effectively
improves the prediction performance of single predic-
tors by more than 10 percent.

To verify the overall modeling effect and stability
of the DQN-TCN-GRU-DBN algorithm, 14 alterna-
tive models and 4 existing models were reproduced
and compared with DQN-TCN-GRU-DBN. In general,
DQN-TCN-GRU-DBN achieved optimal experimental
results in all cases and achieved MAPE values of less
than 5%.

Industrial structure features, historical GDP data, and
education have a great impact on GDP prediction
results. In the future, the government can make cor-
responding policies to improve the local economy by
analyzing the results.

The GDP prediction technology proposed in this paper
provides technical support for the sustainable development
of society and the formulation of economic policies. In the
future, this model will be optimized from the following per-
spectives:

(1) It is very important to formulate regional economic

2

3)

development strategies based on GDP prediction
results and regional policies in the future. In the
future, the government can realize the macro-control
of a regional economy according to the GDP forecast
results.

Economic exchanges between different regions and
other social behaviors also affect changes in GDP data.
In the future, GDP data of other regions can also be
used as input features of the GDP prediction model of
the target region.

Feature engineering algorithms such as feature extrac-
tion and feature selection can effectively optimize
model input and improve feature quality, which further
improves the modeling ability of the predictor. In the
future, feature engineering algorithms will be used to
efficiently optimize model inputs.
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