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ABSTRACT Multi-objective optimization based on ratio analysis plus full multiplicative form (MUL-
TIMOORA) is an efficient decision-making method for solving multi-criteria group decision-making
(MCGDM) processes. It uses three strategies to examine different alternatives and to determine their
evaluation values. These strategies include ratio system approach (RSA), reference point approach (RPA),
and full multiplicative form (FMF). However, this method presents some challenges in the examination
model, such as the ability to aggregate and determine the final result according to these strategies without
considering value differences, the complexity of calculating the aggregation and multi-time comparisons,
and the probability of distinguishing circular reasoning rules in dominance theory. In addition, determining
an appropriate instrument for handling uncertainty, inconsistency, and incompleteness of information and a
suitable weight for each criterion and decision-maker for reducing human interventions are also considered
and will be a complex MCGDM process. To overcome these weaknesses, we propose an extended MULTI-
MOORA based on trapezoidal fuzzy neutrosophic numbers (TraFNNs) for MCGDM. We integrated it with
ordinal priority approach (OPA)method to decide the initial weights for decision-makers and criteria without
human subjective assessment. In addition, we used correlation coefficient and standard deviation (CCSD)
technique to statistically compute the relationship between these strategies in resolving unique weights
to obtain realistic results and eliminate the above issues. Finally, sensitivity and comparative analyses
demonstrate the capability and effectivity of the extended method.

INDEX TERMS Correlation coefficient and standard deviation method, multi-criteria group decision-
making, MULTIMOORA method, trapezoidal fuzzy neutrosophic number.

I. INTRODUCTION
The process of multiple-criteria group decision-making
(MCGDM) is one of the most crucial and appropriate
steps to overcome decision-making problems by emphasizing
objective assessment by several policymakers and decision-
makers. However, providing precise judgment is a chal-
lenging task for decision-makers. In addition, uncertainty in
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decision making plays the most predominant role and part of
every decision-making process when evaluating these factors.
To overcome this, Smarandache [1] first raised the idea of
the neutrosophic set (NS), which allows policymakers or
decision-makers (DMs) to assign three discrete membership
values to alternatives over any criteria with values expressing
truth-membership, indeterminacy-membership, and falsity-
membership. Therefore, many researchers have routinely
developed different approaches to address the problems of
MCGDM. In this regard, Wang et al. [2] simplified this idea
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TABLE 1. List of abbreviations and acronyms.

by developing single-valued neutrosophic set (SVNS) model
and using it in decision making in engineering and science.

Although SVNS is an appropriate instrument for overcom-
ing uncertainty, inconsistency, and incompleteness, it still
represents an object with one value for each degree of mem-
bership. In reality, expressing an object using more than one
value is crucial, and is expected to represent an appropriate
assessment of the evaluated object. To consider this, Ye [3]
introduced the trapezoidal fuzzy neutrosophic set (TraFNS)
by combining the concept of the trapezoidal fuzzy num-
ber (TraFN) with the theory of NS and later proposed the
trapezoidal fuzzy neutrosophic number (TraFNN).

A list of acronyms and abbreviations involved throughout
this manuscript is provided in Table 1.

Inspired by the capabilities of TraNS, many researchers
have employed this approach to solve the MCGDM prob-
lem. For instance, Wu et al. [4] constructed single-valued
trapezoidal neutrosophic numbers (SVTraNNs) to handle
the MCGDM issue. They also developed a new operator
for SVTraNNs to avoid distortion and loss of informa-
tion while the evaluating aggregation information. Deli [5]
designed other SVTraNNs and introduced their characteris-
tics to group decision making. He also designed novel aggre-
gation operators such as ordered weighted geometric, ordered
weighted arithmetic, hybrid geometric, and hybrid arithmetic
for SVTraNNs. Chakraborty et al. [6] analyzed some types of

linear and nonlinear TraFNNs in handling an essential role for
the concepts of incompleteness and vagueness. Jana et al. [7]
developed an interval trapezoidal neutrosophic set integrated
with the TraFN and interval NS. Liang et al. [8] developed a
model that integrates SVTraNNs with a weighted Bonferroni
mean to address the MCGDM problem. Deli and Öztürk [9]
defined a defuzzification method for obtaining crisp values
for SVTraNNs. Aal et al. [10] utilized SVTraNNs to propose
an evaluation model for information systems.

In addition, the MCGDM process can generally be stated
as one that aims to determine the best choice from a defined
set of options over a finite set of criteria based on DMs
involvement in assessment. Multi-criteria involvement in this
process could conflict with each other and bring this pro-
cess into incredible complexity. In the last two decades,
many researchers have developed decision-making methods
using different logic procedures. Most aim to handle the
complexity of conflicting criteria in the decision-making pro-
cesses. Each method has its own advantages and disadvan-
tages. Some of these methods are the weighted aggregated
sum product assessment (WASPAS) [11], ordinal priority
approach (OPA) [12], multi-attribute border approximation
area comparison (MABAC) [13], combinative distance-based
assessment (CODAS) [14], evaluation based on distance
from average solution (EDAS) [15], additive ratio assess-
ment (ARAS) [16], stepwise weight assessment ratio analysis
(SWARA) [17], and multi-objective optimization based on
ratio analysis (MOORA) [18]. These methods have been
successfully applied to overcome decision-making concerns
in various scientific, engineering, and industrial fields.

MOORA is a well-known method in decision science,
in which its methodology can evaluate objects based on
the ratio system approach (RSA) and the reference points
approach (RPA) [19]. Compared with other traditional
decision-making methods, it has some crucial features, such
as simplicity of the algorithm, minimum mathematical com-
putations, good result stability, and fast solving runtime [20].

Along with the growth of decision-making issues,
MOORA was redeveloped by Brauers and Zavadskas to
increase its robustness. They included a full multiplicative
form (FMF) to evaluate multi objects optimally, and then
introduced their improved method with the multi-objective
optimization based on ratio analysis plus full multiplicative
form (MULTIMOORA) method as more effective than the
traditional MOORA method. Therefore, to evaluate objects,
MULTIMOORA utilizes the strategies of RSA, RPA, and
FMF, and aggregates them using dominance theory.

In recent years, researchers have applied the
MULTIMOORAmethod to overcome the complexMCGDM
problems. For example, it has been applied to space debris
evaluation [21], old building revitalization evaluation [22],
electric charging station selection [23], local green-area con-
struction evaluation [24], medical apparatus preference [25],
hybrid-vehicle machine selection [26], minimum-carbon
tourism strategy judgment [27], and computer technology
preference [28].
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As presented in the above implementations of MULTI-
MOORA in previous studies, the method can be considered
satisfactory for selecting, examining, and assessing alterna-
tives with no human subjectivity orientations in numerous
different phenomena. However, several studies have been
conducted to improve the accuracy and efficiency of this
method to tackle issues in different environments. Some
recent developments in the MULTIMOORA method are
described below.

Yang et al. [29] evaluated the civil airline safety
status using MULTIMOORA based on index fuzzy seg-
mentation. Wu et al. [30] utilized the improved Borda
rule to enhance MULTIMOORA using probabilistic lin-
guistic information. Stanujkić et al. [31] created a novel
extension of MULTIMOORA for single-valued bipolar
fuzzy circumstances. Xiao et al. [32] utilized prospect
theory to enlarge MULTIMOORA for an MCGDM
problem under multi-valued neutrosophic information.
Camgöz-Akdaǧ et al. [33] successfully developed MULTI-
MOORA based on Einstein interval-valued fuzzy num-
bers to address decision-making problems. Gou et al. [34]
also extended MULTIMOORA by combining it with
a double-hierarchy hesitant fuzzy method for solving
a decision-making task. In addition, Tian et al. [35]
utilized independent NS entries to effectively upgrade
MULTIMOORA under neutrosophic linguistic circum-
stances. Hafezalkotob et al. [36] utilized interval fuzzy num-
bers to extend MULTIMOORA and applied them to unravel
a material-evaluation task. Tian et al. [37] proposed MULTI-
MOORA, based on a picture fuzzy set for various investment
project selections. They also developed Schweizer–Sklar
aggregation operators. Baidya et al. [38] utilized bipolar com-
plex fuzzy sets to integrateMULTIMOORAwith CRITIC for
logistic provider selection in China.

A. RESEARCH GAP
Although the MULTIMOORAmethod continues to be devel-
oped from various perspectives as described above, most of
the above improvement methods still assume a condition
where the evaluation results obtained from the three strategies
are considered of the same importance while ignoring the
distortion of values in each of those strategies. Consequently,
dominance theory will potentially have aggregation complex-
ity and must execute multiple comparisons to obtain the final
result. In addition, there is the possibility of existing circular
reasoning, which makes it difficult to determine an appropri-
ate final result. This is a challenge, and it is necessary to add
an extra strategy to handle it to increase the effectiveness and
accuracy of the MULTIMOORA method.

In this study, we used the correlation coefficient and stan-
dard deviation (CCSD)method to present aweightingmethod
that can enhance the effectiveness and accuracy of the MUL-
TIMOORA method. The CCSD method is a recent factual
weighting method that integrates the correlation coefficient
and standard deviation concepts to statistically determine the
appropriate weight of each criterion.

B. MOTIVATIONS AND CONTRIBUTIONS
The main objective of this study is to extend the original
MULTIMOORA method using TraFNN information to over-
come the MCGDM problem. Some conflicting criteria, var-
ious assessments of DMs, and the determination of a robust
decision-making method may impact final decision making.
Therefore, in this study, we aimed to develop a proper math-
ematical model for selecting the best option from a finite set
of alternatives using the extended MULTIMOORA method.
In addition, we want to overcome some complex situations
when we apply TraFNNs to the MCGDM methodology.
To realize this, we execute this model in a case study of social
aid distribution to select appropriately impoverished families
affected by the COVID-19 outbreak in Indonesia.

Meanwhile, our contributions to this study are to provide
the MCGDM methodology, which integrates three methods:
two methods for the proper weight estimation technique,
and another for placing alternatives in the precise order.
These are the OPA, CCSD, and extended MULTIMOORA
methods, respectively. We used the OPA method to obtain
the initial weights of the DMs and criteria. The OPA can
reduce human intervention in determining numerical weights.
Subsequently, we estimate the objective weights statistically
using the CCSD method and use them in the extended
MULTIMOORA, especially in fusing the results from the
three strategies of MULTIMOORA, for increased accu-
racy when compared with other MCGDM models. Finally,
we assessed and evaluated the recipient candidates for social
aid and selected impoverished families with the assistance of
the MCGDM methodology using TraFNNs.

The leftover of this paper is organized as follows.
Section 2 addresses the main concepts of the NS, SVNS,
TraFNS, and TraFNNs. Section 2 also discusses the theory
of the original MULTIMOORA and CCSD methods. Later
on, Section 3 describes the details of the extended MUL-
TIMOORA method, the weaknesses and challenges found
in its original form, and the procedures for handling them.
Section 4 explains the extended MULTIMOORA in detail
through an illustrative example to demonstrate its capability
to select properly impoverished families in a social aid distri-
bution case study. Section 5 provides a sensitivity analysis to
show the effect of different weights for the criteria and DMs
on final decision making. In addition, in Section 4, we com-
pare the results obtained from the extended MULTIMOORA
with those of several other decision-making methods. Finally,
conclusions and future studies are presented in Section 5.

II. PRELIMINARIES
In this section, we discuss some basic theories related to this
study, such as the neutrosophic set, trapezoidal fuzzy neu-
trosophic number, MULTIMOORA, dominance, and CCSD
methods.

A. THE THEORY OF NEUTROSOPHIC SET
Smarandache [1] introduced the theory of a neutrosophic
set (NS) as depicted in Definition 1.
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Definition 1 [1]: Let N be a set in a universe of dis-
course D, generally identified by t , is defined as an NS if

N = {[t, TN (t), IN (t),FN (t)] : t ∈ D}

where TN , IN ,FN : D →]0−, 1+[ is termed the
membership functions of truth, indeterminacy, and falsity of
t ∈ D in the set N . Additionally, TN (t), IN (t),FN (t) por-
trays the degrees of truth membership, indeterminacy mem-
bership, and falsity membership of t ∈ D, and must satisfy
the condition below.

0− ≤ TN (t) + IN (t) + FN (t) ≤ 3+, ∀t ∈ D

Because the above definition is difficult to apply in sci-
ence and engineering, Wang et al. [2] simplified this and
proposed the theory of an SVNS, which is also a subclass
of NS.
Definition 2 [2]: Let Ñ be a set in a universe of dis-

course D, generally identified by t , is defined as an SVNS
if

Ñ =
{[
t, T̃Ñ (t), ĨÑ (t), F̃Ñ (t)

]
: t ∈ D

}
where T̃Ñ , ĨÑ , F̃Ñ : D→ [0, 1] is termed the membership
functions of truth, indeterminacy, and falsity of t ∈ D in
the set Ñ . Additionally, T̃Ñ (t), ĨÑ (t), F̃Ñ (t) portrays the
degrees of truth membership, indeterminacy membership,
and falsity membership of t ∈ D, and must satisfy the
condition below.

0 ≤ T̃Ñ (t) + ĨÑ (t) + F̃Ñ (t) ≤ 3, ∀t ∈ D

1) TRAPEZOIDAL FUZZY NEUTROSOPHIC SET
Ye proposed the concept of TraFNS, which is a combination
of a TrFN and SVNS.
Definition 3 [3]:Let X̃ be a set in a universe of discourseD,

generally identified by t , is defined as a TraFNS if

X̃ =
{[
t, TX̃ (t), IX̃ (t),FX̃ (t)

]
: t ∈ D

}
where T̃Ñ , ĨÑ , F̃Ñ : D→ [0, 1] is termed the membership
function of truth, indeterminacy, and falsity of t ∈ D in the
set X̃ ,

TX̃ (t) =
(
τ aX̃ (t), τ bX̃ (t), τ cX̃ (t), τ dX̃ (t)

)
IX̃ (t) =

(
iaX̃ (t), ibX̃ (t), icX̃ (t), idX̃ (t)

)
FX̃ (t) =

(
f aX̃ (t), f b

iX̃ (t), f cX̃ (t), f dX̃ (t)
)

are TrFNs and depict the trapezoidal degrees of truth mem-
bership, indeterminacy membership, and falsity membership
of t ∈ D into X̃ and must satisfy the condition below.

0 ≤ τ dX̃ (t) + idX̃ (t) + f dX̃ (t) ≤ 3

For amenity, those TrFNs are notated by

TX̃ (t) =
(
τ aX̃ , τ

b
X̃ , τ

c
X̃ , τ

d
X̃

)

IX̃ (t) =
(
iaX̃ , i

b
X̃ , i

c
X̃ , i

d
X̃

)
FX̃ (t) =

(
f aX̃ , f

b
iX̃ , f

c
X̃ , f

d
X̃

)
Therefore, a trapezoidal fuzzy neutrosophic number
(TraFNN) can be expressed by

ñ1 =
[(
τ a1 , τ

b
1 , τ

c
1 , τ

d
1

)
,
(
ia1, i

b
1, i

c
1, i

d
1

)
,
(
f a1 , f

b
1 , f

c
1 , f

d
1

)]
Definition 4 [3]: Let

ñ1 =
[(
τ a1 , τ

b
1 , τ

c
1 , τ

d
1

)
,
(
ia1, i

b
1, i

c
1, i

d
1

)
,
(
f a1 , f

b
1 , f

c
1 , f

d
1

)]
,

ñ2 =
[(
τ a2 , τ

b
2 , τ

c
2 , τ

d
2

)
,
(
ia2, i

b
2, i

c
2, i

d
2

)
,
(
f a2 , f

b
2 , f

c
2 , f

d
2

)]
be two TraFNNs in the universe of discourse D. The mathe-
matical rules for the two TraFNNs are as follows.

a) Addition

ñ1 ⊕ ñ2 =



(
τ a1 + τ

a
2 − τ

a
1 τ

a
2 , τ

b
1 + τ

b
2 − τ

b
1 τ

b
2 ,

τ c1 + τ
c
2 − τ

c
1τ

c
2 , τ

d
1 + τ

d
2 − τ

d
1 τ

d
2

)
,(

ia1i
a
2, i

b
1i
b
2, i

c
1i
c
2, i

d
1 i
d
2

)
,(

f a1 f
a
2 , f

b
1 f

b
2 , f

c
1 f

c
2 , f

d
1 f

d
2

)


b) Multiplication

ñ1 ⊗ ñ2 =



(
τ a1 τ

a
2 , τ

b
1 τ

b
2 , τ

c
1τ

c
2 , τ

d
1 τ

d
2

)
,(

ia1 + i
a
2 − i

a
1i
a
2, i

b
1 + i

b
2 − i

b
1i
b
2,

ic1 + i
c
2 − i

c
1i
c
2, i

d
1 + i

d
2 − i

d
1 i
d
2

)
,(

f a1 + f
a
2 − f

a
1 f

a
2 , f

b
1 + f

b
2 − f

b
1 f

b
2 ,

f c1 + f
c
2 − f

c
1 f

c
2 , f

d
1 + f

d
2 − f

d
1 f

d
2

)


c) The scalar multiplication

ζ ñ1=



(
1−

(
1− τ a1

)ζ
, 1−

(
1− τ b1

)ζ
,

1−
(
1− τ c1

)ζ
, 1−

(
1− τ d1

)ζ)
,(

ia
ζ

1 , i
bζ
1 , i

cζ
1 , i

dζ
1

)
,(

f a
ζ

1 , f b
ζ

1 , f c
ζ

1 , f d
ζ

1

)

, ζ > 0

d) The power of ñ1

ñζ1=



(
τ a

ζ

1 , τ
bζ
1 , τ

cζ
1 , τ

dζ
1

)
,(

1−
(
1− ia1

)ζ
, 1−

(
1− ib1

)ζ
,

1−
(
1− ic1

)ζ
, 1−

(
1− id1

)ζ)
,(

1−
(
1− f a1

)ζ
, 1−

(
1− f b1

)ζ
,

1−
(
1− f c1

)ζ
, 1−

(
1− f d1

)ζ)


, ζ ≥ 0.

Definition 5 [3]: Let

ñ1 =
[(
τ a1 , τ

b
1 , τ

c
1 , τ

d
1

)
,
(
ia1, i

b
1, i

c
1, i

d
1

)
,
(
f a1 , f

b
1 , f

c
1 , f

d
1

)]
be a TraFNN over a universe of discourse D. Then,

VOLUME 10, 2022 47479



I. Irvanizam et al.: Extended MULTIMOORA Based on TraFNS and Objective Weighting Method

a) The score function of ñ1 can be represented by

S (ñ1) =
1
3

(
2+

τ a1 + τ
b
1 + τ

c
1 + τ

d
1

4

−
ia1 + i

b
1 + i

c
1 + i

d
1

4

−
f a1 + f

b
1 + f

c
1 + f

d
1

4

)
, S (ñ1) ∈ [0, 1]

(1)

(b) The accuracy function of ñ1 can be represented by

A (ñ1) =
τ a1 + τ

b
1 + τ

c
1 + τ

d
1

4

−
f a1 + f

b
1 + f

c
1 + f

d
1

4
, A (ñ1) ∈ [−1, 1]

(2)

Definition 6 [3]: Let ñ1 and ñ2 be two TraFNNs in the
universe of discourse D. They can then be compared by
satisfying the following conditions.

a) If S(ñ1) > S(ñ2) then ñ1 > ñ2;
b) If S(ñ1) = S(ñ2) and

(i). If A(ñ1) = A(ñ2) then ñ1 = ñ2;
(ii). If A(ñ1) > A(ñ2) then ñ1 > ñ2.

2) AGGREGATION OPERATORS FOR TraFNNs
In this section, we recall two operators to aggregate TraFNN
information and some basic properties.
Definition 7 [3]: Let ñj (j = 1, 2, . . . , r) be a set of

TraFNNs and θj = (θ1, θ2, . . . , θr )
T be the weight vector

of ñj (j = 1, 2, . . . , r) with θj ∈ [0, 1] and
∑r

j=1 θj = 1,
respectively.
1). a trapezoidal fuzzy neutrosophic number weighted

averaging (TraFNNWA) operator is a mapping
TraFNNWAθ : ñr → ñ such that

TraFNNWAθ =
r⊕
j=1

(
θjñj

)
= θ1ñ1 ⊕ θ2ñ2 ⊕ . . .⊕ θr ñr (3)

2). a trapezoidal fuzzy neutrosophic number weighted
geometric (TraFNNWG) operator is a mapping
TraFNNWGθ : ñr → ñ such that

TraFNNWGθ =
r⊗
j=1

(
θ
ñj
j

)
= θ

ñ1
1 ⊗ θ

ñ2
2 ⊗ . . .⊗ θ

ñr
r (4)

Theorem 1: Let ñj (j = 1, 2, . . . , r) be a set of TraFNNs
and θj = (θ1, θ2, . . . , θr )

T be the weight matrices of
ñj (j = 1, 2, . . . , r) with θj ∈ [0, 1] and

∑r
j=1 θj = 1,

respectively.
1). The value of TraFNN aggregation using the TraFN-

NWA operator should also be a TraFNN and is

expressed as

TraFNNWAθ (ñ1, ñ2, . . . , ñr )

=



1− r∏
j=1

(
1− τ aj

)θj
, 1−

r∏
j=1

(
1− τ bj

)θj
,

1−
r∏
j=1

(
1− τ cj

)θj
, 1−

r∏
j=1

(
1− τ dj

)θj, r∏
j=1

(
iaj
)θj
,

r∏
j=1

(
ibj
)θj
,

r∏
j=1

(
icj
)θj
,

r∏
j=1

(
idj
)θj, r∏

j=1

(
f aj
)θj
,

r∏
j=1

(
f bj
)θj
,

r∏
j=1

(
f cj
)θj
,

r∏
j=1

(
f dj
)θj


(5)

2). The value of TraFNN aggregation using the TraFN-
NWG operator should also be a TraFNN and is
expressed as

TraFNNWGθ (ñ1, ñ2, . . . , ñr )

=



 r∏
j=1

(
τ aj

)θj
,

r∏
j=1

(
τ bj

)θj
,

r∏
j=1

(
τ cj

)θj
,

r∏
j=1

(
τ dj

)θj,1− r∏
j=1

(
1− iaj

)θj
, 1−

r∏
j=1

(
1− ibj

)θj
,

1−
r∏
j=1

(
1− icj

)θj
, 1−

r∏
j=1

(
1− idj

)θj,1− r∏
j=1

(
1− f aj

)θj
, 1−

r∏
j=1

(
1− f bj

)θj
,

1−
r∏
j=1

(
1− f cj

)θj
, 1−

r∏
j=1

(
1− f dj

)θj


(6)

Proof: Theorem 1 was proven in detail by Ye using
mathematical induction and by investigating properties such
as idempotency, boundedness, and monotonicity. A complete
proof of this can be found in [3].

3) THE MAXIMUM DISTANCE BETWEEN TWO TraFNNs
Definition 8 [39]: Let t1 =

(
ta1 , t

b
1 , t

c
1, t

d
1

)
be a TrFN in

a universe of discourse D then, the centroid point of t1 is
defined by

COG(t1) =
(
αt1 , βt1

)
where

αt1 =
1
3

[
ta1 + t

b
1 + t

c
1 + t

d
1 −

td1 t
c
1 − t

a
1 t
b
1(

td1 + t
c
1

)
−
(
ta1 + t

b
1

)],
βt1 =

1
3

[
1+

tc1 − t
b
1(

td1 + t
c
1

)
−
(
ta1 + t

b
1

)],
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Lt1 = tb1 − t
a
1 is the left spread of t1, and Rt1 = td1 − t

c
1 is the

right spread of t1.
Definition 9 [40]: Let x =

(
tax , t

b
x , t

c
x , t

d
x
)
and y =(

tay , t
b
y , t

c
y , t

d
y

)
be two TrFNs. In addition, (αx , βx) and(

αy, βy
)
are the centroid points, and (Lx ,Rx) and

(
Ly,Ry

)
are

the left/right spreads of x and y, respectively. The distance
between these two TrFNs [40] is expressed as

DTrFN (x, y)=max
{∣∣αx−αy∣∣, ∣∣βx−βy∣∣, ∣∣Lx−Ly∣∣, ∣∣Rx−Ry∣∣}

Definition 10: Let ñ1 = [T1, I1,F1] and ñ2 = [T2, I2,F2]
be two TraFNNs in a universe of discourse D, then, the
maximum distance between them is computed by:

Dmax (ñ1, ñ2) =

{
DTrFN (T1, T2), ñ1, ñ2 ∈ �max

DTrFN (F1,F2), ñ1, ñ2 ∈ �min
(7)

where�max is the set of benefit criteria and�min is the set of
cost criteria.

B. THE ORIGINAL MULTIMOORA METHOD
MULTIMOORA is an extension of the MOORA developed
by Brauers and Zavadskas by adding an FMF strategy to
increase its performance. Therefore, the three strategies of
MULTIMOORA are the RSA, RPA, and FMF [41]. Dom-
inance theory must be applied to determine the final result
because of the different inevitable results among the three
strategies.

Initially, this method constructs a decision matrix M =(
mij
)
mxn, which consists of m alternatives and n criteria.

Owing to the differentiation of criteria measurement units,
the matrix must be transformed into a normalized decision
matrix M̃ =

(
m̃ij
)
mxn. Furthermore, to evaluate alternatives

based on the three strategies of this method separately, the
first step of each approach strategy is always taken from the
normalized decision matrix.

1) RATIO SYSTEM APPROACH (RSA)
The RSA strategy considers the values of the overall impor-
tance of the alternatives (yi) ordered in descending order to
determine the result. The value of yi can be obtained using
Equation (8).

yi = y+i − y
−

i (8)

where y+i is the overall importance value of alternative i for
the benefit criteria and y−i is the overall importance value of
alternative i for the cost criteria. The values of y+i and y−i can
be obtained using Eqs. (9) and (10), respectively.

y+i =
∑

j∈�max
wjm̃ij (9)

y−i =
∑

j∈�min
wjm̃ij (10)

where �max is the set of benefit criteria, �min is the set of
cost criteria, wj is the weight of criterion j, and m̃ij is the
normalized evaluation value of alternative i over criterion j.

The value of m̃ij can be obtained using Eq. (11).

m̃ij =
mij√∑n
i=1m

2
ij

, i = 1, 2, ..,m; j = 1, 2, . . . , n (11)

wheremij is the entry of the matrixM , or the evaluation value
of the alternative iover the criterion j.

2) REFERENCE POINT APPROACH (RPA)
The RPA strategy considers the maximum distance of the
alternatives to the reference point (Dmax

i ) in ascending order
to determine the result. The value of Dmax

i can be calculated
using Eq. (12).

Dmax
i = max

j

(
wj.
∣∣∣m̃∗j − m̃ij∣∣∣) (12)

where m̃∗j is the coordinate of reference point j. The values of
m̃∗j can be obtained using Equation (13).

m̃∗j =

max
i

(
mij
)
, j ∈ �max

min
i

(
mij
)
, j ∈ �min

(13)

3) FULL MULTIPLICATION FORM (FMF)
The FMF strategy considers the overall utility of the alter-
natives (ui) in descending order to determine the result. The
value of ui can be obtained using Equation (14).

ui =
bi
ci

(14)

where bi is the product of the weighted evaluation rank-
ings for the benefit criteria and ci is the product of the
weighted evaluation rankings for the cost criteria. The val-
ues of bi and ci can be calculated using Eq. (15) and (16),
respectively:

bi =
∏

j∈�max

wjm̃ij (15)

ci =
∏

j∈�min

wjm̃ij (16)

4) THE THEORY OF DOMINANCE
Brauers and Zavandskas [41] introduced the theory of dom-
inance to optimize a multi-alternatives problem for the
three approaches of the MULTIMOORA method. Accord-
ing to these authors, there are seven rules for this theory,
as described below.

1) Absolute dominance: If an alternative is stated as
absolute dominance over all alternatives, denoted by
(1-1-1), this alternative is the first position in the alter-
native ranking ordered by the three approaches.

2) General dominance: An alternative is defined as gen-
eral dominance when prioritized using two approaches
of the three approaches. Accordingly, if xPy means x
is preferred to y and assuming vPwPxPy, the general
dominance shows the following conditions.
– (z-w-w) is generally dominant (y-x-x)
– (v-x-v) is generally dominant (w-x-w)
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– (v-v-y) is generally dominant (w-w-x)

3) Transitiveness: If alternative x dominates y and y dom-
inates z, then x is also the dominant z.

4) Overall dominance: If the three approaches prefer alter-
native x over the other alternative. For example, (x-x-x)
represents overall dominance over (y-y-y).

5) Absolute equability: The condition under which the
three approaches return the same result for the two
alternatives.

6) Partial equability: Two alternatives are stated as partial
equability when one of the approaches prioritizes the
two alternatives at the same level, but one of those
alternatives dominates the other. For example, (y-z-v)
and (x-z-y) indicate partial equability.

7) Circular reasoning: Despite the above situations
defined as rules, there is still the possibility of having
a circular reasoning condition. For example, the results
of the three approaches (RSA-RPA-FMF) for alterna-
tives X , Y , and Z were (12-21-15), (15-17-16), and
(16-20-13), respectively. Accordingly, alternative X
generally dominates alternative Y , alternative Y
generally dominates alternative Z , and alternative
Z generally dominates alternative X . Under these con-
ditions, this is called circular reasoning. Thus, the dom-
inance theory gives them the same ranking.

C. THE CCSD METHOD
Wang and Luo [42] introduced the CCSD method, which is
an integrated method between the standard deviation (SD)
and correlation of each criterion. It has several benefits
compared with other weighting methods. According to [42],
this method can perform a normalization process with no
specific approach and can comprehensively determine the
weights. In addition, it can provide convincing weight to
criteria through a transparency mechanism. Therefore, these
will be reasons why we use it to overcome the constraints of
the MULTIMOORA method. The following steps describe
the analysis and determination of criteria weights using this
integrated method.
1). Construct a decision matrix A =

(
aij
)
mxn where

aij is the evaluation value of alternative Ri under
criterion Cj.

2). Matrix A is normalized to matrix N , the elements
of which can be calculated using (17) and (18)
for the benefit (�max) and cost criteria (�min),
respectively.

nij =
aij − a

−

j

a+j − a
−

j

, i = 1, . . . , n; j ∈ �max (17)

nij =
a+j − aij

a+j − a
−

j

, i = 1, . . . , n; j ∈ �min (18)

where a+j = max1≤i≤n
{
aij
}
and a−j = min1≤i≤n

{
aij
}
.

Equation (19) includes the values of nij as the entries of

the matrix N .

N =
(
nij
)
mxn =

C1 C2 · · · Cn
R1
R2
...

Rm


n11 n12 · · · n1n
n21 n22 · · · n2n
...

...
. . .

...

nm1 nm2 · · · nmn


(19)

The vectorW = [w1,w2, . . . ,wn] is the weight matrix
of the criteria that satisfies the conditions in W ≥ 0
and (20). ∑n

j=1
wj = 1 (20)

3). Calculate the overall judgment of the decision-making
alternatives, according to the simple additive weighting
(SAW) [43] method using (21).

oi =
∑n

j=1
nijwj, i = 1, 2, . . . ,m (21)

This overall judgment value is linearly proportional to the cri-
teria weights. So, an alternative obtaining the highest overall
judgment value will be the best-selected alternative. We then
attempt to erase criterion Cj from the set of criteria and con-
sider its consequence on decision-making. After dropping out
the criterionCj, the overall judgment value of each alternative
can be re-calculated by using (22).

oij =
∑n

k=1,k 6=j
nikwk , i = 1, 2, . . . , n (22)

The correlation coefficient between the value of Cj and the
aforementioned overall judgment value can be calculated
using Eq. (23).

Fj =

∑m
i=1

(
nij − n̄j

) (
oij − ōj

)√∑m
i=1

(
nij − n̄j

)2
.
∑m

i=1
(
oij − ōj

)2 , j = 1, . . . , n

(23)

where the values of n̄j and ōj are expressed as (24) and (25),
respectively.

n̄j =
1
m

∑m

i=1
nij, j = 1, 2, . . . , n (24)

ōj =
1
m

∑m

i=1
oij =

∑n

k=1,k 6=j
n̄kwk , j = 1, 2, . . . , n

(25)

According to the Fj value, there were three situations. In the
first situation, if the Fj is large enough to be close to 1,
the criterion Cj and the overall judgment value with the
admittance of Cj will acquire nearly identical numerical dis-
tributions and rankings. In this situation, the deletion of Cj
does not significantly affect the decision-making procedure.
Therefore, the weight of Cj is low. In the second situation,
if Fj is sufficiently small to be close to 0, the criterion Cj
and the overall judgment value with the admittance of Cj
will acquire different numerical distributions and rankings.
In this situation, the deletion of Cj significantly affects the
decision-making procedure. Therefore, the weight of the Cj
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TABLE 2. The linguistic values for TraFNN information.

should be higher. The third situation occurs when a criterion
has the same impact on all alternatives; it can be temporarily
excluded from the criteria set with no impact on the decision.
In other words, any criterion with a high SD value should be
assigned a greater weight than the other criteria with low SDs.
Based on the above analysis, the weight of each criterion can
be defined as (26).

wj =
σj
√
1− Fj∑n

k=1 σk
√
1− Fk

, j = 1, 2, . . . , n (26)

where σj is the standard deviation of Cj, which can be
obtained using Eq. (27).

σj =

√
1
m

∑m

i=1

(
nij − n̄j

)2
, j = 1, 2, . . . , n (27)

To reduce the difference between the highest and lowest
weights, it is necessary to compute the root-squared value
of 1− Fj. However, the difference between them is higher.
Equation (26) is a nonlinear system that obtains n equations
and nweight variables. Therefore, to obtain a solution to (26),
it is necessary to convert this nonlinear system into a nonlin-
ear optimization model, as defined in (28).

Minimize J =
∑n

j=1

(
wj −

σj
√
1− Fj∑n

k=1 σk
√
1− Fk

)2

Subject to
∑n

j=1
wj = 1 wj ≥ 0, j = 1, 2, . . . , n

(28)

We can utilize MS. Excel solver or MATLAB to solve this
model.

III. THE PROPOSED MULTIMOORA BASED ON TraFNN
FOR MCGDM PROBLEM
In this section, we propose an MCGDM methodology that
incorporates TraFNN and MULTIMOORA methods. Subse-
quently, we call this the TraFNN-MULTIMOORA method.
Assume that there is a management team of r policymakers
or DMs D = {D1,D2, . . . ,Dr } with the DM’s weight matrix
of DMs E = {E1, E2, . . . , Er } that satisfies Ei ∈ [0, 1]
and

∑r
i=1 εi = 1. They are responsible for examining m

alternatives R = {R1,R2, . . . ,Rm} over n criteria C =

{C1,C2, . . . ,Cn}, where the weight matrix of the criteria is
W = {W1,W2, . . . ,Wn}, that satisfies Wj ∈ [0, 1] and∑n

j=1Wj = 1.

The TraFNN-MULTIMOORA method comprises eight
main steps, as illustrated in Fig. 1. For convenience, the
following steps describe the complete calculation procedure
of the TraFNN-MULTIMOORA method for MCGDM.

A. STEP 1: DEFINE THE LINGUISTIC TERMS AND VALUES
UNDER TraFNN INFORMATION
DMs examine alternatives by providing linguistic values
for the different criteria. They can freely determine a set
of linguistic values, denoted as L = {L1,L2, . . . ,Lp},
where each linguistic value has a score function denoted as
S(Li)|i = 1, 2, . . . , p, and p is the number of linguistic
values. However, given linguistic values must satisfy the
S(L1) < S(L2) < . . . < S(Lp) condition. Assume that L1
is Absolutely-Low, L2 is Very-Low, L3 is Low, L4 is Fairly-
Low, L5 is Medium, L6 is Fairly-High, L7 is High, L8 is Very-
High, and L9 is Absolutely-High, then the linguistic terms,
the linguistic values, and their TraFNN score functions can
be seen in Table 2.

B. STEP 2: CONSTRUCT TraFNN DECISION-MAKING
MATRICES
In this decision-making process, there are k decision mak-
ers, where each DM has her/his own personal judgment on
the alternatives under different criteria. The DMs evaluate
all alternatives by delivering their own evaluation values
based on the identified linguistic terms, as shown in Table 2.
The process of assigning an evaluation value constructs a
decision-making matrix that can be expressed as (29):

Tk =

C1 C2 · · · Cn

R1
R2
...

Rm


tk11 tk12 · · · tk1n
tk21 tk22 · · · tk2n
...

...
. . .

...

tkm1 tkm2 · · · tkmn

 (29)

where tkij is a TraFNN depicted as (30).

tkij = [T k
ij , I

k
ij,F

k
ij ]

=

[(
τ
a(k)
ij , τ

b(k)
ij , τ

c(k)
ij , τ

d(k)
ij

)
,
(
ia(k)ij , ib(k)ij , ic(k)ij , id(k)ij

)
,(

f a(k)ij , f b(k)ij , f c(k)ij , f d(k)ij

)]
(30)

In other words, tkij is the evaluation value in the TraFNN
format given by decision maker Dk for alternative Ri
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FIGURE 1. The flowchart of the proposed TraFNN-MULTIMOORA algorithm.

corresponding to criterion Cj. For instance, tk21 = FH means
that the decision-maker k assesses alternative R2 for criterion
C1 with a Fairly-High rating.

C. STEP 3: BUILD A TraFNN GROUP DECISION-MAKING
MATRIX
The decision result involves several DMs who contribute to
their judgments. It is important that differences in the back-
ground knowledge, experience, judgment, skills, perceptions,
and professionalism of decision-makers reduce subjectivity
in assessing alternatives. Therefore, to obtain a representative

decision, it is necessary to aggregate all their evaluation infor-
mation. In this case, we adopt (5) to aggregate all information
constructed in the individual TraFNN decision-makingmatri-
ces into a TraFNN group decision-making matrix using the
TraFNNWA operator. Equation (31) shows the results of the
construction of the TraFNN group decision-making matrix.

G =

C1 C2 · · · Cn
R1
R2
...

Rm


g11 g12 · · · g1n
g21 g22 · · · g2n
...

...
. . .

...

gm1 gm2 · · · gmn

 (31)
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We can determine each element of the TraFNN group matrix
G by using (32).

gij =


(
Taij,T

b
ij,T

c
ij,T

d
ij

)
,(

Iaij, I
b
ij, I

c
ij, I

d
ij

)
,(

8a
ij,8

b
ij,8

c
ij,8

d
ij

)


=



(
1−

r∏
k=1

(
1− τ a(k)ij

)Ek
, 1−

r∏
k=1

(
1− τ b(k)ij

)Ek
,

1−
r∏

k=1

(
1− τ c(k)ij

)Ek
, 1−

r∏
k=1

(
1− τ d(k)ij

)Ek)
,(

r∏
k=1

(
ia(k)ij

)Ek
,

r∏
k=1

(
ib(k)ij

)Ek
,

r∏
k=1

(
ic(k)ij

)Ek
,

r∏
k=1

(
id(k)ij

)Ek)
,(

r∏
k=1

(
f a(k)ij

)Ek
,

r∏
k=1

(
f b(k)ij

)Ek
,

r∏
k=1

(
f c(k)ij

)Ek
,

r∏
k=1

(
f d(k)ij

)Ek)


(32)

D. STEP 4: DETERMINE THE RESULT BASED-ON THE RSA
STRATEGY
The first strategy used by the TraFNN-MULTIMOORA
method to rank alternatives is RSA. RSA refers to the multi-
plication of the alternative evaluation value over a criterion in
the aggregatedmatrix with its corresponding criterionweight.
Because this case study uses TraFNN to express informa-
tion, the distance value between the score functions of the
overall weighted TraFNN value for benefit criteria and cost
criteria will determine a decision. The alternative ranking pro-
cess based on this strategy for the TraFNN-MULTIMOORA
method begins with the TraFNN group decision-making
matrix G. The following steps demonstrate how the RSA
calculation procedure can rank alternatives.

1) CALCULATE THE VALUES OF Ỹ+i AND Ỹ−i
The overall positive importance value for each alternative
refers to the sum of the weighted decision-making values of
the benefit criteria (�max). By contrast, the overall negative
importance value is the sum of the weighted decision-making
values from the cost criteria (�min). Therefore, we can
use (33) to calculate the overall positive importance values
of alternative, denoted as Ỹ+i .

Ỹ+i =


(
T̃ai , T̃

b
i , T̃

c
i , T̃

d
i

)
,(

Ĩai , Ĩ
b
i , Ĩ

c
i , Ĩ

d
i

)
,(

8̃a
i , 8̃

b
i , 8̃

c
i , 8̃

d
i

)


=



1−
∏

j∈�max

(
1−Taij

)Wj
, 1−

∏
j∈�max

(
1−Tbij

)Wj
,

1−
∏

j∈�max

(
1−Tcij

)Wj
, 1−

∏
j∈�max

(
1−Tdij

)Wj

, ∏
j∈�max

(
Iaij
)Wj

,
∏

j∈�max

(
Ibij
)Wj

,

∏
j∈�max

(
Icij
)Wj

,
∏

j∈�max

(
Idij
)Wj

, ∏
j∈�max

(
8a
ij

)Wj
,
∏

j∈�max

(
8b
ij

)Wj
,

∏
j∈�max

(
8c
ij

)Wj
,
∏

j∈�max

(
8d
ij

)Wj




(33)

Next, we perform a calculation operation for the overall
negative importance value of alternative, denoted as Ỹ−i ,
using (34).

Ỹ−i =



(
T∼
a

i
,T∼

b

i
,T∼

c

i
,T∼

d

i

)
,(

I∼
a

i
, I∼

b

i
, I∼

c

i
, I∼

d

i

)
,(

8∼
a

i
,8∼

b

i
,8∼

c

i
,8∼

d

i

)



=



1−
∏

j∈�min

(
1−Taij

)Wj
, 1−

∏
j∈�min

(
1−Tbij

)Wj
,

1−
∏

j∈�min

(
1−Tcij

)Wj
, 1−

∏
j∈�min

(
1−Tdij

)Wj

, ∏
j∈�min

(
Iaij
)Wj

,
∏

j∈�min

(
Ibij
)Wj

,

∏
j∈�min

(
Icij
)Wj

,
∏

j∈�min

(
Idij
)Wj

, ∏
j∈�min

(
8a
ij

)Wj
,
∏

j∈�min

(
8b
ij

)Wj
,

∏
j∈�min

(
8c
ij

)Wj
,
∏

j∈�min

(
8d
ij

)Wj




(34)

2) DECIDE THE SCORE FUNCTIONS OF Ỹ+i AND Ỹ−i
The score function is a mathematical calculation that defines
a crisp value from a fuzzy or neutrosophic number. This
method can not only rank fuzzy or neutrosophic numbers,
but also measure the distance between two fuzzy or neutro-
sophic numbers. At this stage, we applied (1) to compute
the score functions of Ỹ+i and Ỹ−i , denoted as 9+i and 9−i ,
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respectively. Equations (35) and (36) show how the two score
functions were determined.

9+i = S
(
Ỹ+i

)
(35)

9−i = S
(
Ỹ−i

)
(36)

3) CALCULATE THE OVERALL TRAPEZOIDAL FUZZY
NEUTROSOPHIC IMPORTANCE FOR ALL ALTERNATIVES
We can determine the importance value of the overall
TraFNN for an alternative by referring to a difference value
between a sum of the weighted decision-making values of the
benefit criteria and a sum of the weighted decision-making
values of the cost criteria. Equation (37) calculates the overall
TraFNN importance value for the alternative i, denoted as9i.

9i = 9
+

i −9
−

i (37)

4) RANK THE ALTERNATIVES
In this step, the RSA ranks all the alternatives in descending
order based on the values of 9i.

E. STEP 5: DETERMINE THE RESULT BASED-ON THE RPA
STRATEGY
The second strategy used by the TraFNN-MULTIMOORA
method to rank alternatives was RPA. The RPA begins with
the group matrix G, where each entry in the matrix G is
defined by (32). The following steps demonstrate how the
RPA calculation procedure can rank alternatives.

1) DETERMINE THE TRAPEZOIDAL FUZZY NEUTROSOPHIC
REFERENCE POINT
First, we defined the coordinates of the TraFNN reference
point for all criteria, denoted as g∗ =

{
g̃∗1, g̃

∗

2, . . . , g̃
∗
n
}

in where g̃∗j represents TraFNN, j = 1, 2, . . . , n, and
M = {1, 2, . . . ,m}. Each coordinate can be calculated using
Eq. (38).

g̃∗j =


[
T +j ,I

−

j ,F
−

j

][
T −j ,I

+

j ,F
+

j

]

=





(
max
i∈M

Taij,max
i∈M

Tbij,max
i∈M

Tcij,max
i∈M

Tdij

)
,(

min
i∈M

Iaij,min
i∈M

Ibij,min
i∈M

Icij,min
i∈M

Idij

)
,(

min
i∈M

8a
ij,min

i∈M
8b
ij,min

i∈M
8c
ij,min

i∈M
8d
ij

)

,
j ∈ �max

(
min
i∈M

Taij,min
i∈M

Tbij,min
i∈M

Tcij,min
i∈M

Tdij

)
,(

max
i∈M

Iaij,max
i∈M

Ibij,max
i∈M

Icij,max
i∈M

Idij

)
,(

max
i∈M

8a
ij,max

i∈M
8b
ij,max

i∈M
8c
ij,max

i∈M
8d
ij

)

,
j ∈ �min

(38)

2) CALCULATE THE MAXIMUM DISTANCE FROM EACH
ALTERNATIVE TO ALL COORDINATES OF THE REFERENCE
POINT
After calculating all TraFNN reference points, we measured
the maximum distance for each alternative by multiplying
the distance between each element of the group matrix G
corresponding to the TraFNN reference point and the corre-
sponding criterion weightWj. The maximum distance can be
calculated using Eq. (39).

Dmax
ij = Dmax

(
g11, g̃∗j

)
Wj (39)

where Dmax
ij is the maximum distance of the i-th alternative

corresponding to the j-th criterion to all coordinates, and Wj

is the weight of the j-th criterion. The value ofDmax

(
g11, g̃∗j

)
can be obtained precisely using (7).

3) CALCULATE THE MAXIMUM DISTANCE OF EACH
ALTERNATIVE
The RPA determines the maximum distance by selecting
the maximum value between the maximum value from each
alternative and all reference points representing all crite-
ria. This maximum distance is a representative value from
decision-makers as an alternative. Equation (40) shows the
mathematical notation used to select the maximum distance
based on RPA.

Dmax
i = max

j∈N
Dmax
ij , N = {1, 2, . . . , n} (40)

where Dmax
i is the maximum distance of the i-th alternative,

and n is the number of criteria used in the decision-making
process.

4) RANK THE ALTERNATIVES
At this stage, the RPA ranks all alternatives in ascending order
based on the values of Dmax

i .

F. STEP 6: DETERMINE THE RESULT BASED-ON THE FMF
STRATEGY
The third strategy used by the TraFNN-MULTIMOORA
method to rank alternatives is FMF. This strategy analyzes
the impact of the weighted performance of the benefit and
cost criteria on overall alternative utility. The following steps
demonstrate how the FMF calculation procedure can rank
alternatives.

1) CALCULATE THE VALUES OF P̃i AND Q̃i
Once again, we begin with the group matrix G and apply the
TraFNNWG operator, as presented in (6), to determine the
values of the weighted performance product for the benefit
criteria (�max) denoted as P̃i and the weighted performance
product for the cost criteria (�min) denoted as Q̃i using (41)
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and (42), respectively.
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(42)

2) COMPUTE THE SCORE FUNCTIONS OF P̃i AND Q̃i
As described in Section 4.2, this stage applies (1) to compute
the score functions of P̃i and Q̃i, denoted as pi and qi,
respectively. Equations (43) and (44) show how to determine

the values of both the parameters.

pi = S(P1) (43)

qi = S(Q1) (44)

3) COMPUTE THE OVERALL UTILITY FOR ALL ALTERNATIVES
The overall utility of the alternatives refers to the quotient
of the weighted performance product of the benefit and cost
criteria. However, in the case of MCGDM problems where
the decision-making process does not have any cost criteria,
the value of qi is equal to one. Equation (45) computes the
overall utility value for alternative i, denoted by ui.

ui =

{
pi
/
qi, ∃Cj ∈ �min

pi, ∀Cj /∈ �min
(45)

where Cj is a criterion j and �min is a set of the cost criteria.

4) RANK THE ALTERNATIVES
At this stage, the FMF ranks all alternatives in descending
order based on the values of ui.

G. STEP 7: DETERMINE THE RESULT BASED ON THE
THEORY OF DOMINANCE
Furthermore, we want to observe the results from dominance
theory, summarizing the results from the three strategies
above. However, it considers two assumptions: (a) the three
strategies have an equal priority level for calculating the final
result, and (b) the rank scores of all alternatives in each
strategy are considered as the basis values for aggregation to
yield the final result [41].

However, these assumptions are not realistic in several spe-
cific situations. In addition, to produce the final aggregation,
they did not delineate the actual distinction of the criteria
to produce the final aggregation. Thus, this is a limitation
of the TraFNN-MULTIMOORAmethod. This was improved
by adding additional steps to investigate the results using the
CCSD method.

H. STEP 8: DETERMINE THE RESULT BASED ON CCSD
METHOD
After estimating the weights of the RPA, RSA, and FMF
($j(j = 1, 2, 3)) using (28), we now determine the result
based on the CCSD approach and determine it as the final
result. The following sections show how the CCSD calcula-
tion procedure can rank alternatives.

1) CONSTRUCT THE SECONDARY DECISION MATRIX
First, we constructed the secondary matrix S =

[
sij
]
mx3,

in which its entries are the values of the performance eval-
uation of the RPA, RSA, and FMF strategies. Owing to
the different logic of these strategies, we then decided that
the RPA is a cost criterion, whereas the RSA and FMF
are benefit criteria. Therefore, the secondary matrix can be
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expressed as (46):

S =
(
sij
)
mx3 =

RPA RSA FMF
R1
R2
...

Rm


s11 s12 s13
s21 s22 s23
...

...
...

sm1 sm2 sm3

 (46)

where si1 = Dmax
i , si2 = 9i, si3 = ui, i = 1, 2, . . . ,m, and m

is the number of alternatives.

2) NORMALIZE THE SECONDARY DECISION MATRIX
We then transformed the secondary decision-making matrix
into the normalized secondary decision-making matrix S̃,
in which each entry can be calculated using (47) for the RSA
and FMF, and (48) for the RPA.

s̃ij =
sij − s

−

j

s+j − s
−

j

, i = 1, . . . , n; j ∈ �max (47)

s̃ij =
s+j − sij

s+j − s
−

j

, i = 1, . . . , n; j ∈ �min (48)

where s+j = max1≤i≤n
{
sij
}
and s−j = min1≤i≤n

{
sij
}
. Equa-

tion (49) includes the values of sijas entries in the normalized
decision matrix S̃.

S̃ =
(
s̃ij
)
mx3 =

RPA RSA FMF
R1
R2
...

Rm


s̃11 s̃12 s̃13
s̃21 s̃22 s̃23
...

...
...

s̃m1 s̃m2 ñm3

 (49)

3) RANK THE ALTERNATIVE
Wecalculated the final values of the overall alternative assess-
ment using (50) and, based on these values, ranked them in
descending order to obtain the selected value. Thus, the final
result was based on the TraFNN-MULTIOORA method.

fi =
∑3

j=1
s̃ij$j, i = 1, 2, . . . ,m (50)

IV. APPLICATION IN SOCIAL AID DISTRIBUTION
PROBLEM
In this section, we demonstrate an illustrative example of a
case study in distributing social aid to poor and marginal
families to show the capability of an application and the
merits of the TraFNN-MULTIMOORA method.

A. CASE STUDY
The Indonesian government believes that the COVID-19 pan-
demic is still impacting people and has not subsided until
2021. Through theMinistry of Social Affairs, the government
will continue to distribute special social aid, namely, the cash
social assistance (CSA) program, to reduce the economic
burden on communities affected by the pandemic.

Nevertheless, in the distribution process of the CSA pro-
gram in several places, it is suspected that there have been

TABLE 3. Relevant criteria for selecting CSA recipients.

TABLE 4. Priority order for DMs.

practices of the misuse of social assistance and CSA. Unex-
pected practices, such as corruption, collusion, and nepotism,
tend to occur when distributing such assistance. According
to some researchers, this is because the implementation and
distribution process of this social assistance is still held in
a conventional way, where an officer in the office has full
authority to select prospective assistance recipients based on
their perceptions and assessments. This implies susceptibility
to subjectivity and judgments and is considered unfair.

Another issue in our decision-making case was choosing
the appropriate data to serve as a requirement for propos-
ing social assistance. After conducting a preliminary study
at the Ministry of Social Affairs and the Central Statistics
Agency by interviewing policy-makers of the office and con-
structing the regulations document of the Minister of Social
Affairs, we obtained information related to criteria consid-
ered impoverished families. These criteria are the size of the
family (C1), monthly household expenses (C2), the amount
of electricity bill (C3), and monthly household income (C4).
Table 3 provides information on the relevant criteria for
decision-making.

Owing to the crucial issue and effort to avoid arbitrariness
from certain parties and to help impoverished families during
this pandemic, the case study in our research selects impov-
erished families who earn cash social assistance. Data col-
lection, validated by an evaluator at the office, included five
families. Furthermore, their data were checked and assessed
by four officers of the office appointed as decision-making
teams. This team has sufficient knowledge of poverty and the
social, economic, and sociological aspects of the community.

B. SOLVING THE ILLUSTRATIVE EXAMPLE
One of the most important stages of this research is deter-
mining the weights of the criteria and decision makers. This
section analyzes the acceptable weight using an attempted
example to solve the MCGDM problem.

1) WEIGHTING THE DECISION-MAKERS AND CRITERIA BY
OPA METHOD
In this MCGDM research, we utilized the OPA method to
determine the weights for the DMs and criteria. Ataei et al.
first developed the OPA method and applied it to evaluate
the criteria weights [12]. The method starts by collecting the
priority order of DMs and criteria, as listed in Tables 4 and 5,
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TABLE 5. Priority order of criteria based on each DM.

TABLE 6. Weights of criteria and DMs.

respectively. The weights were then set simultaneously. The
OPAmethod provides some benefits compared to other meth-
ods. It does not need to make a pairwise object comparison
matrix, provide numerical numbers, construct a normaliza-
tionmatrix, or aggregate the opinions of the DMs. In addition,
the OPA opens up the possibility for DMs to assess only the
alternatives and the criteria for which they have sufficient
knowledge [12]. Therefore, it is one of the applicablemethods
for deciding the weight of DMs and criteria in the MCGDM.

Because the main goal of this research was to extend the
MULTIMOORA method to TraFNN, we did not address
the process of determining the criteria weights using OPA.
A detailed explanation of how to do this for MCGDM can
be found in [12]. After executing the OPA method steps, the

weights assigned to each decision-maker and criterion are
presented in Table 6.

2) CONSTRUCTING THE DECISION-MAKING MATRIX
After receiving the weights of the DMs and criteria from the
OPA method, the DMs were asked to assess all alternatives
under the identified criteria using the linguistic term values
in Table 2. According to the conversion grade in Table 2,
we transformed all the assessed linguistic variables of the
decision-making matrices into TraFNNs and obtained the
results shown in Tables 7 and 8. Furthermore, these matrices
were aggregated using the TraFNNWA operator to establish
a group-decision-making matrix, as presented in Table 9.

As described above, according to the procedures of the
extended MULTIMOORA method, all the alternatives must
be ranked separately using three different strategies (RSA,
RPA, and FMF). At the end of the stage, we apply dominance
theory to determine the final result from the aggregation of
the three ranking lists. The following sections describe the
process, computational steps, and evaluation results of each
strategy.

3) THE RESULT BASED ON RSA
After constructing the group decision-making matrix,
we began to calculate the values of Ỹ+i and Ỹ+i using (33) and
(34) and stored them into two different matrices, as presented
in Table 10. From the entries in these two matrices, we then
performed the de-neutrosophic process for the TraFNN val-
ues of Ỹ+i and Ỹ+i using (35) and (36), as shown in Table 9.
The third RSA step is a syntax to compute the differ-

ence between the score functions of Ỹ+i andỸ+i for each
alternative, which can be obtained using (37). Subsequently,
based on these values, the RSA offered an evaluation result

TABLE 7. The decision-making matrices of four DMs.
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TABLE 8. The TraFNN decision matrices of four DMs.

consisting of the alternatives’ rankings in descending order,
as given in Table 10. The results of this strategy were
R2 > R4 > R3 > R1 > R5.

4) THE RESULT BASED ON RPA
Similar to RSA, we started to take the entries of the group
matrix to calculate n TraFNN reference points using (38). All
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TABLE 9. The TraFNN group decision matrix.

TABLE 10. Determining the alternatives ranking based on RSA strategy.

TABLE 11. TraFNN reference points.

TABLE 12. Determining the alternatives ranking based on RPA strategy.

of these reference points can be stored in a vector, as pre-
sented in Table 11.

Next, the maximum distance between each group matrix
element (Table 9) and the corresponding TraFNN reference
point must be measured. The result is a matrix provided in

Table 12. According to the logic of the extended MULTI-
MOORA for the RPA strategy, the method must multiply the
entries of this matrix by the corresponding criteria weight
(Table 6) obtained from the OPA method and put each cal-
culation value into a matrix presented in Table 12. Finally,
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TABLE 13. Determining the alternatives ranking based on FMF strategy.

TABLE 14. Results base on the three strategies.

based on these values, the RPA presented an evaluation result
with the ranking of alternatives ranking in ascending order,
as presented in Table 12. The results of this strategy were
R1 > R2 > R4 > R5 > R3.

5) THE RESULT BASED ON FMF
For the evaluation results using the FMF strategy, the overall
utility of the alternatives must be computed using (45). The
results are presented in Table 13. The results of this strategy
were R4 > R1 > R2 > R3 > R5.

6) THE RESULT BASED ON THE DOMINANCE THEORY
After acquiring the results from the three different strategies,
dominant theory plays a role in deciding the final alternative
ranking. In this study, the result of the alternative ranking is
shown in Table 14, which is R4 = R2 = R1 > R3 > R5.
Thus, the best and worst alternatives were R4 and R2.

7) THE FINAL RESULT BASED ON CCSD METHOD
After receiving the resulting values from the three different
strategies (RPA, RSA, and FMF), based on the procedure
of the extended MULTIMOORA method, it is necessary to
construct the secondary decision-making (SDM) matrix and
insert those values sequentially as the entries of this matrix,
as listed in Table 15.

In this stage, we now consider these three strategies as
criteria in which RPA is a cost criterion and RSA and FMF are
benefit criteria. Next, we can use (28) to estimate the weight
of each strategy. The values are listed in Table 16.

TABLE 15. The secondary decision-making matrix.

TABLE 16. The weight of RPA, RSA, and FMF strategies.

TABLE 17. The normalized secondary decision-making matrix.

Because each criterion has different measurement units,
we normalized the entries of the SDM matrix using (47)
and (48), as shown in Table 17. We then multiplied them
by the corresponding weights to obtain the weighted SDM
matrix, as presented in Table 18.

Finally, we used (50) to calculate the overall performance
values for all alternatives and ranked them according to their
overall values (see Table 19). The final results of the alterna-
tive ranking were R2 > R4 > R1 > R3 > R5, as presented in
Table 20.

V. SENSITIVITY ANALYSIS AND COMPARATIVE
ANALYSIS
To demonstrate the validity and robustness of the
TraFNN-MULTIMOORA method, we conducted the
sensitivity analysis and compared the results between
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TABLE 18. The weighted normalized secondary decision-making matrix.

TABLE 19. The overall performance value and the final result.

TABLE 20. Results comparison.

the TraFNN-MULTIMOORA method and other existing
methods.

A. SENSITIVITY ANALYSIS
A sensitivity analysis is demonstrated in this section by pro-
viding three different cases. We define three case studies,
in which the first case is the obtained result of this work,
and the second and the third cases are the other solutions,
which are obtained from the calculation results using dif-
ferent criteria weights. In this study, the selection of CSA
recipients was determined based on four DMs and four cri-
teria. Subsequently, we employed the OPA method under
group decision-making to find the initial criteria weights of
those criteria. We then utilized the TraFNN-MULTIMOORA
method for each case study to deliver three alternative rank-
ings. At the end of each stage, we used the criteria weights
calculated by the CCSD method to obtain the final result.

In the second case study, we utilized the OPA method
to deliver appropriate weights based on the second attempt
to prioritize the criteria performed by the DMs. Therefore,
we received the criteria weights C1 = 0.150, C2 = 0.273,
C3 = 0.204, and C4 = 0.373 and considered the weights
of DMs as ε1 = 0.165, ε2 = 0.449, ε3 = 0.098, and
ε4 = 0.288, respectively. In this case, the final ranking order
was R2 > R4 > R1 > R3 > R5.
Similar to the previous case, we obtained the criteria

weights are C1 = 0.16, C2 = 0.283, C3 = 0.194, and
C4 = 0.363 in the third case study and considered the weights

TABLE 21. The comparison results of sensitivity analysis.

of DMs are ε1 = 0.175, ε2 = 0.439, ε3 = 0.109, and
ε4 = 0.277, respectively. By substituting these weights, the
final ranking order was R2 > R4 > R1 > R3 > R5.

As shown in Table 21, although the alternatives’ perfor-
mance values for these cases change slightly, the results in
terms of alternative ranking orders do not switch. Therefore,
these three cases demonstrate that our extended method can
preserve the sturdiness of the MULTIMOORA method, and
is feasible for application to the MCGDM problem.

B. COMPARATIVE ANALYSIS
Many prestigious scholars conducting research on intel-
ligent systems, artificial intelligence, and soft computing
have developed novel decision-making concepts to overcome
MCGDM problems in an incomplete, uncertain, and vague
environment. In this study, we performed a comparative anal-
ysis between our extended TraFNN-MULTIMOORAmethod
and other decision-making methods to inspect each charac-
teristic of these methods in terms of application domains,
criteria types, calculation operators used, and basic ideas. The
characteristics of these methods are listed in Table 22.

As shown in Table 22, we can first state that the six dif-
ferent methods evaluated the MCGDM problem in the same
application domain. However, these methods have differ-
ent logics for examining alternatives, criteria types involved
in the decision-making process, and aggregation operators
used in their algorithms. Second, the improved MABAC,
MCGDM-TNNWAA, and TraFN-TOPSIS methods only uti-
lize the TraFNNWA operator to aggregate decision-making
matrices constructed by DMs into a decision-making group
matrix. In contrast, an ideal solution and MCGDM-TNNWG
methods use the TraFNNWG operator to perform alterna-
tive evaluation process. After performing the de-neutrosophic
process, these five methods determine their score functions
for all alternatives, rank them, and choose the best one.

However, unlike previous methods, the extended MUL-
TIMOORA method successfully explored three aggregation
operators (TraFNNWA, TraFNNWG, and Boundedness oper-
ator) to investigate the alternatives and generate solutions
based on three different strategies (RSA, RPA, and FMF).
It provides three outcome options that allow decision-makers
to consider and view solutions from various perspectives.
Finally, by applying the rules of the theory of dominance and
considering the same significance for these three strategies,
the extended MULTIMOORA method yields the final result.
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TABLE 22. Comparative analysis between TraFNN-MULTIMOORA method and other methods.

TABLE 23. Ranking comparisons between TraFNN-MULTIMOORA method and other methods.

Another important aspect of our method is to add the
procedures of the CCSD method to overcome the limitations
of the original MULTIMOORA method as described in [47].
The merit of this method is that it considers the condition
under which all three strategies (RPA, RSP, and FMF) are
assumed to be equally important. Although the diffusion of
the scores is distinct for each strategy, the difference in scores
for each strategy has a dissimilar significance. Therefore,
it statistically generates adaptable weights for these strategies
using the concept of correlation coefficients and standard
deviation, which can improve the efficiency and accuracy
of the TraFNN-MULTIMOORA method. It also provides a
suitable tool for determining the criteria weights according
to the opinions of different DMs using the OPA method.
It precisely reduces the subjectivity of humans in determining
the appropriate criteria weights.

As presented in Table 23, we can first obtain that the
results based on MCGDM-TNNWAA method were simi-
lar to the RSA strategy, as demonstrated in Fig. 2. Sec-
ond, the results obtained from the ideal solution and
TraFNN-TOPSIS methods were identical to those of the RPA
strategy, as shown in Fig. 3. Third, the results based on the
TraFNN-MULTIMOORA method are slightly different from
those of the TraFNN-MABAC method, as shown in Fig. 4.

C. DISCUSSION
As shown in Table 20, according to the dominance the-
ory, we obtained at least three rules. The first is absolute
dominance. If an alternative preferred the three approaches
(RPA-RSA-FMF) for alternative R5(4-5-5), then alternative
R5 is absolute dominance and dominance theory assigned
it the fifth alternative in the alternative ranking order.
The second rule is transitiveness. If alternative R1(1-4-2)

FIGURE 2. Result comparisons between MCGDM-TNNWAA method and
the RSA strategy.

dominates R2(2-1-3) and R2(2-1-3) dominates R3(5-3-4),
then R1(1-4-2) dominates R3(5-3-4). Another transitive rule
is if alternative R2(2-1-3) dominates R4(3-2-1) and R4(3-2-1)
dominates R3(5-3-4), then R2(2-1-3) dominates R3(5-3-4).
Because R1 dominates R3 and R2 dominates R3, then alter-
native R3 is placed in the fourth alternative in the alter-
native ranking order. The third rule is circular reasoning.
As we can see, alternative R4(3-2-1) dominates R1(1-4-2),
alternative R1(1-4-2) dominates R2(2-1-3), and alternative
R2(2-1-3) generally dominates R4(3-2-1). Thus, dominance
theory ranked them with the same ranking as the first alter-
native. Therefore, the results based on dominance theory for
this study were R4 = R1 = R2 > R3 > R5
In addition, as presented in Table 15, the performance

values of FMF were very large compared those of the other
two methods. This was unfair if we assigned the same
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FIGURE 3. Result comparisons between the ideal solution,
TraFNN-TOPSIS methods and the RPA strategy.

FIGURE 4. Result comparisons between TraFNN-MULTIMOORA and
TraFNN-MABAC methods.

priority level to these three strategies. Therefore, it was nec-
essary to determine appropriate weights using the CCSD
method, as presented in Table 16. Based on the SAWmethod,
we obtained the following final results: R2 > R4 > R1 >
R3 > R5, as provided in Table 19. Here, we no longer
need to use dominance theory to determine the final result
and successfully overcome the aforementioned challenges of
the MULTIMOORA. Therefore, we can say that, in general,
the TraFNN-MULTIMOORA method is an effective tool
for overcoming this MCGDM case and is more reasonable,
capable, and robust in determining the results of the decision-
making process.

VI. CONCLUSION
Generally, there are two ways to find solutions to issues
involving human intervention. The first step is to determine
the decisions made by individual assessments. This can be
achieved when decision-makers have sufficient experience,
pieces of knowledge, professionalism, education, skills, and
so on. However, studies related to the problem of selecting
individuals or groups from several people involved in the
selection process have become a serious complex issue.

Suitable decisions and policies made and implemented by
decision-makers must be representative of and suited to the
expectations of all parties. In this process, humans, agencies,
or organizations should make decisions according to various
criteria and circumstances to solve several issues around
them. The outcome of the decision is very complex, as some
criteria or attributes often have conflicting priorities, which
can be used in the development of decision-making systems
for various conditions. Therefore, multi-criteria analysis is
becoming increasingly important because it is an instrument
to help decision-makers provide objective alternative solu-
tions to support decisions and policymakers.

The second is to determine an effective decision-making
method for addressing MCGDM issues. MULTIMOORA
is one of the most well-known decision methods that
improves the MOORA method by adding a new evalua-
tion approach (FMF) to examine alternatives. It enhances
the robustness of MULTIMOORA and is more effective in
various decision-making cases without subjectivity. In this
study, we improved the accuracy and proficiency of MUL-
TIMOORA under TraFNN circumstances using the CCSD
method. Technically, after obtaining the decision results
based on the three approaches (RSA, RPA, and FMF),
we constructed a secondary decision matrix, in which
its entries are the three evaluation result values. Subse-
quently, utilizing the merit of the CCSD method, which
is the ability to analyze the relationship between the rel-
ative movement of criteria statistically, we calculated the
appropriate weight for each approach and multiplied them
by corresponding to the normalized secondary decision
matrix. Finally, we computed the overall performance eval-
uation values of the alternatives using the SAW method
and conveyed the final ranking of alternatives. Based on
an illustrative example, sensitivity analysis, and comparison
analysis, the extended MULTIMOORA has demonstrated
its capability, feasibility, and accuracy in overcoming the
MCGDM problem, and is a fully robust method for rank-
ing alternatives in the case of CSA recipients’ selection in
Indonesia.

Studies related to expressing information in uncertain,
vague and incomplete environments have been increasingly
conducted. Most of these studies emphasize the development
of novel approaches to transforming linguistic variables into
arbitrary numbers, proposing a new method to measure the
distance between linguistic values, extending information
concepts, and so on. Considering these opportunities, this
study has the potential to be developed for future studies. For
instance, we can integrate the MULTMOORA method with
the concepts of bipolar trapezoidal neutrosophic sets [48], t-
spherical fuzzy sets [49], triangular interval type-2 intuition-
istic fuzzy sets [50], and single-valued neutrosophic hesitant
fuzzy sets [51] to solveMCGDMproblems. Robust averaging
geometric aggregation operators [52] can also be utilized to
aggregate the evaluation values in MULTIMOORA.

Many researchers have studied the issues of consis-
tency and consensus for linguistic MCGDM problems.

VOLUME 10, 2022 47495



I. Irvanizam et al.: Extended MULTIMOORA Based on TraFNS and Objective Weighting Method

However, these issues are main crucial. They developed
consensus-reaching models that emphasize adjusting the
judgment relationship of the DM and ignoring individual
consistency. However, we did not consider these issues in this
study. Therefore, we strongly recommend that this research
be conducted by developing the concepts of personalized
individual semantics (PISs), dynamic feedback mechanisms,
and consensus levels of internal and external subgroups in
linguistic MCGDM to control and increase consistency and
consensus.
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