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ABSTRACT This work comprises the development of a quality enhancement technique for image encoders
that use compressive sensing. The recommended solution seeks to maximize the perceptual quality based
objective function, unlike other sparse representation algorithms that minimizes the error-based objective
function. The key idea behind this work is to develop an iterative methodology that works as a modifier for
the sparse coefficients. The modification procedure is SSIM-based and has been carried out in an iterative
and linear manner. The conducted experiments revealed that the recommended technique works better than
another SSIM-based modifier termed the SSIM-inspired OMP (iOMP) in terms of SSIM levels gained. The
t-test is also utilized to examine our performance for significance, and the results show that the method works
well for any type of image and any size, especially when a data-independent based dictionary is used.

INDEX TERMS Orthogonal matching pursuit, compressive sensing, structural similarity index, image
enhancement.

I. INTRODUCTION
Nowadays, the image signal could be considered one of
the most important signals. But, images become prone
to manifestation of some random noise during image
acquisition or restoration processes. The main source of
image’s noise is the acquisition process, and it occurs due
to the inherent physical limitations of various recording
devices such as the pixel size which depends mainly on the
steady progress of the semiconductor technology. Beside this
type of inherent noise, the image is usually processed to
extract some information and this processing may distort the
image progressively. Recently, there is a need to represent
the image sparsely, and this type of representations is a
lossy technique. So, after image acquisition, the image is
exposed to another type of noise which is processing-based
noise.

One of the main issues of current image denoisers is
that, they usually use the mean squared error (MSE) as the
main image fidelity metric. But, many researches proved that
the MSE suffers from many drawbacks when it is used as
a quality metric for the images. In [1], the results of an
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assessment in connection with the usefulness of a number
of objective quality measurements for grayscale image
compression had been offered. It was evident that although
a group of numerical measures can surely be used to assign
the amount of degradation in reconstructed images for a
given compression technique, an assessment across different
techniques is not possible. This is because a single scalar
value cannot be used to depict a diversity of impairments.
In [2], the authors listed the drawbacks of the MSE-based
metrics such as peak signal to noise ratio (PSNR), root mean
squared error (RMSE), mean absolute error (MAE), and
signal to noise ratio (SNR) which have been used as image
quality measurement for a long time. MSE-based metrics do
not take into account image dependencies such as textures,
orderings, patterns, etc. all of which affect image perception
quality. Image pixel order transmit vital information about
the structure of a visual scene. Unfortunately the MSE-based
metrics do not measure this. The correlation between the
error signal and the underlying image affects significantly
on the perceptual image distortion but this is also ignored
by theMSE-basedmetrics. Also, they do not take into account
the signs of the error (since its square is used) signal added
to an image. However, the visual fidelity of the resulting
image has been proved to be drastically different. Since all
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images are treated equally in the formulation of the MSE,
image content dependent variations in image fidelity cannot
be accounted for.

Besides the MSE-based metrics, there is another class
of measurement methods which consider the human visual
system (HVS) characteristics in an attempt to incorporate
perceptual quality measures [3]. But the HVS-based metrics
are complicated and have not any clear advantages over
the MSE-based methods under strict testing conditions and
different image distortion environments [4]. Later, Zhou
Wang and Alan C. Bovik proposed a Universal Quality
Index (UQI) titled ‘‘Structural Similarity Index (SSIM)’’
in [4]. The suggested index is designed by modeling any
image distortion as a combination of three factors: contrast
distortion, luminance distortion, and loss of correlation.
Although the SSIM is described mathematically and no
human visual system model is explicitly employed, the
conducted experiments on various image distortion types
indicate that it performs significantly better than the
MSE-based metrics.

For the image distortions which are caused by the sparse
representation, we propose a new quality enhancement
technique that considers into account the SSIM as the main
image fidelity metric. All contributions of this paper can be
summarized as follows:
• Present a novel sparse solution called ‘‘Near-OMP’’ or
shortly ‘‘nOMP,’’ which is based on SSIM as the main
fidelity metric rather than the MSE.

• Studying the computational complexity of the proposed
algorithm.

• For validating the effectiveness of the new sparse
solution, we use many images belonging to variant
datasets. In addition, a comparison among different
denoising methods has been conducted.

• Another hybrid methods have been proposed and
evaluated.

Therefore, the rest of this paper is organized as follows.
A detailed literature review is presented in Section II. The
proposed approach is illustrated in a detailed manner in
Section III, the numerical simulation study is presented in
Section IV. Finally, the conclusions are presented in sectionV.

II. BACKGROUND
Numerous denoising techniques for images have been
proposed in various works. As illustrated in [5], on the basis
of the type of denoising algorithms, they can broadly be
referred to as: spatial domain filtering, transform domain
thresholding, random fields, statistical models, anisotropic
diffusion methods, sparse modeling, dictionary learning
methods and hybrid methods [6]. Besides these methods,
there are some major denoising measures include spatial
adaptive filters, statistical estimators of all sorts, stochastic
analysis, morphological analysis and order statistics [7].

Before going over the sparse modeling-based image
denoisers, it’s important to take a look at the greedy pursuit
algorithms, which are at the heart of sparse modeling.

A. GREEDY PURSUIT ALGORITHMS
It was first introduced in [8] and [9] as a method to find sparse
linear combinations of basis functions to encode natural
images. Sparse representation of signals is a growing field
of research which aims at finding a set of prototype signals
called atoms ϕ ∈ RM which forms a dictionary 8 ∈ RM×N

that can be used to represent a particular set of a given signal
x ∈ RM by some sparse linear combination of the atoms in
the dictionary. Mathematically, for the given signal, we need
to find the suitable atoms in 8 such that

x = 8C (k)
+ e (1)

where C (k) is a k-sparse vector which contains k non-zero
weights for the linear combination, and e is the reconstruction
error vector. C (k) could be obtained iteratively by solving the
l0-norm minimization problem,

C (k)
= argmin

C
‖x −8C‖22 + λ‖C‖0 (2)

Commonly used strategies for solving the (l0) sparse
optimization problem are called greedy pursuit algorithms,
the most important of which are Matching Pursuit (MP) [10],
Orthogonal Matching Pursuit (OMP) [11], and Orthogonal
Least Squares (OLS) [12]. OMP typically shows greatly
superior performance to MP, however, OMP is more costly in
both computation time and storage requirements. As shown
in Equation 2, the term ‖x−8C‖22 is simply the squared error,
and it is not a quality indicator like the SSIM for images as
discussed in [13].

In addition to Equation 2, there are different objective
functions in which the term ‖C‖0 is replaced with ‖C‖1,
or ‖C‖p, where 0 < p < 1. The Lasso problem [14]
gave rise to the l1-norm, which has been widely applied
to problems in machine learning, pattern recognition, and
statistics [15]–[17]. Recent literature [18]–[21] has shown
that when the representation solution obtained using the
l1-norm minimization constraint satisfies the condition of
sparsity, the solution obtained using l1-norm minimization
with sufficient sparsity can be equivalent to the solution
obtained using l0-norm minimization with full probability.

In addition to the l0-norm minimization and l1-norm
minimization, several authors are trying to handle the sparse
representation problem with the lp-norm minimization,
especially p = 0.1, 1

2 ,
1
3 , or 0.9 [22]–[24]. Despite the

fact that lp-normminimization sparse representation methods
are not the most used approaches for obtaining a sparse
representation solution, they have a significant impact on the
sparse representation theory.

B. SPARSE MODELING-BASED IMAGE DENOISERS
In this section, we will focus on those works that exploits the
sparse representation to make image denoising. These works
may be classified into two categories. The first category
includes all methods that use the sparse modeling as a
denoising tool, i.e., the image is already corrupted by a
source of noise and would be denoised by a sparse modeling
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technique. As for the second category, it includes all methods
that make denoising for all images corrupted by a sparse
modeling technique.

In 2006, Elad introduced a paper entitled ‘‘Image Denois-
ing Via Sparse and Redundant Representations Over Learned
Dictionaries’’ [25]. In this work, a simple method has been
presented to denoise any image which is corrupted by a white
Gaussian noise with zero-mean. The proposed method is
based on local operations and involves sparse decompositions
of each image block under one fixed overcomplete dictionary,
and a simple average calculations. The content of the
dictionary is of prime importance for the denoising process.
Under the same category, in 2007, Kostadin introduced a
paper entitled ‘‘Image Denoising by Sparse 3-D Transform-
Domain Collaborative Filtering’’ [26]. In this work, the
similar image block or patches are grouped using cluster
techniques, then, the 2D blocks are stacked together forming
a 3D array. Furthermore, a collaborative Wiener filtering
is applied on the obtained 3D arrays. This work can be
adapted to various noise models such as additive colored
noise, non-Gaussian noise, etc., by modifying the calculation
of coefficients’ variances in the basic and Wiener parts of the
algorithm. In addition, the developedmethod can bemodified
for denoising 1-D-signals and video, for image restoration,
as well as for other problems that can benefit from highly
sparse signal representations.

In 2008, Julien Mairal introduced a research entitled
‘‘Sparse Representation for Color Image Restoration’’ [27].
The goal of this work is to extend the algorithm reported
in [25] to the vector-valued images, and then show the
applicability of this extension to other inverse problems in
color image processing. The extension to color can be easily
performed by a simple concatenation of the RGB values to
a single vector and training on those directly, which gives
already better results than denoising each channel separately.
However, such a process produces false colors and artifacts,
which are typically encountered in color image processing.

Another work was introduced in 2009 by Priyam and
entitled ‘‘Clustering-Based Denoising With Locally Learned
Dictionaries’’ [28]. This work belongs to a class between
methods that can be categorized as kernel regression based,
and those that aim to learn the best global dictionary. In this
work, the denoising process passess through three stages:
clustering stage where the image is clustered using features
that capture the local structure of the underlying image data
(patches of pixels from the image), the dictionary selection
stage where we form an optimized dictionary that adapts
to the geometric structure of the image patches in each
cluster; and, finally, the coefficient calculation stage where
the coefficients for the linear combination of dictionary atoms
are estimated, subject to the (steering) kernel weights.

All methods mentioned in this section are MSE-based.
But, later in 2012, Abdul Rehman and Rostami introduced a
work entitled ‘‘SSIM inspired image restoration using sparse
representation’’ [29]. Up to our knowledge, this work could
be considered the first one that takes into account the SSIM as

a modifier to the sparse coefficients. So, next section makes
a detailed review on this work, because it will be compared
later by our proposed algorithms.

C. SSIM INSPIRED OMP DENOISER (IOMP)
Unlike OMP, the iOMP methodology suggested by [29] has
another objective function:

{C, x̂} = argmin
w
‖C‖0 subject to SI(x,8C) (3)

where SI(x,8C) is the similarity index level between the
original image x and the distorted image x̂ = 8C . Note that,
as specified by iOMP, the function SI(x,8C) is not only a
computation for the similarity index level, but also, there is a
try to get the best value for SSIM per iteration.

SI(x, x̂) =
2µxµx̂ + F1

µx2 + µx̂
2 + F1

2σxx̂ + F2
σx2 + σx̂

2 + F2
(4)

Both OMP and iOMP are iterative in nature, and at first
iteration, both find the dc component of the representation
process xdc = ϕdcc0, where ϕdc is the normalized dc atom
such that ϕdc = 1

√
m11, and 11 is the ones vector. After

acquiring this component, iOMP uses the same rules of OMP
to get the next set of atoms and its optimal coefficients in
L2 sense. But, henceforth, each iteration has a further step to
get the optimal coefficients in SSIM sense. Mathematically,
the authors in [29] proved that, the optimal coefficients in
SSIM sense are directly proportional to that of L2 sense
and the proportionality constant is β such that Ć = βC ,
where Ć and C are the vector of iOMP’s and OMP’s ac
coefficients. At each iteration, the proportionality constant
could be calculated as follows:

β =
−F2 +

√
F2
2 + 4(B− A)(σ 2

x + F2)

2(B− A)
(5)

where

A =
1

n− 1

k∑
i=1

k∑
j=1

cicj〈ϕi,ϕj〉 (6)

B =
2

n− 1

k∑
j=1

cj〈x,ϕj〉 (7)

According to previous formulas, it could be said that β
is constant for a given set of atoms. But, it should be
recalculated if this set is updated.

In a later work [30], we discussed all issues of iOMP.
In summary, our comments on iOMP are that, iOMP depends
on the MSE-based OMP to select the suitable atoms from
a dictionary. So, it is not pure SSIM-based technique.
In addition, as stated before, β is computed to maximize the
SSIM level. But, as done in [29], Equation 4 is differentiated
one time to get β that maximizes SSIM level. But, this
condition is not sufficient. Besides that, iOMP doesn’t
compare itself with the classical OMP after each iteration,
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hence, there is no guarantee to enhance the SSIM levels which
are obtained by OMP after each iteration.

III. NEAR-OMP APPROACH
As known, the ac coefficients carry energy depending on
the amount of detail in the image block. However, most of
the energy is compacted in the dc coefficient and a few ac
coefficients. Themain idea behind the proposedmethodology
which is titled ‘‘Near-OMP’’ or shortly ‘‘nOMP’’ is to find
the best ac coefficients that maximizes the SSIM value
regardless of the expected increase in the error level. The new
ac coefficients vector Cn could be related to the OMP’s ac
coefficients Co as follows:

Cn = Eα � Co (8)

where � is the element-wise multiplication process, and Eα is
a vector of k−1 unknowns. To process of computing the k−1
unknowns of Eα is an NP hard problem. For simplification, this
study assumes that both vectors Cn and Co are exactly in the
same direction. So, Equation 8 could be simplified to:

Cn = αCo (9)

where α is a constant. Now, the essential idea behind this
approach is to find α that minimizes the following objective
function:

f = 1− SI

(
X ,

k∑
i=1

αciϕi

)
(10)

α is assumed to be near 1, and this assumption guarantees
two main aspects. The first aspect is the least computational
complexity and the other is to avoid the huge additive noise.

Assume Xo and Xn are the sparse approximation of a 8
image block by OMP and nOMP respectively. Then, these
approximation could be written as follows:

Xo = Xdc +8TCo (11)

Xn = Xdc +8TCn (12)

The obtained error ‖Xn − Xo‖22 could be written as follows:

‖Xn − Xo‖22 = ‖8
T (Cn − Co) ‖22 (13)

= ‖8TCo‖22(α − 1)2 (14)

As shown, the quantity (α − 1)2 could be considered the
normalized error enor . By putting a threshold level for enor =
eth, we can limit the iteration process of α that would be
maximized by

√
eth + 1.

First of all, at the sparseness level s of OMP, it updates its
index set I by selecting the atom’s index which maximizes
the absolute value of ϕT rs−1omp,∀ϕ ∈ 8 where rs−1omp is the last
residual vector. Then, the ac coefficientsCo could be obtained
by
(
8T
I 8I

)−1
8T
I x. Now, we have s− 1 ac coefficients that

minimize the error ‖X − Xo|22. According to the literature
review section, this minimization doesn’t mean the maximal
point of SSIM. So, nOMP starts from Co to find another
co-directed vector Cn, see Equation 9. The accepted values

of Cn are the values that maximize the SSIM level. The new
coefficient α is updated in iterative manner with a predefined
step1α. For each new value ofα, the SSIM is always checked
to investigate whether or not the SSIM increases or not. The
nOMP’s iterations continue till the nearest maximum point of
SSIM is reached.

A. METHODOLOGY
In detail, the nOMP methodology is illustrated in Figure 1.
As shown, OMP works to minimize the L2 by selecting
the best s atoms from the dictionary 8, then the obtained
coefficients vector Co ∈ Rs enters the nOMP’s cycle to find
the new coefficients Cn that maximizes the SSIM level at
the sparseness level s. Like iOMP [29], the new coefficients
are linearly dependent to the old coefficients. On the other
side, it could be shown that, nOMP differs from iOMP as
it doesn’t take the new coefficients as a new starting point
to the next iterations of OMP. So, it could be said that
each iteration is a standalone. The overall algorithm finishes
its task if the required SSIM level is reached. But, if the
SSIM level is not reached, then the algorithm is halted if the
sparseness level reached a predefined level k. Also, another
difference between iOMP and nOMP exists. As illustrated
in [29], iOMP finds the new coefficients in terms of the
differentiation of the SSIM function, but this step is not
sufficient to get the maximum point of structural index. So,
nOMP avoids this issue by solving the optimization problem
iteratively.

B. COMPLEXITY ANALYSIS
This section discusses the time complexity of nOMP
algorithm. First of all, this analysis is performed on one
image block, so, the overall complexity will be as order of
the number of blocks.

To analyze the nOMP’s complexity, let us decompose it to
separated steps as described in Figure 1. For 8 ∈ RM×N and
X ∈ RM , we can analyze the time complexity as follows:

• Steps (4 and 22) convert the image block to a vector and
vice versa and each one requires

√
M operations, so, its

complexity is O(
√
M ).

• Step (5), the inner product has complexity of O(M ).
• Steps (7, 15), the mean and variance calculations
of SSIM requires M multiplications and additions
per iteration. So, for the k iterations, the complexity
becomes O(kM ).

• Step (9), here, the inner product is repeated N times,
so the complexity is O(MN ), but for the k iterations,
it becomes O(kMN ). As for the selection process,
it needs N operations whose complexity is O(N ), and
for the k iterations, it becomes O(kN ).

• Step (10) is the most complex step in OMP. For the
matrix-matrix multiplication, the complexity is O(sM ).
As for the matrix-inverse, the complexity is O(s3). But,
for the k iterations, these complexity levels become
O(k2M ) and O(k4) respectively.
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FIGURE 1. nOMP methodology.

• Steps (11, 12), each step requires M operations, so,
the complexity is O(M ), and for the k iterations, the
complexity becomes O(kM ).

• Step (16), it requires a single operation which is repeated
√
eth+1
1α

times. So, the complexity is O(
√
eth+1
1α

), and for

the k iterations, it becomes O(k
√
eth+1
1α

).
• Step (17), it requires s multiplications which are
repeated

√
eth+1
1α

times. So, the complexity isO(s
√
eth+1
1α

).
But, for the k iterations, the complexity becomes
O(k2

√
eth+1
1α

).
• Finally, Step (18) requires sM multiplications which

are repeated
√
eth+1
1α

times. So, the complexity is

O(sM
√
eth+1
1α

). But, for the k iterations, the complexity

becomes O(k2M
√
eth+1
1α

).
Summing up, the overall complexity of the OMP could be
concluded to be O)(kMN ) as stated in an earlier work [31].
As for the nOMP methodology, its complexity could be
shortly written as O(k2M

√
eth+1
1α

).

IV. SIMULATION STUDY
Some studies tend to reconstruct noise or interference
actively, and then obtain a purer original signal by removing
the reconstructed interference signal from the received signal.

But, in this study, the source of noise is the sparse modeling
itself, hence, the proposed approach and others will try to
enhance the image quality from the point of view of SSIM.
To validate the effectiveness of the proposed method, three
experiments are conducted.
• In Experiment 1, while a sparseness-based sparse
representation by OMP is carried out, a comparison
between iOMP and nOMP is conducted.

• In Experiment 2, while a SSIM-based sparse represen-
tation by OMP is carried out, a comparison between
iOMP and nOMP is conducted.

• In Experiment 3, while a SSIM-based sparse
representation by OMP is carried out, a compari-
son between iOMP, MiOMP, nOMP is conducted.
Also, hybrid techniques are taken into account such
as OMP-BM3D, OMP-TVL1, OMP-SBATV, OMP-
Bilateral, nOMP-BM3D, nOMP-TVL1, nOMP-SBATV
and nOMP-Bilateral., when BM3D [32], TVL1 [33],
SBATV [34] and Bilateral [35] are classic enhancement
techniques.

The prerequisites of this study are two sets of images, the
training and testing sets. Here, the 512×512 training images
shown in Figure 2 are utilized by the MOD method [36]
to generate a data-dependent atoms (DDA). The DDA is a
large and overcomplete set of non-orthogonal basis functions.
On the other side, there is another type of atoms which is
called data-independent atoms (DIA). This type of dictio-
naries are mathematically based such as ‘‘Discrete Cosine
Transform basis (DCT).’’ Here, DIA is a quasi-orthogonal set
of atoms which is required to study the effect of this type of
atoms on the performance of the proposed algorithm. As for
the testing set, as shown in Figure 3 and Figure 4, it consists
of two groups of images, 256×256 images ‘‘person (IMG1),
and monkey’s face (IMG2) which are selected from the
CVG-UGR dataset [37]. Besides this group, this study uses
two satellite images, a Sentinel-1 data (SAR image) and a
Sentinel-2 data (optical image) which were provided by the
Egyptian National Authority for Remote Sensing and Space
Sciences (NARSS).

For the numerical results, wemainly focus on the following
performance metrics:

1) This study uses the Global-SSIM (GSI) to validate
the performance of methodologies. The GSI could be
calculated as follows:

GSI =
1
m

m∑
i=1

LSIi (15)

where LSIi is the Local-SSIM value of the ith image
block, and m is the number of 8 × 8 blocks. So, the
GSI is considered the mean value of the local SSIM
values.

2) Also, in this study, another metric known as the Nor-
malized Mean Squared Error Ratio, or ‘‘NMSE ratio’’
is employed to validate the effect of a methodology M
on the errors obtained by OMP. This metric can be
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FIGURE 2. Training set.

computed as follows:

NMSE ratio =
NMSEOMP

NMSEM
(16)

=
‖X − XOMP‖22/‖X‖

2
2

‖X − XM‖22/‖X‖
2
2

(17)

=
‖X − XOMP‖22
‖X − XM‖22

(18)

3) Like previous metric, the PSNR ratios is used and can
be computed as follows:

PSNR ratio =
PSNROMP

PSNRM
(19)

4) In addition to the foregoing, we have conducted the
student t-test at a level of 0.05 to investigate whether
the out-performances are significant. All significant
changes are highlighted in bold.

A. EXPERIMENT 1: SPARSENESS-BASED STOPPING
CRITERION
1) GSI RESULTS
In this case study, all algorithms do the iterations till the
sparseness level reaches a predefined level. So, all image
blocks will be modeled sparsely at the same level. Table 1
shows the GSI values of OMP, iOMP and nOMP for the group
1 of images. As shown, for G1-IMG1, the GSI values of DIA

FIGURE 3. Testing set (group 1): 256× 256 images.

FIGURE 4. Testing set (group 2): 512× 512 images.

increase gradually per iteration by about 7.23%, 6.25% and
7.28% for OMP, iOMP and nOMP respectively. Comparing
to the conventional OMP, iOMP gives values for the GSI
which are less than that of OMP by approximately 5.18%,
but nOMP enhanced these values slightly by approximately
0.55%.

As for the results of DDA, the GSI values increase
gradually per iteration by about 8.18%, 8.13% and 8.24%
for OMP, iOMP and nOMP respectively. Comparing to the
conventional OMP, iOMP gives values for the GSI which are
less than that of OMP by approximately 0.59%, but nOMP
enhanced these values slightly by approximately 0.3%.

For G1-IMG2, the GSI values of DIA increase gradually
per iteration by about 8.9%, 7.15% and 8.99% for OMP,
iOMP and nOMP respectively. Comparing to the conven-
tional OMP, iOMP gives values for the GSI which are
less than that of OMP by approximately 9.06%, but nOMP
enhanced these values by approximately 0.98%. As for
the results of DDA, the GSI values increase gradually per
iteration by about 9.7%, 9.59% and 9.83% for OMP, iOMP
and nOMP respectively. Comparing to the conventional OMP,
iOMP gives values for the GSI which are less than that of
OMP by approximately 1.29%, but nOMP enhanced these
values by approximately 0.77%.

For G2-IMG1, the GSI values of DIA increase gradually
per iteration by about 10.79%, 8.67% and 10.95% for
OMP, iOMP and nOMP respectively. Comparing to the
conventional OMP, iOMP gives values for the GSI which
are less than that of OMP by approximately 11.73%, but
nOMP enhanced these values significantly by about 1.47%.
As for the results of DDA, the GSI values increase gradually
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TABLE 1. Results of group 1.

TABLE 2. Results of group 2.

per iteration by about 12.34%, 12.35% and 12.57% for
OMP, iOMP and nOMP respectively. Comparing to the
conventional OMP, iOMP gives values for the GSI which are
less than that of OMP by approximately 0.98%, but nOMP
enhanced these values by approximately 0.97%.

For G2-IMG2, the GSI values of DIA increase gradually
per iteration by about 14.15%, 12.84% and 14.38% for
OMP, iOMP and nOMP respectively. Comparing to the
conventional OMP, iOMP gives values for the GSI which
are less than that of OMP by approximately 7.4%, but
nOMP enhanced these values by approximately 1.56%.
As for the results of DDA, the GSI values increase gradually
per iteration by about 16.81%, 16.85% and 17.15% for
OMP, iOMP and nOMP respectively. Comparing to the
conventional OMP, iOMP gives values for the GSI which are
less than that of OMP by approximately 1.38%, but nOMP
enhanced these values by approximately 0.92%.

On average, it could be seen that, the GSI values of DIA
increase gradually per iteration by about 10.27%, 8.73% and
10.4% for OMP, iOMP and nOMP respectively. Comparing
to the conventional OMP, iOMP gives values for the GSI
which are less than that of OMP by approximately 8.34%,
but nOMP enhanced these values significantly by about
1.14%. As for the results of DDA, the GSI values increase
gradually per iteration by about 11.76%, 11.73% and 11.95%
for OMP, iOMP and nOMP respectively. Comparing to the
conventional OMP, iOMP gives values for the GSI which
are less than that of OMP by approximately 1.06%, but
nOMP enhanced these values by approximately 0.74%. Also,

it could be observed that, iOMP is always better than OMP
after selecting the first ac coefficient, then, its performance
degrades gradually.

2) NMSE RATIOS AND VISUAL RESULTS
As for the NMSE ratios for iOMP and nOMP, these are
shown in Figure 5. As can be seen, although the quality
enhancement acquired by nOMP, both iOMP and nOMP
result in more errors in terms of the NMSE. But, nOMP gives
NMSE levels close to that of OMP. For (Group 1, DDA),
see Figure 5(a), the NMSE ratios are 0.906 and 0.964 for
iOMP and nOMP respectively. But for (Group 1, DIA), see
Figure 5(b), these ratios become 0.718 and 0.958 for iOMP
and nOMP respectively.

With regard to (Group 2, DDA), see Figure 5(c), the NMSE
ratios are 0.873 and 0.951 for iOMP and nOMP respectively.
But for (Group 2, DIA), see Figure 5(d), these ratios become
0.712 and 0.936 for iOMP and nOMP respectively.

On average, in terms of theNMSE ratios, nOMP is closer to
OMP than iOMP. As can be seen, the NMSE ratios of nOMP
are approximately 0.95, and the NMSE ratios of iOMP are
approximately 0.8.

Some visual results for the ‘‘Sentinel-2 Opt image’’ are
shown in Figure 6.

B. EXPERIMENT 2: SSIM-BASED STOPPING CRITERION
Now, another case study is considered, when the stopping
criterion becomes the local SSIM level rather than the
sparseness level. This experiment illustrates howmuch image
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FIGURE 5. Average result of NMSE ratios for the images in group 1 and group 2.

FIGURE 6. Visual results of the Sentinel-2 Opt image, 512× 512 , k = 6, DIA.

batches get more sparse at the same GSI level. In other
words, how much GSI level gets more better at the same
sparseness level. The results shown in Figure 7 measures how
much the GSI level is increased when the obtained average
sparseness level is k = 4. Compared to the GSI levels
obtained by the sparseness-based methods (at k = 4) using
the data-independent atoms, OMP shows GSI enhancements

by approximately 3.22%, 2.31%, 3.23% and 2.61% for
G1-IMG1, G1-IMG2, G2-IMG1 and G2-IMG2 respectively.
But iOMP shows enhancements by 0.25%, 0.54%, 1.28% and
1.72% for G1-IMG1, G1-IMG2, G2-IMG1 and G2-IMG2
respectively. As for nOMP, the enhancements become
2.96%, 2.14%, 2.87% and 2.62% for G1-IMG1, G1-IMG2,
G2-IMG1 and G2-IMG2 respectively.
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FIGURE 7. Results of second experiment, GSI level at kavg = 4.
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TABLE 3. Average results of the SIPI dataset, size 128× 128.

On the other side, for the data-dependent atoms at the
same sparseness level, these results changed dramatically
as follows: OMP gives enhancements by approximately
0.4%, 0.86%, 1.33% and 1.37% for G1-IMG1, G1-IMG2,
G2-IMG1 and G2-IMG2 respectively. But iOMP shows
enhancements by 0.5%, 0.76%, 1.46% and 1.6% for
G1-IMG1, G1-IMG2, G2-IMG1 and G2-IMG2 respectively.
Finally, nOMP gives enhancements by approximately 0.48%,
1.02%, 1.25% and 1.4% for G1-IMG1, G1-IMG2, G2-IMG1
and G2-IMG2 respectively.

On average, it could be seen that, the obtained enhance-
ments are 1.92%, 1.01% and 1.84% for OMP, iOMP and
nOMP respectively, and nOMP still outperforms both OMP
and iOMP.

C. EXPERIMENT 3: COMPARISON TO MIOMP AND
HYBRID TECHNIQUES
In this section, to validate the performance of nOMP, another
experiment is conducted on a huge number of images belong-
ing to the USC-SIPI dataset (40 images) [38] and a Sentinel-
1 dataset (40 images). In this experiment, iOMP and nOMP
are compared to MiOMP [30]. Besides that, a comparison
is conducted with another hybrid techniques, in which,
a post enhancement stage is added to OMP and nOMP to
make extra-enhancements. These are entitled OMP-BM3D,
OMP-TVL1, OMP-SBATV, OMP-Bilateral, nOMP-BM3D,
nOMP-TVL1, nOMP-SBATV and nOMP-Bilateral. More-
over, in this experiment, the image size is another factor
which is utilized to validate the performance of all algorithms.
For both datasets we have used two sizes 128 × 128
and 64× 64 . Note that, all bold values shown in the
tables represent significant change in the OMP GSI values
according to the t-test.

1) AVERAGE RESULTS OF USC-SIPI DATASET (128× 128 )
Table 3 shows the average results of the USC-SIPI dataset.
As observed before in [30], iOMP doesn’t exhibit whether
significant or non-significant enhancements, in other words,

all GSI levels of iOMP are below that of OMP. But, it is
also noted that, iOMP gives a unique enhancement at k = 2.
In other words, iOMP works better than OMP if and only if
there is no more than one ac coefficient.

a: EFFECT OF NON-HYBRID TECHNIQUES ON THE GSI
LEVELS OF OMP
As can be seen, while iOMP doesn’t make any improvements,
MiOMP and nOMP do. The acquired improvements by
MiOMP and nOMP are 1.82% and 1.57% respectively, when
the DDA-based dictionary is used. But, for the DIA-based
dictionary, these improvements become 1.21% and 1.49%
respectively.

b: EFFECT OF CLASSIC ENHANCEMENTS ON THE
PERFORMANCE
With the exception of Bilateral method, which performs
well at greater sparseness levels, conventional methods
demonstrate large changes in GSI levels of both OMP and
nOMP at most sparseness levels.

The obtained enhancements for DDA and DIA dictionaries
in OMP-BM3D are 1.85% and 2.15%, respectively. These
enhancements become 0.39% and 1.51% for OMP-TVL1.
The gained enhancements by OMP-SBATV are 1.74% and
3.46% respectively. On the other hand, when these traditional
techniques are employed as a post-stage for nOMP, the results
are improved. For nOMP-BM3D, the changes are 3.32% and
4.24% for DDA and DIA dictionaries respectively. But for
nOMP-TVL1, the changes become 2.33% and 4.23%. These
significant enhancements for nOMP-SBATV reach 3.23%
and 5.45% respectively.

To summarize, regardless of the dictionary type, and in
terms of the gains in OMP’s GSI levels, it can be shown
that after merging BM3D with nOMP, its performance
outperforms both OMP-BM3D and nOMP by about 1.78%
and 2.44%, respectively. In the case of merging TVL1
with nOMP, nOMP-TVL1 outperforms both OMP-TVL1 and
nOMP by about 2.34% and 1.95%, respectively. Also, in the
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TABLE 4. Average results of the SIPI dataset, size 64× 64.

case of nOMP-SBATV, it outperforms both OMP-SBATV
and nOMP by approximately 1.72% and 2.99%, respec-
tively. Finally, when k > 2, nOMP-Bilateral outperforms
OMP-Bilateral by about 3.95%, and nOMP by 0.86%.

2) AVERAGE RESULTS OF USC-SIPI DATASET (64× 64 )
Table 4 shows the average results of the USC-SIPI dataset
sized 64 × 64 . As stated before, iOMP gives a unique
enhancement at k = 2. In other words, iOMP works better
than OMP if and only if there is no more than one ac
coefficient.

a: EFFECT OF NON-HYBRID TECHNIQUES ON THE GSI
LEVELS OF OMP:
There are no improvements obtained by iOMP, as there were
in the case of 128 × 128 . But, MiOMP and nOMP achieve
significant improvements. When the DDA-based dictionary
is employed, MiOMP and nOMP achieve improvements
of 2.18% and 2.05%, respectively. For the DIA-based
dictionary, these values decrease slightly and reach 1.24% for
MiOMP and 1.65% for nOMP.

b: EFFECT OF CLASSIC ENHANCEMENTS ON THE
PERFORMANCE:
Unlike the case of 128×128 , here, the TVL1 is not effective
at all, so it will be excluded from the discussion. But, Bilateral
method is still working well at the high sparseness levels.
On the other side, both BM3D and SBATV are working well
at most levels of k .

Compared to the GSI’s levels of OMP, the obtained
enhancements for DDA and DIA dictionaries in
OMP-BM3D are 1.69% and 2.92%, respectively. For
OMP-SBATV, these values decrease to 1.46% and 2.82%
respectively. On the other hand, when these conventional
methods are employed as a post-stage for nOMP, the results
are improved significantly. For nOMP-BM3D, the changes
are 4.03% and 5.34% for DDA and DIA dictionaries,

respectively. But, for nOMP-SBATV, these enhancements are
3.93% and 5.38% respectively.

To summarize, regardless of the dictionary type, and in
terms of the gains in OMP’s GSI levels, it can be shown
that after merging BM3D with nOMP, its performance
outperforms both OMP-BM3D and nOMP by about 2.37%
and 2.97%, respectively. In the case of nOMP-SBATV, it out-
performs both OMP-SBATV and nOMP by approximately
2.52% and 2.94%, respectively. Finally, when k > 4,
nOMP-Bilateral outperformsOMP-Bilateral by about 5.35%,
and nOMP by 0.98%.

3) AVERAGE RESULTS OF SENTINEL-1 DATA (128× 128 )
Table 5 shows the average results of the Sentinel-1 dataset.
Like the observations found in USC-SIPI dataset, iOMP still
works better than OMP if and only if there is no more than
one ac coefficient.

a: EFFECT OF NON-HYBRID TECHNIQUES ON THE GSI
LEVELS OF OMP:
As can be observed, while iOMP doesn’t make any improve-
ments, MiOMP and nOMP do. The gained improvements by
MiOMP and nOMP are 1.36% and 1.15% respectively, when
the DDA-based dictionary is used. But, for the DIA-based
dictionary, these improvements become 0.95% and 1.22%
respectively.

b: EFFECT OF CLASSIC ENHANCEMENTS ON THE
PERFORMANCE:
With the exception of Bilateral method, which performs
well at greater sparseness levels, conventional methods
demonstrate large changes in GSI levels of both OMP and
nOMP at most sparseness levels.

The obtained enhancements for DDA and DIA dictionaries
in OMP-BM3D are 2.04% and 3.31%, respectively. These
enhancements become 0.92% and 1.52% for OMP-TVL1.
The gained enhancements by OMP-SBATV are 1.91% and
3.28% respectively. On the other hand, when these traditional
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TABLE 5. Average results of the sentinel-1 dataset, size 128× 128.

TABLE 6. Average results of the sentinel-1 SAR dataset, size 64× 64.

techniques are employed as a post-stage for nOMP, the results
are improved. For nOMP-BM3D, the changes are 3.09% and
4.64% for DDA and DIA dictionaries respectively. But for
nOMP-TVL1, the changes become 2.28% and 3.41%. These
significant enhancements for nOMP-SBATV reach 2.71%
and 4.24% respectively. As for nOMP-Bilateral, these values
become 1.02% and 2.32% respectively.

To summarize, regardless of the dictionary type, and in
terms of the gains in OMP’s GSI levels, it can be shown
that after merging BM3D with nOMP, its performance
outperforms both OMP-BM3D and nOMP by about 1.17%
and 2.79%, respectively. In the case of merging TVL1
with nOMP, nOMP-TVL1 outperforms both OMP-TVL1 and
nOMP by about 1.61% and 1.78%, respectively. Also, in the
case of nOMP-SBATV, it outperforms both OMP-SBATV
and nOMP by approximately 0.87% and 2.41%, respec-
tively. Finally, when k > 2, nOMP-Bilateral outperforms
OMP-Bilateral by about 2.87%, and nOMP by 1.77%.

4) AVERAGE RESULTS OF SENTINEL-1 DATA (64× 64 )
Table 6 shows the average results of the Sentinel-1 dataset.
Like the observations found in USC-SIPI dataset, iOMP still

FIGURE 8. Average computation time per sparseness level.

works better than OMP if and only if there is no more than
one ac coefficient.

a: EFFECT OF NON-HYBRID TECHNIQUES ON THE GSI
LEVELS OF OMP:
As can be observed, while iOMP doesn’t make any improve-
ments, MiOMP and nOMP do. The gained improvements by
MiOMP and nOMP are 1.31% and 1.07% respectively, when
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TABLE 7. Average results of NMSE ratios for Experiment 3.

TABLE 8. Average results of PSNR ratios for experiment 3.

FIGURE 9. Visual results of an image belonging to USC-SIPI dataset, 128× 128 , k = 6, DDA.

the DDA-based dictionary is used. But, for the DIA-based
dictionary, these improvements become 0.83% and 1.14%
respectively.

b: EFFECT OF CLASSIC ENHANCEMENTS ON THE
PERFORMANCE:
With the exception of Bilateral method, which performs
well at greater sparseness levels, conventional methods
demonstrate large changes in GSI levels of both OMP and
nOMP at most sparseness levels.

The obtained enhancements for DDA and DIA dictionaries
in OMP-BM3D are 2.07% and 3.28%, respectively. These
enhancements become 0.71% and 1.33% for OMP-TVL1.
The gained enhancements by OMP-SBATV are 1.86% and
3.39% respectively. On the other hand, when these traditional
techniques are employed as a post-stage for nOMP, the results
are improved. For nOMP-BM3D, the changes are 3.13% and
4.74% for DDA and DIA dictionaries respectively. But for
nOMP-TVL1, the changes become 2.1% and 3.37%. These
significant enhancements for nOMP-SBATV reach 2.72%
and 4.65% respectively. As for nOMP-Bilateral, these values
become 0.81% and 1.72% respectively.

To summarize, regardless of the dictionary type, and in
terms of the gains in OMP’s GSI levels, it can be shown

that after merging BM3D with nOMP, its performance
outperforms both OMP-BM3D and nOMP by about 1.23%
and 2.94%, respectively. In the case of merging TVL1
with nOMP, nOMP-TVL1 outperforms both OMP-TVL1 and
nOMP by about 1.7% and 1.75%, respectively. Also, in the
case of nOMP-SBATV, it outperforms both OMP-SBATV
and nOMP by approximately 1.04% and 2.69%, respec-
tively. Finally, when k > 2, nOMP-Bilateral outperforms
OMP-Bilateral by about 2.94%, and nOMP by 1.51%.

5) AVERAGE RESULTS OF (NMSE, PSNR) RATIOS AND
VISUAL RESULTS
Table 7 shows the average results of the NMSE ratios for all
algorithms. As can be observed, nOMP is still outperform
iOMP because nOMP’s errors are closer to OMP’s errors
than that of iOMP. But, MiOMP is more closer to OMP
than both nOMP and iOMP. As for the hybrid techniques,
both BM3D and Bilateral versions of nOMP are closer to
OMP than nOMP, but the Bilateral version only ouperforms
MiOMP. As for the PSNR ratios, these are shown in Table 8.

Finally, some visual results for two images belonging to
the USC-SIPI and Sentinel-1 datasets are shown in Figure 10
and Figure 9 respectively.
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FIGURE 10. Visual results of an image belonging to Sentinel-1 dataset, 128× 128 , k = 6, DDA.

6) COMPUTATION TIME
In terms of execution time, the proposed method’s code is
written inMatlab R2018b. The tests are run on amachinewith
an Intel Core i7 processor and 8 GB of RAM. The average
computation time of OMP, iOMP, MiOMP, and nOMP is
shown in Figure 8. The running times depicted are the amount
of time spent on a single iteration. It can be shown that
nOMP performs better than MiOMP. In nOMP, one iteration
takes 4.4 milliseconds, but in MiOMP, one iteration takes
6.3 milliseconds. It can also be shown that the time used by
MiOMP’s iteration equals the sum of the times taken by both
OMP and iOMP algorithms.

V. CONCLUSION
This paper’s main contribution is an iterative solution
for promoting the structural similarity index levels of
sparseness-based encoded images. Unlike MSE-based
enhancement techniques, this methodology is built on SSIM
and delivers the highest SSIM regardless of the MSE levels
obtained. The proposed method is a novel iterative method
that acts as a modifier for OMP’s sparse coefficient.

Like the work [29], our approach presumes implicitly
that the old coefficients are directly proportional to the
new ones. But, unlike it, nOMP considers each forward
sparse iteration as a standalone stage ‘‘isolation’’ that doesn’t
affect on the next iterations. This type of isolation enables
us to ensure the enhancement process by comparing our
results with the non-modified OMP. Also, our approach is
iterative-based that modifies the coefficients iteratively, and
this task avoids the single-differentiation problem of iOMP
which is stated in section III-A. Besides that, a detailed study
of nOMP is introduced, which includes mathematical and
simulation analysis. To evaluate the nOMP’s performance
precisely, two sets of atoms are selected, data-dependent
atoms (learned atoms, non-orthogonal) and data-independent
atoms (structured, quasi-orthogonal). Through an extensive
experimentation (Experiments 1 & 2), by using standard
images, we discussed the obtained results and validated the
performance of the proposed method. Also, it was noted that,
our approach outperforms iOMP significantly either by DDA
or DIA.

Moreover, through several simulations with the USC-SIPI
and Sentinel-1 dataset (Experiment 3), it was proved that,
by merging some conventional methods such as BM3D,
TVL1, SBATV and Bilateral methods to our approach,
the overall performance is further improved. These results
encourage us to make different hybrid techniques in the
future.
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