
Received March 30, 2022, accepted April 21, 2022, date of publication April 25, 2022, date of current version May 2, 2022.

Digital Object Identifier 10.1109/ACCESS.2022.3170103

An Improved Ant Colony Algorithm for Solving a
Virtual Machine Placement Problem in a Cloud
Computing Environment
NAWAF ALHARBE 1, MOHAMED ALI RAKROUKI 1,2,3, AND ABEER ALJOHANI1
1Applied College, Taibah University, Medina 42353, Saudi Arabia
2Ecole Supérieure des Sciences Économiques et Commerciales de Tunis, University of Tunis, Tunis 1089, Tunisia
3Business Analytics and Decision Making Laboratory (BADEM), Tunis Business School, University of Tunis, Tunis 2059, Tunisia

Corresponding author: Nawaf Alharbe (nrharbe@taibahu.edu.sa)

ABSTRACT The world is currently witnessing many successive changes in several fields, especially in the
field of healthcare which forced countries to impose health policies to provide good services, which drew
health sector strategies focusing on the digital transformation aspect. E-government healthcare applications
are used by dozens of millions of users. This high usage of applications generates a huge network traffic and
needs reliable cloud computing platforms and efficient virtual machine placement models. In this context,
we proposed an improved Ant Colony algorithm to solve a virtual machine placement problem in a cloud
computing environment in order to minimize the total network traffic and the maximum link utilization. The
experimental results demonstrate the effectiveness and efficiency of our proposed algorithm.

INDEX TERMS Ant colony optimization, cloud computing, placement, scheduling, virtualization.

I. INTRODUCTION
Cloud computing is an emerging technology in the infor-
mation field in recent years, and the key technology vir-
tual machine placement has attracted much attention. The
research focuses on improving application performance,
resource load balancing, and saving data center energy con-
sumption. Some achievements have also been made, but there
are still some problems or defects waiting to be resolved.
At present, another impact of the COVID-19 pandemic,
the scale of cloud computing data centers is expanding
rapidly. This is due on the one hand to distance work-
ing/learning/entertainment, and on the other hand to the
implementation of healthcare applications imposed by the
countries [1]–[3]. These latter applications are required to
provide many healthcare related services (mainly they are
used to provide digital proof that a person has been vaccinated
against COVID-19, has recovered from COVID-19 or has
a test result). Therefore, this paper focuses on the problem
of virtual machine placement, and alleviates this problem in
a cloud computing environment through efficient placement
algorithms in order to minimize the total network traffic and
the maximum link utilization.

The associate editor coordinating the review of this manuscript and

approving it for publication was Wei Wei .

The remainder of this paper is organized as follows. The
Section II is an overview of cloud computing, virtualiza-
tion technology, and the basic model of virtual machine
placement. In Section III, some important related works
to the virtual machine placement problem are presented.
The description of the problem under consideration is pre-
sented in Section IV. In Section V, we propose an improved
Ant Colony Optimization algorithm to our problem. The
experimental results are presented in Section VI. Finally,
Section VII summarizes this research work.

II. CLOUD COMPUTING AND VIRTUALIZATION
Cloud computing is the development of distributed comput-
ing, parallel computing, and grid computing. Through vir-
tualization technology, the infrastructure is logically formed
into a virtual resource pool. Computing resources, storage
resources, and network resources are distributed on a large
number of distributed computers. Users no longer need to
deploy server clusters locally, and can rent cloud resources
on demand through the Internet.

Technically, virtualization is a resource management tech-
nology, located on the upper layer of hardware resources.
Through this technology, the underlying hardware resources
such as memory, CPU, network, etc. can be abstracted and
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separated, so that users can use it in a better way. These
resources, the virtualized resources are not restricted by the
deployment method, geographic area or physical configura-
tion of the existing resources. The essence of this technology
is to view heterogeneous or homogeneous physical resources
from a logical perspective, and to utilize resources from a
logical perspective rather than a physical perspective. The
original intention of the development of virtualization tech-
nology is to solve some of the problems faced by traditional
IT infrastructure, such as low infrastructure utilization, rising
costs, failover and insufficient disaster protection, etc. Cur-
rently, this technology is applied to servers, networks, and
storage.

The mapping of virtual machines to physical machines is
related to cloud data center system performance, resource
utilization, electricity consumption, etc. Effective mapping
not only brings business benefits to cloud providers, but
also improves applications performance on it and improves
service quality. The existing virtual machine placement
strategies mainly focuses on server resources, such as CPU,
memory, etc. Dong et al. [4] proposed an effective placement
of virtual machines in order to reduce the number of active
physical servers in the data center. Li et al. [5] considered the
balanced utilization of multi-dimensional resources (CPU,
memory) on the physical server to avoid resource waste
caused by the bucket effect and improve resource utilization.

Researchers often ignore the impact of cloud data center
network performance on the system.When the network delay
is large, the number of tasks processed by the virtual machine
per unit time is reduced, and the quality of service is reduced.
Large-scale cloud data centers generally have thousands of
servers, which are connected layer by layer through switches
to form a huge network system. Al-Fares et al. [6] presented
the Tree network topology (see Figure 1) as an example and
pointed out that the servers connected to the same switch
have the largest network bandwidth, such as server A and
server B; if the communication between the servers has to
go through for switches at the aggregation layer, the network
bandwidth will generally be reduced by 1/4 to 1/8 of that
of the rack switches, such as server A and server D; if it
passes through the core layer switch, the network bandwidth
will drop more and the delay will increase, such as server A
with server E. It can be seen that the more switches that pass
through the network communication process, the lower the
communication performance.

In a cloud data center, users’ web applications or other
applications such as high-performance distributed tasks will
be deployed onmultiple virtual machines. Due to the inherent
dependencies between multiple components in the applica-
tion, frequent network communication occurs. Through the
above analysis, it can be seen that this group of associated
virtual machines should be deployed on the same physical
machine as much as possible or the communication between
them should pass through fewer switches to reduce the com-
munication delay between virtual machines and improve ser-
vice quality.

FIGURE 1. Tree network topology.

The influence of network factors on system performance
has begun to be widely considered in the literature.
Pires et al. [7] have proposed amulti-objective optimized vir-
tual machine placement strategy. While considering energy
saving and the economic benefits of cloud providers, he pro-
posed minimizing data center network traffic by plac-
ing large-traffic virtual machines in a centralized manner.
Wen et al. [8] proposed an efficient online virtual machine
placement algorithm to solve the problem of network con-
gestion, and optimized the total data center network traffic
through virtual machine placement to localize the distribution
of traffic. Generally speaking, reducing the total network
traffic will reduce the link congestion rate. However, the
traffic localization reduces the risk of link congestion at the
core layer, but it increases the risk of congestion at access
layer and aggregation layer.

III. RELATED WORK
Regarding the literature on virtual machine placement, the
most common studied performance criteria is the optimiza-
tion of energy consumption and network performance. Pires
and Barán [9] have considered SLA (Service-Level Agree-
ment) as constraint to minimize energy consumption, min-
imize network traffic, and maximize economic benefits.
Fang et al. [10] proposed a power-efficient solution by aggre-
gating virtual machines on to fewer physical machines to
make the communication distance between virtual machines
closer. They considered the Fat-Tree network topology and
the OpenFlow network protocol. In this way, the network
traffic will pass through the core switch as little as possible.
However, minimizing electricity consumption costs and work
delays, generate a significant increase in local link utilization
and cause network congestion.

Luo et al. [11] studied the problem of reduced data center
resource utilization and increased network latency due to
some virtual machines being shut down or stopped. They
proposed a network-aware virtual machine placement strat-
egy to improve the overall network communication per-
formance and user service quality through periodic virtual
machine migration. However, the virtual machine migra-
tion process requires a large network bandwidth, and the
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resources overheads on the physical machine where it is
located increase, which will inevitably reduce the perfor-
mance of other virtual machines on it.

Montgomery and Randall [12] proposed using virtual
machine migration technology to reduce the total network
traffic. They showed that the localization of network traffic
can reduce the maximum link utilization rate and reduce net-
work congestion. Therefore, they believe that optimizing the
total network traffic is consistent with the goal of minimizing
the maximum link utilization. Jiang et al. [13] reviewed and
evaluated two methods of joint virtual machine placement
and routing selection to optimize data center network perfor-
mance and network resource utilization. The network traffic
is localized through the virtual machine placement strategy,
and the network traffic of all virtual machines does not spread
across the entire link of the data center. However, their meth-
ods are not suitable for a large number of virtual machines
requested by users of large data centers.

Kalra and Singh [14] provided an extensive survey of
several metaheuristic algorithms, in cloud and grid environ-
ments. A comparative analysis of these algorithms has been
presented under different aspects. The studied metaheuristics
have been mainly compared in term of encoding scheme,
initial population generation, optimization criteria, and nature
of scheduled tasks.

Liu et al. [15] proposed an ant colony-based algorithm
combined with some local search approaches for minimizing
the number of active physical servers. They showed that the
proposed algorithm can group candidate virtual machines
together, and then efficiently decreases the number of active
utilized servers. Alharbi et al. [16] considered the problem of
virtual machine placement problemwith the objective of min-
imizing energy consumption. They proposed an ant colony-
based approach by combining a First-Fit-Decreasing (FFD)
algorithm with two known ant colony systems, and showed
that the obtained method provide better solutions. Supreeth
and Patil [17] have presented an extensive literature review
on virtual machine scheduling strategies. They discussed
literature findings and indicated some research concerns in
scheduling tasks and virtual machine placement techniques.
They also discussed virtual machine placement methods,
as well as their advantages and specifications. Wei et al. [18]
used an adaptive parameter setting technique for improving
an ant colony optimization algorithm, with the objective of
minimizing energy consumption and communication costs.
They showed that the proposed algorithm outperforms some
existing algorithms and the runtime has been significantly
reduced under various traffic patterns and setups.

Recently, Abohamama and Hamouda [19] proposed a
hybrid virtual machine placement algorithm in order to
improve the energy consumption rate of cloud data centers
through minimizing the number of active servers that host
virtual machines. They showed that the proposed genetic
algorithm provides promising results in term of energy saving
and resource wastage compared to other approaches. A par-
allel ant colony algorithm, namely PACO-VMP, has been

proposed by Peake et al. [20]. The proposed method has
taken advantages of parallelization and modern processor
technologies in order to generate high quality solutions, and
the effectiveness of the proposed algorithm has been showed
by comparison to well-known nature-inspired algorithms.
Raghmani et al. [21] considered the problem of load balanc-
ing in a high-performance cloud computing environment.
They proposed a hybrid fuzzy ant colony algorithm in order
to distribute the load efficiently on servers, and showed the
effectiveness of the proposed hybrid algorithm, especially in
the case of a high number of nodes. Ajmal et al. [22] proposed
a combined an ant colony algorithm with a genetic algorithm
in order to efficiently scheduling tasks in a cloud data center.
By splitting tasks into groups and identifying loaded virtual
machines, they showed that the proposed approach consid-
erably reduces solution space. The experiments showed that
the computation time and the total data center costs have been
reduced by 64% and 11%, respectively.

From the literature review, we can see that the objectives
considered in the virtual machine placement problem are
diverse and complicated, and various approaches have been
proposed to solve this challenging problem. In the following
is a summary of our paper’s main contribution:

1) Optimizing the total network traffic and the maximum
link utilization based on multi-constraints.

2) An improved Ant Colony Optimization (ACO) algo-
rithm by integrating a Simulated Annealing (SA) pro-
cedure in order to provide more satisfactory, especially
in term of quality of solutions.

3) Analyze the efficiency of the proposed algorithm on
various network topologies.

IV. PROBLEM DESCRIPTION
In this paper, we investigate the problem of virtual machine
placement. We have to assign a group of virtual machines
to physical nodes with the objective of optimizing network
performance under the premise of meeting the resource con-
straints of the physical nodes. More precisely, the problem
can be stated as follows.

We are given a cloud data center sharing M physical
machines, denoted as P = {P1,P2, . . . ,Pi, . . . ,PM }. Each
physical machine Pi has d available resources (such as CPU,
memory, bandwidth, storage, etc.). Each resource j has a
capacity Hi,j, where j ≤ d . The users applied for a group
of N virtual machines V = {V1,V2, . . . ,Vi, . . . ,VN }. The
required resource j of any virtual machine Vi is denoted
as Ri,j.

The network traffic of each group of virtual machine pairs
is estimated according to user needs, and represented by an
undirected graph G = (V ,E) where V is the set of virtual
machines requested by the user, E = {(Vi,Vj) : Vi,Vi ∈ V }
is the set of link (Communication traffic) between the virtual
machines Vi and Vj. The weight of edges is denoted by Tij.
Figure 2 shows a schematic diagram of a group of associated
virtual machines.
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FIGURE 2. Group of associated virtual machines.

TABLE 1. Symbols and their meanings.

The data center network topology is represented by an
undirected graph D = (P,E), where P is the set of all
physical machines, E = {(Pi,Pj) : Pi,Pi ∈ P} is a link
(communication traffic) between the physical machines Pi
and PJ . The weight of edges Cij indicates the bandwidth of
the link.

The main goal is to deploy a group of associated virtual
machines on a physical machine in order to minimize the
total network traffic of the data center while minimizing
the maximum link utilization under the premise of meeting
the resource constraints of the physical machines.

All symbols and their meaning are provided in Table 1.

A. RESOURCE CONSTRAINTS
The basis of the virtual machine placement problem is to
select the corresponding physical machine to carry the virtual
machine requested by the user. Therefore, the first condition
is that the user’s most basic resource request, that is, the
physical server resource request, must be satisfied. Let πij a
binary variable, πij = 1 if a virtual machine Vi is deployed on
a physical machine Pj, πij = 0 on the contrary. Yi represents
the state of a physical machine Pi, Yi = 1 indicates that the
physical machine is running, and Yi = 0 indicates that the
physical machine is in the shutdown state. Hence, the feasible
decision space for the virtual machine placement problem is
expressed as follows:

π = {π ij ;π
i
m ∈ {0, 1},

M∑
m=1

π im = 1}; ∀i ∈ {1, 2, . . . ,N }

N∑
i=1

π ijRi,x ≤ YjHj,x; ∀x ∈ {1, 2, . . . , d} (1)

The first equation means that for any request, the virtual
machine must be deployed on the corresponding physical
machine, and the latter equation is the resources constraints
of the physical machine. All resources requirements of all
virtual machines deployed on the same physical machine
must be less than the resources capacities of the physical
machine.

B. TOTAL NETWORK TRAFFIC
Themore network links the network traffic flows through, the
longer the network delay, and delay is one of the most impor-
tant factors to influence the quality of service. Therefore,
by restricting the selection of unnecessary long paths, the total
network traffic and total transmission time can be reduced.
The total network traffic is calculated based on the estimated
network traffic and communication delay between virtual
machine pairs. The network traffic matrix A = (aij)N×N for a
given virtual machine group can be represented by (2), where
aij represents a network traffic between two virtual machines
Vi and Vj. The two elements of communication delay are
propagation delay and queue delay. Queue delay is the delay
experienced by packets while waiting for transmission on the
link, which can be reflected by the link utilization rate, so we
only consider here the propagation time. The propagation
delay can be measured by the number of route hops passed
in the propagation process. The propagation delay matrix
B = (bln)M×M can be represented by (3), where bln represents
the number of switches or routers passing through between
two physical machines Pl and Pn, the greater the number, the
greater the communication delay. The total network traffic
objective function is expressed by (4), where πij represents a
virtual machine Vi, deployed on a physical machine Vj.

A =

a11 . . . a1N
...

...
...

aN1 . . . aNN

 (2)

B =

 b11 . . . b1M
...

...
...

bM1 . . . bMM

 (3)

The optimization goal for this criterion is,

minimizeWtraffic =

N∑
i,j=1

aijbπ ij (4)

C. NETWORK LINK UTILIZATION
The maximum link utilization rate is used to characterize the
degree of network congestion. The network is regarded as
the integration of all links, and network traffic distribution is
balanced to reduce network congestion. The link utilization
rate can be expressed as follows:

Lutilize =

N∑
i,j=1

x i,js,t

Cs,t
(5)
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where Cs,t is the maximum bandwidth that the link (s, t) can

handle, x i,js,t is the time of the network traffic allocated to the
communication between virtual machine Vi,Vj via link (s, t).
The optimization goal for this criterion is:

minimize max(Lutilize) (6)

D. GLOBAL OBJECTIVE FUNCTION
Our aim is to optimize the network performance of virtual
machine groups through virtual machine placement. First,
we minimize the total network traffic of the data center, and
minimize the maximum link utilization under the condition
that it has little effect on the total network traffic. The objec-
tive function is as follows:

minimize f = aWtraffic + Lutilize

s.t.



N∑
i,j=1

x i,js,t − x
i,j
t,s

N∑
i,j=1

x i,js,t ≤ Cs,t

x i,js,t ≥ 0

(7)

where a is a constant.

V. ANT COLONY OPTIMIZATION ALGORITHM
Metaheuristic algorithms are generally used to solve
combinatorial optimization problems, such as Ant Colony
Optimization algorithm (ACO), Genetic Algorithm (GA),
Simulated Annealing (SA), Tabu Search (TS), etc. Compared
with traditional methods, these algorithms can still search
for good solutions and even optimal solutions even when the
instance scale is large. These metaheuristics has been suc-
cessfully used to solve different combinatorial optimization
problems (Traveling Salesman Problem (TSP) [23], Job-shop
scheduling problem [24], assignment problem [25], etc.).

A. ACO ALGORITHM DESCRIPTION
ACO algorithm is a probabilistic algorithm, proposed by
Dorigo [26] for finding an optimized path in a graph. Accord-
ing to a long-term study by imitation biologists, although ant
colonies have no vision, they can trigger from the source to
find the shortest path to a food source. The reason is that
the ants themselves release a secretion-pheromone. When an
ant arrives at a certain intersection, it will determine which
path to choose based on the pheromone concentration in
each direction. The higher the pheromone concentration, the
greater the probability of being selected. At the same time,
the ant will leave the pheromone on the path passed by. The
pheromone concentration is inversely proportional to the path
length. Also, some ants will randomly choose a path to move
forward at intersections without pheromone, thus forming a
positive feedback mechanism. After the ants find the food

source, they will return with the food and go back and forth
between the source point and the food source. This way, the
ants on a short path will go back and forth more times, leaving
a naturally high concentration of pheromone, which makes
more and more ants choose this path. In ACO algorithm, each
ant is an independent individual (solution), looking for a path
independently, and all ants exchange information through
pheromone, so the ant colony is a highly self-organizing
system.

The following will analyze the advantages of the basic
ant colony algorithm ACO, clarify the reasons for choosing
this algorithm in this paper, analyze its defects as a basis for
subsequent improvements [27]–[29].

(1) Advantages of ACO algorithm:
(a) Strong robustness: Compared to other metaheuristic

algorithms, it has strong robustness and good performance
when it is well set, and its basic algorithm model can be
applied to problems with easy modifications.

(b) Parallelism: Using a positive feedback mechanism, all
ants search for the solution of the problem independently and
in parallel, which is consistent with the characteristics of the
cloud computing environment.

(2) Defects of ACO algorithm:
(a) The convergence speed is slow: After all the ants

in the algorithm complete a round of searching, they
update the pheromone of all the paths passed by, result-
ing in the pheromone difference of each path is not
obvious.

(b) Easy to stagnate: After the search has progressed to a
certain level, all individual solutions are consistent, and there
is no way to proceed with the next trial search to jump out of
the local optimum.

B. MATHEMATICAL MODEL
In order to clearly explain the mathematical model of the
ACO algorithm, we will explain it based on the classical sym-
metry traveling salesman problem (TSP). The general formu-
lation of the TSP problem is: a traveling salesman departure
from the city C1, needs to go to the cities {C2,C3, . . . ,Cn}
to sell goods and finally return to the city C1, where the
distance between any two cities is known, how should the
traveling salesman choose the route to make the total route
the shortest. It has been proved that the TSP problem is an
NP-hard problem. The road map composed of n cities is
abstracted as a graph G = (V ,E), where V is the vertex
set, which represents the set of all cities; E = (Vi,Vj) :
Vi,Vj ∈ V is the edge set, the weight of the edge dij represents
the distance between the cities {Ci and Cj}. The objective
of the TSP problem is to find a Hamiltonian loop with the
shortest length from the graphG. Let xij a binary variable such
as:

xij


1; if (Vi,Vj) is on the Hamiltonian loop

0; Otherwise

(8)
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Then the classical symmetric TSP problem can be
expressed by the following mathematical model:

minimize Z =
n∑
i=1

n∑
j=1

dijxij (9)

s.t.



n∑
j=1

xij = 1; ∀i ∈ V

n∑
i=1

xij = 1; ∀j ∈ V

∑
i∈S

∑
j∈S

xij ≤ |S| − 1; ∀S ⊂ V ; 2 ≤ |S| ≤ n− 1

xi,j ∈ {0, 1}

(10)

Constraints 1 and 2 indicate that for each vertex in the
graph, only one edge is allowed in and one edge is out;
Constraint 3 indicates that no sub-loop solutions are allowed
to be generated. The ACO algorithm solves the TSP problem
as follows. Set the number of ants in the system as K , and
assign the same initial value to each path at the beginning as
the initial pheromone τ0. Then, all ants independently look
for a Hamiltonian loop with the shortest length in graph G.

1) TRANSITION PROBABILITY CRITERION
When the ant reaches a certain node, it decides the next
search node according to the size of the pheromone on the
path. The transition probability is calculated according to the
size of the pheromone and heuristic information. In order to
facilitate the memory of the nodes searched by ants, a tabu list
tabuk is added for each ant k and the nodes searched by each
ant k are added to its tabu list tabuk . The subsequent search
should be for the nodes that are not in tabuk . The transition
probability is calculated as follows.

Pkij(t) =


(τij(t))α(ηij(t))β∑

s⊂allowk
(τis(t))α(ηis(t))β

; if j ∈ allowk

0; Otherwise

(11)

ηij(t) =
1
dij

(12)

where the set allowk = V − tabuk ; τij(t) is the pheromone
size between Vi and Vj; ηij(t) is the heuristic information that
reflects the ants at the node Vi. The degree of expectation is
calculated according to (11); dij the smaller the ants arrive
to Vi from Vj, the higher the expectation level; α reflects the
importance of pheromone in the process of ant optimization.
The larger the value, the more likely the ant is to choose the
path taken by other ants, and the stronger the cooperation;
β is a heuristic information factor, which reflects the degree
of influence the ants have on the heuristic information in the
search process [12].

2) LOCAL UPDATE RULE
In order to reduce the repetitive selection of the path that has
been previously selected and the algorithm falls into a local
optimum, a negative feedback mechanism is introduced, and
the pheromone on the path will be correspondingly reduced
over time.

τij(t + 1) = (1− ξ )τij(t)+ ξτ0; (13)

τ0 =
1

ndminij

(14)

where τ0 is the initial pheromone, ξ ∈ [0, 1] is a decay
coefficient, and dminij is the value with the smallest weight
among all edges.

3) GLOBAL UPDATE RULE
The ant that has obtained the global best solution performs a
global pheromone update to the path of the solution, and the
update rule is as follows.

τij(t + 1) = (1− ρ)τij(t)+ ρ1τij(t) (15)

1τij(t) =
K∑
k=1

1τ kij (t) (16)

where ρ ∈ [0, 1] is a volatile factor, and 1τij(t) is the total
pheromone increase through (Vi,Vj).

C. THE PROPOSED HACOS ALGORITHM
In this section, we describe our hybrid ACO algorithm
(denoted HACOS). Figure 3 is the overall flow chart of
our proposed algorithm. The hybridization and improvement
points are reflected in the dashed rectangle in Figure 3.
The pheromone update rule is improved according to the
simulated annealing mechanism. Instead of updating the
pheromone of all the paths searched by the ants, it updates
part of the paths to speed up the convergence of the algorithm,
and locally optimize the current round of best solutions gen-
erated after each iteration, so that the algorithm has the ability
to jump out of the local optimum. The pheromone in our
algorithm is defined as the support rate for deploying virtual
machines on physical nodes, and in order to avoid premature
convergence, the pheromone is volatile. The heuristic infor-
mation is defined as the degree of expectation of deploying
virtual machines on physical nodes. Larger, the greater the
probability of successful deployment.

Algorithm quality mainly depends on the definition of
pheromone and the determination of pheromone update rules.
Pheromones for the virtual machine placement problem are
generally divided into two categories: one is established
between the virtual machine and the physical node, known
as the VM-Host, and the other VM-VM [30] is established
between virtual machines. In our algorithm, we have chosen
the first method. Assume that the number of physical nodes
is M , the number of virtual machines is N , and the number
of ants is K . All ants work independently. Initially, they are
randomly assigned to each virtual machine node, and each
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has a queue of virtual machines to be deployed. The specific
process of our proposed algorithm is presented in Figure 3.

1) PHEROMONE DEFINITION
Our optimization goal is to minimize the total traffic of
the data center network and the maximum link utilization.
Therefore, the pheromone will consider these two factors
at the same time, and the degree of influence of the two
factors on the optimization problem is uncertain, so the ant
is proceeding. A random number is generated when the path
is transferred, which indicates the importance of the total
network traffic and the maximum link utilization. Since there
was no pheromone generated during the initial test, all the
ants randomly choose a deployment route.

2) HEURISTIC INFORMATION DEFINITION
Heuristic information ηij indicates the degree of expectation
of a virtual machine Vi can be assigned to a physical machine
Pj.Weminimize the data center network traffic, andminimize
the maximum link utilization when it has little impact on
the network traffic. Therefore, when an ant is preparing to
deploy a virtual machine Vi, it should give priority to select-
ing a physical node Pi with the minimum network traffic.
Therefore, heuristic information is defined as the product of
network traffic and communication distance as follows:

ηij =

N∑
n=1

ainbjπ (n) (17)

where N is the number of virtual machines, ain is the network
traffic between a virtual machine Vi and a virtual machine Vn,
and bjπ (n) is the number of route hops between two physical
machines Pj and Pπ (n).

3) STATE TRANSITION RULE
In ACO algorithm, each ant k has a corresponding tabu list
tabuk . When an ant k deploys a virtual machine Vi to a
physical machine Pj, the virtual machine Vi is placed on the
tabu list tabuk . The subsequent search process can only be for
the node that are not in the tabu list. The ants deploy virtual
machines to physical machines one by one according to the
transition probability. The transition probability is expressed
as follows:

Pkij(t) =


(τij(t))α(ηij(t))β∑

i/∈tabuk
(τij(t))α(ηij(t))β

; if j ∈ allowk

0; Otherwise

(18)

where Pkij(t) is the probability of the ant k deploys the virtual
machine Vi to the physical node Pj; allowk is the set of
physical nodes that the ant k can select; α is the pheromone
factor (indicates the degree of influence of the pheromone in
the process of choosing a path by the ant); β is the heuristic
factor (which indicates the degree of influence of heuristic
information in the process of ants for choosing a path).

4) SIMULATED ANNEALING MECHANISM
Another improvement in our proposed algorithm is to include
to it a Simulated Annealing (SA) mechanism. As the tem-
perature gradually decreases with the number of iterations,
according to the current temperature. According to the SA
mechanism, an updated solution set is generated from the
solution space searched by all ants. Then, we update the
corresponding pheromone in the updated solution set, and use
the global update rule to strengthen the pheromone. At the
end of each iteration, the solution in the candidate set is
selected with a certain probability, and the pheromone update
is performed on the path it has passed. Initially, the solution
in the candidate set with high temperature is selected with a
large probability, so that the global pheromone is widely dis-
tributed and will not fall into a local optimum. As the number
of iterations increases, the temperature gradually decreases,
and the probability that a worst solution in the candidate
set is selected gradually decreases. Thereby, the pheromone
update is concentrated on the better path, which speeds up
the algorithm convergence speed. The specific definition and
process are as follows:
Definition 1: All ants will generate a deployment

plan after completing an iteration, and all the plans are
formed into a candidate solution set, denoted as C =

antk (Sk , fk ); 1 < k ≤ K , where Sk represents the deployment
plan generated by the ant k , fk indicates the objective function
value of the plan, calculated by (7).
Definition 2: After each iteration, a local best solution will

be generated, which is the best solution among all ants in
this iteration, denoted as antlocalbest (Slocalbest , flocalbest ). The
current global best solution is denoted as antbest (Sbest , fbest ).
Definition 3: According to the SA mechanism, it’s deter-

mined whether the solutions in the candidate set need to be
updated one by one. The selected solutions form an update
set are denoted as U = antk (Sk , fk ).

The candidate set is generated after completing an iteration
according to the above-defined algorithm, and the solutions
in the candidate set will be accepted to be added to the update
set according to the Metropolis–Hastings [30], [31] criterion
(Eq. (21)). Let ε a randomly generated number drawn on
[0, 1], if the acceptance probability P is more than ε, then add
the solution to the update set as in (21), otherwise the solution
is rejected. The initial acceptance probability of annealing is
close to 1, and the pheromone update is performed on the
deployment plan corresponding to the updated centralized
solution to make the pheromone distribution more widely
and avoid falling into a local optimum. After all the ants
complete one iteration, the algorithm performs cooling pro-
cessing, setting a reasonable cooling processing mechanism,
such as in (22). As the number of iterations increases, the
temperature gradually decreases, the acceptance probabil-
ity decreases, and the probability of a poor solution being
accepted decreases, which makes the pheromone distribution
on the path more concentrated and speeds up the algorithm
convergence speed. In order to strengthen the solution quality,
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the current global best solution antbest (Sbest , fbest ) is required
to update its pheromone after each iteration t .

1f = fk − flocalbest (19)

P =


exp−θ1f /T , if 1f > 0

1, if 1f = 0

(20)


P ≥ ε, Update the pheromone

P < ε, Don’t update the pheromone

(21)

T (t + 1) = ϕT (t) (22)

where ϕ is the cooling factor ϕ ∈ [0, 1].
As the temperature T gradually decreases, the pheromone

update is more and more concentrated on the better solu-
tion. In order to avoid the algorithm from falling into
a local optimum prematurely, we perform the following
partial optimization function antlocalbest (Slocalbest , flocalbest )
after each iteration: Randomly exchange virtual machine
pairs on the physical machine to generate a new solution
antnew(Snew, fnew), such as fnew− flocalbest < 0 then accept the
solution and add it to the update set. The random exchange is
repeated h times. During the exchange process, all constraints
must be met.

5) PHEROMONE UPDATE
According to the update set obtained previously, the search
path corresponding to the solution in the set is updated locally,
and the update rule is as in (23).

τij(t) = (1− ρ)τij(t − 1)+
K∑
k=1

1τ kij +1τ
best
ij (23)

τ kij =
flocalbest
fk

(24)

τ bestij =
flocalbest
fbest

(25)

where 1τ kij is the pheromone left behind when the ant k
deploys the virtual machine Vi to the physical machine Pj,
τ bestij is the pheromone on the current global best solution
path, and ρ is the volatile factor.

6) HACOS ALGORITHM IMPLEMENTATION
Our proposed HACOS algorithm is shown in Figure 3 and
Algorithm 1. The algorithm process can be stated as follows.

Input:
Virtual machine required resources R, Physical machine

resources H ; Network topology G, link capacity, esti-
mated traffic between virtual machines; Algorithm parame-
ters K , α, β, ρ; Simulated annealing mechanism parameters
Tmax , Tmin, θ, ϕ.

Output:
Mapping relationship between virtual machine and phys-

ical machine π ; The final solution objective function
value f .

FIGURE 3. Flow chart of HACOS algorithm.

Algorithm flow:
1) Initialize parameters and randomly generate a virtual

machine deployment plan;
2) Randomly place the ant k put on the virtual machine i;

select a physical node according to (18); add the deployed
virtual machine to the tabu table tabuk ;

3) According to the method of step 2, ants deploy virtual
machines others than in tabuk until all virtual machines are
deployed, and generate a deployment plan πk ;

4) Repeat steps 2 and 3 for all ants to generate a candidate
set C , update the global best solution f , and generate a local
best solution flocalbest ;

5) Locally optimize the local best solution generated
in this iteration, and randomly exchange virtual machine
pairs on the physical machine to generate a new solution
antnew(Snew, fnew), such as fnew − flocalbest < 0. Then accept
the solution, add it to the update set U , and repeat random
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exchange h times (all constraints must be satisfied during the
exchange process);

6) Select the solution in the candidate set to the update set
according to (20)(21), and update pheromone according to
(23)(24)(25);

7) If T < Tmin, the algorithm ends, and outputs π , f ;
Otherwise update T according to (22) and return to step 2;

Algorithm 1 HACOS Algorithm
Initialize: α, β, θ, φ,Tmin,Tmax
T = Tmax;
while T > Tmin do
for ant k = 1 to K do
for VM i = 1 to N do

//Deploy all unassigned Vi
for host j = 1 to allowk do
if i /∈ tabuk then

Calculate ηij according to (17)
Calculate Pkij according to (18)
if Pkij > Pmax then
//Record Pmax with the highest Pkij
Pmax = Pkij; h = j;

end if
i→ h //Ant k deploys Vi to Ph

end if
end for

end for
//Add the deployment plan of ant k to the candidate
set
C = πk ;
Calculate fk according to (7);
if P > ε then

//Add the deployment plan of ant k to the update set

U = πk ;
end if

end for
Update pheromone according to (23)(24)(25);
T = ϕT ;
U = ∅;C = ∅;

end while
return f , π ; //Return the best deployment plan

VI. EXPERIMENTAL RESULTS
In order to verify the effectiveness of our proposed algorithm,
we conducted simulation experiments based on the well-
knownCloudSim platform. The experiments have been coded
in JAVA language, and the hardware configuration of the
experiment environment is: CPU 3.2GHz, RAM 8GB.

The test problems as generated as follows. The number of
virtual machines configured in the experiments is 100, the
number of physical machines is 50, the computing capacity of
the physical machines is 1500MIPS, the memory is 8GB, the
computing resource requests of the virtual machines is C ∈
{200MIPS, 500MIPS, 700MIPS}, and the memory resource

TABLE 2. ACO algorithm parameters.

TABLE 3. Simulated annealing mechanism parameters.

requests isM ∈ {512MB, 1024MB, 2560MB}. According to
the sets C and M , 150 virtual machines are randomly gener-
ated. The network traffic between virtual machines is similar
to the measurement data in Meng et al. [32]. Our experiments
are divided into two parts: one is a single-objective optimiza-
tion of total network traffic, which is carried out in three
different network topology environments, namely Tree, Fat-
Tree, and VL2 (Virtual Layer 2); the other is a bi-objective
optimization of total network traffic and link utilization rate
under the Fat-Tree network topology. In the experiments, the
tasks are set as full-load tasks, that is, the task demand is
constant, and the data of the data center is simulated for
3 hours.

The selection of different parameters of an algorithm will
have different effects on the algorithm. According to Kumar
and Raza [33], in the analysis of the ant colony algorithm
parameter selection, combined with our proposed algorithm,
the parameters are constantly adjusted during the experi-
ments, in order the stronger global search performance.
The parameters of our HACOS algorithm are shown in
Tables 2 and 3.

A. PERFORMANCE OF THE PROPOSED ALGORITHM FOR
MINIMIZING THE TOTAL NETWORK TRAFFIC
The purpose of this paper is to optimize the total network
traffic of the data center, and to minimize the maximum link
utilization when the total network traffic does not change
much. First, we optimize the total network trafficwith a single
objective, and test the total network traffic and link utilization
under the three mentioned network topologies. Our proposed
algorithm is compared to the basic ACO and BFD (Best-
fit decreasing) algorithms. The BFD algorithm abstracts the
virtual machine group into a power undirected graph, sorts all
the nodes in the graph in descending order of degree, and then
selects the physical machine based on the principle of placing
the virtual machines with high traffic on the same physical
machine node.

When optimizing the total network traffic only, it can be
seen from the comparison chart of total network traffic in
Figure 4, the comparison chart of maximum link utilization
in Figure 5, and the comparison chart of minimum link uti-
lization in Figure 6:
(a) Our proposed algorithm HACOS is very effective and

outperforms both ACO and BFD. Indeed, HACOS present
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FIGURE 4. Comparison of total network traffic (single objective
optimization).

almost the lowest values, except for the total network traffic
under VL2 topology;

(b) The total network traffic generated by the same opti-
mization algorithm under different network topologies is dif-
ferent. Under the Tree network topology, the total network
traffic is the smallest whereas it’s the largest under the Fat-
Tree topology;

(c) Tree: The network traffic under the Tree network topol-
ogy is relatively small, but the maximum link utilization rate
is relatively high, and the minimum link utilization rate is
also higher than that under the other two network topologies.
We can conclude that a placement strategy that only optimizes
the total network traffic will generate network congestion
caused by this network topology;

(d) Fat-Tree: The maximum link utilization rate is the
smallest, and the total network traffic is relatively large, indi-
cating that the traffic distribution under this network topology
is relatively balanced;

(d) VL2: The large difference between the maximum link
utilization rate and the minimum link utilization rate under
this network topology indicates that the network traffic is
unevenly distributed.

According to the above-mentioned viewpoints, the max-
imum link utilization rate is significantly higher when the
total traffic of the data center network is optimized by a
single objective. Under different network topologies, the
network traffic distribution is different. The Tree network
topology has lower network traffic, but the maximum link
utilization rate is relatively high. The main reason is that
there is generally a bandwidth convergence ratio between
the access layer and the aggregation layer of the network.
The higher the convergence ratio, the easier the link will
be congested. In the Fat-Tree network topology, there are
multiple parallel links between servers, which facilitates the
balanced distribution of network traffic. Therefore, in the
experiments, the total traffic under this network structure
is relatively high, but the maximum link utilization rate
is low.

FIGURE 5. Comparison of maximum link utilization rate (single objective
optimization).

FIGURE 6. Comparison of minimum link utilization rate (single objective
optimization).

B. PERFORMANCE OF THE PROPOSED ALGORITHM FOR
MINIMIZING THE TOTAL NETWORK TRAFFIC AND THE
MAXIMUM LINK UTILIZATION
In this section, we consider the optimization of the total
network traffic and the maximum link utilization under the
Fat-Tree network topology, and our proposed algorithm is
compared to an ACO based virtual machine placement algo-
rithm named VMPACS [34], and to a Particle Swarm Opti-
mization algorithm (PSO) [13]. We select three groups of
different numbers of virtual machines, and the number and
configuration of physical machines are the same as the above
experiments. The experimental results are shown in Fig-
ure 7 (total network traffic) and Figure 8 (maximum link
utilization).

The results reported in Figures 7 and 8 reveal that our
proposed algorithm has achieved very good performance in
optimizing the total network traffic. Indeed, HACOS algo-
rithm is obviously better in optimizing the total network
traffic and the maximum link utilization rate. The obtained
results in term of maximum link utilization are nearly close
when compared to VMPACS. Also, we remarked that the
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FIGURE 7. Comparison of total network traffic (bi-objective optimization).

FIGURE 8. Comparison of maximum link utilization rate (bi-objective
optimization).

total network traffic and the maximum link utilization rate
have decreased significantly compared to the single-objective
optimization on the above experiments.

From Figures 7 and 8, we remark that the PSO algorithm
have given the worst results and the gap compared to the
remaining algorithms increases when the number of virtual
machines increase.

Another interpretation of the reason of performance dif-
ference between the algorithms is the heuristic information
setting method: The VMPACS algorithm considers two opti-
mization goals when determining the heuristic information;
In the PSO algorithm the fitness function that determines the
particlemoving direction is jointly determined by the network
traffic and the maximum link utilization rate; Our proposed
algorithm uses a two-stage optimization to minimize the net-
work traffic first, and reduce the link utilization rate without
much impact on the network traffic.

As a conclusion, we notice that the results presented in
Section VI-A support the results provided by Figures 7 and 8.

FIGURE 9. Convergence performance analysis.

C. CONVERGENCE ANALYSIS
In order to get more accurate idea about the performance of
our proposed algorithm, we compared it to VMPACS in term
of algorithm convergence. We run both algorithms 10 times
each. The number of virtual machines is set to 250 and
we calculate the objective function value according to (7).
It can be seen from Figure 9 that both HACOS and VMPACS
converge within 400 iterations, and the solution of HACOS
is smaller. The convergence speed of HACOS is significantly
faster than VMPACS algorithm. It has begun to converge
after the algorithm is iterated to 100 times, and the VMPACS
algorithm has a convergence trend after 240 iterations. It can
be seen that HACOS has been improved in terms of algorithm
convergence performance.

VII. CONCLUSION
This paper investigates the very challenging virtual machine
placement problem on cloud data centers. We proposed an
improved Ant Colony Optimization algorithm to solve this
problem. The computational experiments shows firstly that
the network congestion has been caused by optimizing the
total network traffic alone, and secondly provides evidence
that our proposed algorithm performs consistently well.

Several various adjustments, testing, and experiments have
been left to be completed in the future. Future work concerns
exploring more virtual machine placement objectives related
to cloud users. QoS-related problems, in particular latency,
can be considered in the future.
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