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ABSTRACT In a world heading towards applications, in science and industry, based on big data processing,
the ability to elaborate streams of data is becoming more important every day. Applications of various
natures, ranging from biology to chemistry, from medical imaging to spectroscopy, need systems able to
detect, process and store huge amounts of data in real-time. In this context, techniques such as histogramming
come into play. Histograms are able to represent data shapes and retrieve statistical information, favoring
further processing. This kind of processing is usually done with the help of general purpose processors,
relying on temporal computing, with their pros (simplicity and fast operating frequencies) and cons (inability
to exploit parallel computation). Both Industry and Academia have, however, proposed many solutions to this
need, delivering histogram generators both in full-custom Application-Specific Integrated Circuits (ASICs)
and Field-Programmable Gate Array (FPGA) IP-Cores, preferred over processors thanks to their superior
parallel computing power. In this work, we present a full FPGA approach to this issue, resulting in a
high-performance IP-Core for generating and managing multiple histograms in real time, each supporting
a data flow up to 224 MSps, with a strong focus on overall flexibility and area efficiency, using as low
as < 250 LUTs and 300 FFs resources for a 16 bit-wide, 4096-bin histogram implementation. The IP-Core
has been successfully integrated and validated in a high-performance time-mode application: an FPGA-based
Time-to-Digital Converter. The resulting IP-Core is, more in general, a single solution perfectly adaptable
to any field of application and FPGA device.

INDEX TERMS Field-programmable gate array (FPGA), histograms, real-time systems, IP-Cores,

throughput.

I. INTRODUCTION

Compressing data for managing it in huge amounts can be
often accomplished [1] most conveniently by histograms [2].
As is well known, for example, histograms keep track of
the frequency of events [3] by storing the information in a
user-defined memory which, in first approximation, can be
dimensioned independently of the number of events. Nowa-
days, the need to manage big data, that can even be spread
over extremely extended value dynamics, is more and more
frequent [4]. This is the case for many applications that can
provide big advantages from the possibility of obtaining a
more compact representation of the observed phenomenon.
Moreover, a large number of applications have abandoned
deterministic models in favor of stochastic ones [5], [6], based
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on predictive algorithms, such as weather forecasting [7]
and traffic prediction [8], just to name a few. The infor-
mation needed can be extracted and used in several ways,
e.g. by computing statistical moments, from mean-value to
variance and higher moments [9]. In fact, from a stochastic
point of view, the normalized version of a histogram is the
best approximation of the random process p that generated the
sequence [10]. In this scenario, the role of data analysis and
processing using histograms assumes an increasingly funda-
mental role, since they allow a straightforward extraction of
the statistics of the p process that generated the stream of data
considered.

Moreover, due to their simplicity, histograms find appli-
cation in an endless range of metrological fields that span
from Industry to Research. Just think about computer vision,
where the histogram of the gray-scale image and its vari-
ance are used for real-time image recognition [11], [12].
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FIGURE 1. Comparison between PET and TOF-PET, given the ideal image
(on the left). Undoubtedly the TOF-PET provides a better resolution in the
image, thanks to the possibility to restrict the position of annihilation to
just a part of the Line of Response (LOR). Both procedures are based on
histogram use.

Considering the scientific research environment, histograms
are widely used in time-based experiments, being at the basis,
for instance, of nuclear physics investigations. In this sce-
nario the histogram tool performs energy spectra, measures
gamma-photons arrival time distribution in Time-of-Flight
Positron Emission Tomography (TOF-PET) [13], Time-
Resolved Spectroscopy [14], Time-Correlated Single Photon
Counting (TCSPC) [15], Time-of-Flight (TOF) Rangefinder
such as Laser Rangefinders [16] (LR), Time-of-Flight Mass
Spectrometry [1] (TOF-MS), and so on. Figure 1 is just an
example of a histogram application for the acquired times-
tamp in TOF-PET analysis.

As is well known, in the digital world each piece of quan-
tized data is represented by means of a N-bit wide word, that
can be mapped to the analog world by simply multiplying it
by the so-called Least Significant Bit (LSB). In these terms,
the Full-Scale Range (F'SR) of the analog values that can be
quantized extends to 2"V LSB.

In this scenario, if we built a histogram, the F'SR of the data
sequence should be divided into LSB wide classes, a.k.a. bins.
On the other hand, a digital memory composed of 2V cells can
properly store a histogram characterized by % = 2V bins.

As regards the digital memory that makes up the histogram,
each cell is characterized by data width M, which defines the
maximum number of counts (Countyg, = 2¥ — 1) that a sin-
gle bin can store without saturation. The M parameter defines
the accuracy of the histogram, in the sense that the greater
the number of samples in the histogram, the more accurate
is the estimation of the statistical process p. A representation
of the histogramming process of a generic signal can be seen
in Figure 2.

The most intuitive way to build up a histogram is based
on temporal computing processors, e.g. Central Processing
Units (CPUs) or Graphics Processing Unit (GPUs), where
the main advantage is the simplicity of the algorithm but,
as a drawback, we have a limit on the maximum number
of threads (e.g., histograms) run in parallel. However, mod-
ern applications exploit multi-channel solutions, where huge
(from tens up to hundreds) processing cores, in this case
histogramming engines, run independently. In this scenarios
spatial computing architectures are mandatory. An initial idea
could be the realization of an Application-Specific Integrated
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FIGURE 2. On the left: temporal evolution of the signal of interest. On the
right: histogram of the signal.

Circuit (ASIC), with the purpose of producing the histogram
of an input stream of data as output [17], but this approach
does not fit with the lower time-to-market request for the
application: in fact, academic and also industrial R&D depart-
ments look for systems based on programmable logic for
fast-prototyping. In this sense, the aim of this work is the
realization of a ready-to-use, FPGA-based IP-Core architec-
ture for real-time, multi-channel histogramming with latency
as low as 2 clock cycles and a high data rate, up to 224 MSps
guaranteed for any configuration, usable for and adaptable
to various modern applications. The development of the
IP-Core is based on VHSIC Hardware Description Language
(VHDL), a hardware description language that can model
behavior and structure of digital systems independently of
the physical device they are put on, allowing many different
technologies to host the IP.

The paper is organized as follows; in Section II the trend of
moving to parallel computing solutions and the state-of-the-
art in the field of histogram computation at high-performance
are introduced; in Section III, the technicalities and character-
istics of the proposed architecture are discussed. Finally, in
Section IV the experimental validation in time mode experi-
ments of the IP-Core is presented.

Il. TREND OF IMPLEMENTATION STRATEGY AND
STATE-OF-THE-ART

The easiest way to build histograms is by making use of tem-
poral computing, by means of general-purpose processors
like CPUs [18] and GPUs [19]. However, we are seeing an
increasing spread of multi—channel applications where paral-
lel computing and multi-thread processing are a must in dif-
ferent branches of research, from quantum experiments [20]
to nuclear physics [21], from machine learning [22] to astron-
omy [23]. Limiting ourselves, as an example, to the field
of metrology, we are witnessing a continuous increase in
the number of parallel input channels in instruments such
as oscilloscopes, function generators and, more generally,
acquisition set-ups [24]. A temporal computing approach,
based on sequential processing, becomes intrinsically ineffi-
cient in these kinds of applications. This issue has led research
to look towards a lower level approach, where interfacing
with the source of data can be exploited at full speed and
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processing solutions can be built for the specific applica-
tion, supporting multiple inputs, each one provided with a
dedicated processing core [25], [26]. This non-trivial, but far
higher performing way of dealing with these needs relies on
the use of dedicated architectures that can be implemented on
FPGA devices.

The use of devices featuring spatial computing, i.e. parallel
architectures, makes dramatically increasing the processing
capabilities possible, lowering the latency overhead, because
of the radically different approach to the problem. They
exploit parallel computation, and their design is completely
customizable, in order to perfectly adapt to specific needs.
In addition to FPGAs, a new kind of System-on-Chip (SoC)
is quickly becoming the basis of high-performance appli-
cations, merging the benefits of Programmable Logic with
the flexibility and the large open source software base of a
Processing System [27]-[29].

Even taking into account some end consumer applications,
like image and video processing for Computer Vision [30]
and Automotive [31] uses, they greatly rely on histogram-
ming techniques. The common denominators of all histogram
applications are, therefore, the large amount of data and, more
importantly, data rates: it is essential to be able to cope with
these rates with the real-time processing, to avoid generating
of bottlenecks and to guarantee the required performance, that
is ever increasing [32].

As you can imagine, a conventional temporal-computing
CPU approach, thanks to the general speedup of digi-
tal devices, offers both good performance and widespread
knowledge of the programming methods, but lacks the possi-
bility of effectively extending the processing to multichannel
application via parallelization, maintaining the same perfor-
mance in terms of throughput. In this case, the most inter-
esting approaches, that make this feature one of their main
strengths, are GPUs and FPGAs. In fact, they adapt perfectly
to parallel computation needs, offering higher performance
when compared to CPUs. Their drawback is, essentially, the
more complicated programming techniques. For this reason,
in the case of GPUs, tools like CUDA [39] have been devel-
oped, to allow a similar programming style to CPUs, for
accelerated computing. However, programming becomes non
trivial in the case of FPGAs, due to the expertise in digital
electronics circuits required and the in-depth knowledge of
the specific hardware support. In order to overcome these
limitations, nowadays, FPGAs can also be interacted with
via newly developed High Level Synthesis (HLS) tools, that
make the programming style more CPU-like; but the best
performance is, however, still achieved only with a classi-
cal description of the hardware that the design is targeting,
by using Hardware Description Language (HDL) tools, e.g.
VHDL and Verilog.

It can be noted how, in [34], for example, the implemented
method is based on an external GPU setup. This guarantees
(based on the GPU performance) large parallel processing
capabilities, in terms of overall throughput, but also implies
that a structure that is able to readout, communicate and send
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the data to a host PC at those high data rates (10Gb/s) needs
to be put in place: a high speed networking card and cables
that interface with the data-generating FPGA, a costly and
power hungry dedicated GPU to process the data, all running
on a host computer that needs to be powerful enough to
keep up with the data rates involved. All of this increases
the overall system complexity, power, cost and flexibility.
Moreover, a limiting factor in the development of general
purpose histogramming algorithms could be the bus width of
the GPU architecture of choice.

In this sense, the most convenient way of performing this
kind of processing lies in the FPGA domain [40]: in fact, the
possibility of directly building a histogramming IP-Core into
the hardware and replicate it to exploit maximum parallelism,
as needed by the application, provides the chance to keep
the system simpler and the processing to be done closer to
the data generation, in real-time. The parallelization limit is
generally related to the device in use, in terms of the number
of resources available.

Moreover, in an environment which probably features
some detector generating signals that need to be acquired and
processed, it is of fundamental help to be able to embrace at
least initial processing in real-time, just after the acquisition
chain [41]. In this context, FPGAs make it possible to build
“cores” for data processing side by side with Data AcQui-
sition (DAQ), giving rise to a powerful combination that,
in many cases, ensures no bottlenecks due to data transfer off
chip, a phase that is mandatory when leaving the processing to
an external unit such as a GPU. Additionally, in some circum-
stances, a real-time, low latency bidirectional communication
may be needed between the DAQ and the data processing
units, in order to enable the system to be used in a feedback
configuration, using the processed data to adjust parame-
ters during acquisition [42]. This can be easily achieved if,
once again, the DAQ section, which is generally developed
on FPGA:s, is assisted by a dedicated processing unit on the
very same chip.

A brief comparison of different approaches that imply
computation of histograms is shown in Table 1. It can be
noted how, as previously introduced, histograms are involved
in different fields: the top part of the table refers to solutions
for time domain experiments ( [32]-[35]), while the lower
part features applications in the field of computer vision and
image processing ( [11], [12], [36]-[38]). The implementa-
tion trend results in FPGAs as the dominating technology
and strictly follows the field of application, making the listed
solutions not very suitable for an easy cross-domain utiliza-
tion, but rather for operating in the environment they were
created for in the first place.

For the reasons described, in this work an FPGA-based
architecture for the construction of histograms is presented,
aiming for re-programmability, multi-channel capabilities
(i.e. low resource utilization), low latency, high through-
put and maximum flexibility in terms of parameters setting,
adaptability among various measurement fields and different
FPGA technologies.
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TABLE 1. Comparison of applications and related data rates.

Reference Application Data rate Processing Unit
[32] TOF rangefinder 1.6 Gb/s (50M Hz x 32bit) FPGA
[33] TOF rangefinder 1.92 Gb/s (240M H z x 8bit) FPGA
[34] TCSPC 10 Gb/s GPU
[35] TOF-PET 2.5 Gb/s FPGA
[36] Computer vision 800 Mb/s FPGA
[37] Image processing 2.24 Gb/s FPGA
[11] Image recognition 3.2 Gb/s FPGA
[38] Image processing 400 Mb/s FPGA
[12] Image processing 2.96 Gb/s FPGA

Various FPGA-based solutions for computation of
histograms are present in modern scientific literature.
A significant boost was given by real-time computer vision
applications; in fact, the most effective real-time image recog-
nition algorithms are based on the computation of histograms
of the acquired pictures. The explosion in real-time histogram
computation on parallel computing happened around the
beginning of the new millennium [43], as the technological
nodes made effective hardware primitives (e.g., BRAM,
DSP) available to a Programmable Logic Device (PLD), i.e.,
FPGA and SoC. Moreover, the FPGA approach is also used
as an intermediate step to validate the hardware design, with
the final scope of implementing it as an ASIC [44].

In this sense, referring to FPGA-based solutions in scien-
tific literature, it is possible to extract the main Figures-of-
Merits (FoMs) of a histogram. Referring to Section I, the first
that can be derived are the maximum number of bins 2V,
a.k.a. number of values on the abscissa, and the maximum
number of counts that each bin can have 2¥ — 1, a.k.a. values
on the ordinate. In this context, as the reader can immediately
understand, the availability of a memory, e.g. BRAM in
Xilinx FPGAs, with a minimum storage capacity of
(M — bit/word) x 2N — word) is mandatory. Moreover,
a proper increment mechanism of the selected bin, e.g.
adder or DSP, has to be present. The pipeline introduced
by the memory and the increment mechanism determine the
latency (L, measured in clock cycles), the maximum rate
(R, measured in MSps), and the system clock, of the system
(Fcrk, measured in MHz), which are additional fundamental
FoMs Last but not the least, the total area occupancy is yet
another important parameter to consider.

As the reader can easily understand, a larger M imposes the
use of wider increment mechanisms, that are characterized
by slower propagation delays. Following the same concept,
larger N forces to work with larger memories and address
mechanisms, which are also characterized by slower propaga-
tion delays. In this scenario, a pipeline approach is mandatory
in order to speed up the system, at the cost of a larger area
occupancy. A possible solution to lessening this trend could
be reducing of the maximum input rate in relation to the
clock frequency, as done in [38]. On the contrary, the solution
presented in [12] uses flip-flops, instead of classical BRAM,
in order to memorize histograms, making it possible to work
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at high-frequency without the need of a pipeline, thus saving
area.

Table 2 summarizes the most effective results in
FPGA-based histogram modules, focusing on the FoMs pre-
sented. In [36], the pipeline composed of the memory and the
increment mechanism has a duration of 4 clock cycles, with
2 additional cycles for the read-out, reaching a total pipeline
of 6 clock cycles. Such a long pipeline makes it possible
to split the combination block, in order to guarantee a low
propagation delay, making it possible to work with a clock
up to 100 MHz,with N = 8 and M = 32.

A different approach leading to a fast histogram computa-
tion is the parallel histogram array (PHA), which avoids to
rely on a memory to accumulate histograms, rather using an
array of registers, like in [37]. Here we have N = 8 and
M = 22; the pipeline, here, is larger, allowing use of
a 280 MHz clock but using 22.1% of the available resources.
This structure allows, in fact, for a large possibility to par-
allelize the structure, independently of the number of access
ports to a memory, at the expenses of a much larger resource
overhead as the histograms dimensions grow, with respect
to a memory-based architecture. This last drawback keeps
us from choosing the histogram array architecture, as we
are aiming for a general purpose, area saving and efficient
solution that can be implemented alongside whatever other
logic a user needs.

Another similar, so called Parallel Array Histogram Archi-
tecture (PAHA) is described in [45], and shows the same trend
of implementation. In [11] a relaxed pipeline is used: in this
way 4 histograms with N = 8 clocked at 100 MHz are imple-
mented with an occupation area of the 18%. In [38], a low area
consuming solution is opted for, which is able to work up to
a 200 MHz clock; this is paid for by a dead-time of 4 clock
cycles to update the histogram, reducing the processing rate
to 1/4 of the clock frequency. Memory-based implementa-
tions can leverage, instead, low area occupation, with the
risk of sacrificing the maximum synthesizable frequency, like
in [46] and [47].

All of these different histogram implementations, are in
fact developed in order to fulfill the needs of specific appli-
cations, whether it is high throughput, large number of bins
and reduced counts per bin, or vice versa, latency-critical real
time environment or more relaxed setups, failing to deliver
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FIGURE 3. Schematic view of the process updating the third bin, 2", of
the histogram that contains a value equal to the previous occurrences
belonging to current input DATA, given the assumption of making the
data value coincide with the address of the corresponding bin of the
histogram. The number x of data contained in the bin is incremented by 1.

a real general purpose and flexible solution with the needed
performance.

Ill. IMPLEMENTATION CHALLENGES

The aim of this work is the complete design of a histogram-
ming, memory-based architecture in a Xilinx FPGA device,
organized as a tunable IP-Core in term of N and M, aiming for
maximum performance in terms of latency, clock frequency,
rate and low area occupation. When it comes to building a
hardware that computes histograms, the whole process can
be thought of simply as the accumulation on the bins of
occurrences of the data values, but digging deeper into the
design some issues arise that need to be faced properly.

A. BASICS OF HARDWARE HISTOGRAMMING

As mentioned, an accumulation mechanism is needed in order
to create a histogram out of single pieces of incoming data.
In principle, as one piece of data arrives, the accumulation
can be performed by simply increasing the content of the bin
corresponding to the data value by one unit.

This mechanism is as simple as it is delicate to implement
while maintaining high process efficiency. In fact, physical
delays associated with the flow of data in the architecture
require careful design [48].

The implemented accumulation process is depicted
in Figure 3.

The process for updating the histogram each time input
data arrives is made up of three steps:

1) Get valid data and consider its value as the address of
the related histogram bin.

2) Read the value of the data already observed corre-
sponding to the selected bin.

3) Increase the number of observed pieces of data data for
the selected bin by one.

SLUTs and FFs values are, if not explicitly specified, derived and adapted
to Xilinx 7 series equivalent (i.e. ““Logic Elements” in [36] are traduced to
Slices from Xilinx, each containing 4 LUTs and 8 FFs)
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XPM_MEMORY_SDPRAM

Parameterized Macro: Simple Dual Port RAM

MACRO_GROUP: XPM
MACRO_SUBGROUP: XPM_MEMORY
Families: 7 series, UltraScale, UltraScale+

XPM_MEMORY_SDPRAM

[(WRITE_DATA_WIDTH_A - 1):0]
iral(ADDR_WIDTH_A — 1):0]
(ADDR_WIDTH_B = 1):0]

weaWRITE_DATA_WIDTH_A/
BYTE_WRITE_WIDTH_A - 1):0]

b[(READ_DATA_WIDTH_B — 1):0]  fr—
———— injectsbiterra sbiterrb |—
—— injectdbiterra dbiterrb ——
— clka
— clkb
— rstb
——{ ena
——— enb
———| regceb
— sleep

FIGURE 4. SDPRAM resource available in Xilinx FPGAs. As the 1/0 pin
descriptions show, resources labeled as A (on the left) are dedicated to
writing and resources labeled as B (on the right) to reading.

This process can be implemented by using an adder in
synergy with a Block RAM (BRAM) of the FPGA device,
configured in Simple Dual Port operating mode [49]. In this
way, read and write ports are available and can be used by
different processes at the same time, in order to correctly
read the incoming data and then update the content of the
memory. Xilinx provides a macro for this purpose, called
XPM_MEMORY_SDPRAM (Simple Dual Port RAM,
Figure 4), in which Port-A is used to address the write
operations, and Port-B manages the read operations.

The second and third steps involve, first, a read and, then,
a write operation. As mentioned, the implementation phase
makes it not possible to realize the update process of the bin
based on the simply described theory. In fact, a latency of at
least 1 clock cycle is needed for the memory to be read. This
leads to the need of properly buffering the incoming data, as it
is also used as the address for the write operation, asserted the
clock cycle that follows the read one.

Another big problem that needs to be addressed, when
talking about high-performance applications, is timing clo-
sure [50], [51]: a design that is required to run at high-
frequencies, guaranteeing large bandwidths, will face the
constraint of having a limited, short amount of time between
one sensitive clock edge and the following one, in which it
must complete the required processing that leads from one
synchronous element (Flip-Flops, RAMs, Latches, and so on)
to the following one. In order to achieve timing closure the
usage of thorough HDL coding techniques is required, such
as pipeline [52] and input and output registering, alongside
advanced knowledge of the architectural resources of the
device being used.
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TABLE 2. Main FoMs (maximum number of bins 2V, maximum number of counts 2M — 1, area occupancy, latency L, maximum clock frequency F¢;y, and

maximum rate R) of state-of-the-art FPGA-based solutions.

Ref N M LUTs(1) FFs(1) BRAM L Forx [MHz] R [MSps] FPGA Model
[36] 8 32 3400 6800 - 100 100 Altera Cyclone IV EP4CE22
[37] 8 22 15280 30560 - 280 280 unspecified
[11] 8 8 11850 9594 - - 100 100 Xilinx Zynq XC7020 (28-nm)
[38] 8 14 218 213 5 - 200 50 Xilinx Artix-7 XC7A100T (28-nm)
[12] 16 8 3865 4903 - - 370 370 Xilinx Zynq XC7Z030 (28-nm)
[46] 16 8 976 359 33 - 85 85 Xilinx Virtex II Pro
[47] 16 8 1265 1862 - - 121 121 unspecified
First update after this rising edge READ_LATENCY 2
TOATA 77X 0x1__ Y7774 %A X277
T e U TouTa 7 o7 SN,
TVALID / \

PORTB_ADDR 7% 07 XOx1K77777 A XA X777
DOUTB Zf03Ci0x3CI777727f0x8 YO
VALDB [\ [T\

... because the previous
update is not finished yet, ...

22220 9 K2

... resulting in an update error
(only one received sample considered)!
7

VALIDA

FIGURE 5. Timing diagrams highlighting the error condition that occurs in
the presence of consecutive pieces of data of equal value, with the
buffering technique only. Here, two pieces of data of equal values arrive
in sequence and, due to the read/write latency, the read value for the
second one (PORTB_ADDR = 0 x 7, DOUTB = 0 x 3C, green circled) is not
yet updated, since the first update is not yet performed (PORTA_ADDR =
0 x 7, DINA = 0 x 3C+1 = 0 x 3D, blue circled). This leads to an error in
the final update (PORTA_ADDR = 0 x 7, DINA = 0 x 3C+1 = 0 x 3D, red
circled, instead of 0 x 3C+2 = 0 x 3E).

B. CONSECUTIVE MANAGEMENT
In the case of consecutive data with same value, this solution
alone does not work. In fact, the read value of the bin content,
requested when the first event comes, will not be updated yet
when the second, equal, address arrives. This will lead to a
wrong update process, as Figure 5 shows.

In order to solve this issue, a custom procedure, called
“consecutive management’’, has been designed.

Consecutive management is intended for the general case
of the consecutive arrival of equal data. In this regard,
Figure 6 refers to the case of five events with a value of
0 x 7 arriving one after the other. In this eventuality, a flag
asserting the event of consecutive data of same value is raised
and stays raised as long as the incoming data keeps having the
same value. In parallel, a counter keeps track of the number
of these consecutive pieces of data. When the first one with
a different value is received, the flag is de-asserted and the
update operation is performed only once, on the basis of the
counter’s final value.
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[
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FIGURE 6. Timing diagrams of the consecutive management procedure in
the case of five equal pieces of data in cascade. A read latency of two
clock cycles is supposed. After the consecutive sequence of equal data
ends, the correct overwrite of the stored content of bin elements is
performed, thatis 0 x 3D + 5 = 0 x 42. The timing sequence is described
in the main text.

However, the use of the Macro provided by Xilinx intro-
duces an additional issue, which is the intrinsic latency of
the read operation in the XPM_MEMORY_SDPRAM mod-
ule: for performance reasons, i.e. the maximization of data
throughput, this latency is greater than one clock cycle, in
order to also meet the timing constraint in the design. This
is due to the implementation of internal pipeline stages. As a
consequence, an architecture for managing the presence of
this latency has to be put in place to process the incoming
data at maximum rate.

C. LATENCY

The dead-time introduced in generating the histogram by
the latency of the memory module operation scrambles the
update operation. In fact, the address arrives ahead of the
data value read from the memory location pointed out. This
can be seen in Figure 7, where a latency of 2 clock cycles
is supposed, and the contents of the requested addressed bins
(DOUTB = 0x 10, 0x 20, 0x 30, green circled) are available
one clock cycle later than the addresses used on the write port
(ADDR_BUFF =PORTA_ADDR =0x1,0x2,0x3, circled
in red).
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FIGURE 7. Wrong read/write operation of histogram update process, due
to the presence of the latency. A read latency of two clock cycles is
supposed.

In order to correctly update the histogram while maintain-
ing the maximum speed rate, the write operation has to take
place on the write port, Port-A, at the same address requested
on the read port, Port-B, but only after the memory latency
has passed, when the data becomes actually available. The
coordination of read and write operations on the same address
is mandatory. This issue, together with the management of
consecutives, can be solved by means of a pipeline archi-
tecture, that involves the partitioning of the processing task
into a larger number of steps: when applied sequentially, they
will produce the same final results as the original single task,
without having to drop the speed rate [52].

With reference to Figure 8, when a data arrives
(TDATA = 0 x 7), after the latency of the supposed two
clock cycles, the content of the memory bin (DOUTB =
0 x 3C) addressed by the TDATA value in PORTB_ADDR
is available. PORTB_ADDR, in fact, simply contains the
registered TDATA.

To get rid of the effect of this latency, a shift regis-
ter (ADDR_PIPE) of length equal to the latency is used.
Another shift register (VALID_PIPE), put in parallel, is fed
a high value, corresponding to the data value entered in
ADDR_PIPE. The usefulness of this second shift register lies
in the management of the arrival of consecutive equal data,
as will be illustrated below.

At the next clock cycle, when address 0 x 7 is in
PORTB_ADDR, it enters the shift register ADDR_PIPE from
the left (7, 0). After the two cycles of memory latency,
ADDR_PIPE gives the correct address to the right (0,7),
to the register PORTA_ADDR, and the incremented value
(0x3C+1 =0x3D) can be written in the correctly addressed
bin (DINA) of the histogram.

47530

CLK { f f f f f f f f

READ_LATENCY 2

TDATA XA

TVALID [\ [\
PORTB_ADDR 4 0x7 73 0xA
DOUTB \WW{W): 7744 0x81
VALIDB \ [ [\
VALID_PIPE 0,0 0,0
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FIGURE 8. Read/write operations managed by means of a pipeline
structure that ensures high rate performance despite the presence of
memory latency. The timing sequence is described in the main text; a
read latency of two clock cycles is considered. Here consecutive pieces of
data are separated by at least two clock cycles.

The same mechanism is valid for all other [Address, Data
with latency] pairs. In fact, the address received after O x 7 is
0xA, which is put in the pipeline at the next cycle (A,7). When
the relative data is received in reading (0 x 81), the increment
occurs (DINA = 0x 81+1 = 0x82), with the relative writing,
again at the address OxA (PORTA_ADDR). A schematic view
of the management of consecutive as well as the implemented
pipeline is shown in Figure 9.

In reality, in a case like this, where the two consecutive
pieces of data are spaced by, at least, the latency value,
a pipeline mechanism would not be needed to keep the data
value in memory when the corresponding bin value needs
to be updated. For example, a simple buffer might suffice.
However, to optimize implementation, this case is also han-
dled by the pipeline mechanism which, instead, becomes
indispensable when consecutive pieces of data arrive at a
distance shorter than the latency. In the case illustrated in
Figure 10, data arrives sequentially at each clock cycle. The
mechanism is the same as that described in Figure 8.

The case of consecutive data of the same value, and at a
distance below the latency, requires specific clarification.

Again we make use of a timing diagram, illustrated in
Figure 11, to address this issue.

Every time a data value repeats at a distance shorter than
the latency (for instance in Figure 10 the value 0 x 7 arrives
again after 1 clock cycle), the pipelined read/write process
fails. That is due to the fact that the read operation of the
latest data value (PORTB_ADDR = 0 x 7 circled in green
in Figure 10), would not be counted in the corresponding
histogram bin. In fact, the write operation (PORTA_ADDR =
0 x 7, DINA = 0 x 3D, orange circled) hasn’t yet taken place
when this second sample arrives. This leads to an error in the
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FIGURE 9. Simplified schematic view of the design with consecutive management and pipeline.

READ_LATENCY 2

TDATA 77 0x7 Xox X 08 Xox1BY 0x2 ) 7777777777777/
TVALID / \

VALIDB

ADDR_PIPE X 0,05 7.0 ¢ 52,
7 0x7 ’////

DINA 77777772272777222772777222 <30 0x82) 0x08) 0xAT  0x30} 77
VALIDA / \_

PORTA_ADDR 7

FIGURE 10. Read/write operations managed by means of a pipeline
structure that ensures high rate performance despite the presence of
memory latency. The timing sequence is described in the main text and a
read latency of two clock cycles is supposed. Consecutive data are
separated by less than two clock cycles and are different within a
distance lower than the latency. The timing diagram of the VALID_PIPE
shift register is not shown for the sake of clarity in the plot.

write operation corresponding to the second sample (again
PORTA_ADDR = 0 x 7, DINA = 0 x 3D, circled in red,
instead of DINA = 0 x 3E ): the read value of a not yet
updated address results in a wrong updating process, where
one or more sample(s) is/are not counted as occurred events.

D. RE-PIPING

This problem was solved by modifying the structure of the
pipeline presented, by introducing a technical novelty in the
design of the histogrammer not previously found in the State-
of-the-art. In this regard, we have called the modification
introduced “‘re-piping”’.

Two new shift registers COUNTER_PIPE and VALID_PIPE
have been introduced. With reference to Figure 12, as soon
as an incoming sample is found to be already present in the
pipeline (PORTB_ADDR =0 x 7, ADDR_PIPE[1] =0 x 7,
circled in red), the corresponding value in COUNTER_PIPE
is increased by 1 (COUNTER_PIPE[0] = 2, circled in blue).
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FIGURE 11. Failing of the pure pipeline mechanism. The timing sequence
is described in the main text and a read latency of two clock cycles is
supposed. Consecutive pieces of data also equal to each other are
separated by less than two clock cycles.

In the same clock cycle the update related to the first sample
should be accomplished, but by lowering the VALIDA signal
of Port-A (VALIDA = 0, circled in blue) the write operation
is avoided. The update is postponed, with the correct increase
equal to the value in COUNTER_PIPE (PORTA_ADDR =
0 x 7, DINA =0 x 3C+2 =0 x 3E, VALIDA = 1, circled
in green).

A graphical view of the mechanism is shown in Figure 13.

E. SWAPPING
Of course, once the histogram is built, it must be available to
be read by surrounding processing units.

However, it may happen that, while the histogram is being
read, data arrives which must be classified in the histogram
too. The possible contemporaneity of these two events needs
to be managed.
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FIGURE 12. Pipelined structure managing the read/write operation with

the implemented re-piping feature. The timing sequence is described in
the main text and a read latency of two clock cycles is supposed.

The solution implemented was to instantiate two SDPRAM
memories in parallel, making them work as described here:
the histogram is constructed in a memory unit until an overall
number of classified values, set a priori, is reached. At this
point, the data at the input of the histogram is redirected to
the other implemented memory, where the construction of
a new histogram begins, ending again once the maximum
preset value of samples is reached. While integrating the
new histogram on the second memory unit, the first one
is made available for reading. This process is continuously
deployed, making it possible to always have one histogram
being built and the previous one available for readout. The
mechanism, illustrated in Figure 14, is based on a counter
which, upon reaching the maximum set number of samples
in the histogram, asserts a flag which commands switching
of the data input from one SDPRAM memory to another.

This swapping technique therefore allows simultaneous
reading of the histogram and classification of all incoming
data without interruption.

The read-out of the completed histogram is done via an
Advanced eXtensible Interface 4 (AXI4) slave interface.
To implement this, the read-out module takes advantage,
as read time, of the integration time of the other replica
(Figure 14). If, during the reading operation, an overflow
takes place in one bin of the histogram under construction,
an error flag is asserted.

F. HARDWARE RESULTS

The histogram processor described has been implemented
in FPGA, with user-programmable histogram dimensions in
terms both of bin width (M) and of number of bins (), and
is compatible with the 7-Series device family from Xilinx.
Thanks to the proposed design a latency equal to 2 clock
cycles (i.e., L = 2) and a maximum rate equal to the clock
frequency (i.e., R = Fcrk) are guaranteed independently
from N and M.

Of course, absolute and relative area occupancy and the
operating clock frequency of the implemented architecture
depend on the target device selected, and on N and M. In this
sense, Table 3 refers to area occupancy and achieved perfor-
mance on a FPGA Xilinx Artix-7 XC7A35T (20.8k LUTs
and 41.7k FFs) hosted on a Digilent Basys3 board,
that is actually one of the smallest and slowest FPGA
of 7-Series devices [53]. This choice was made to highlight
the efficiency of the proposed solution, both in terms of
resource Utilization and in guaranteed operating frequencies.
It must be underlined that the number of bins of the his-
tograms in the table correspond to 2"V, that every bin can count
up to 2M — 1 events, and that the target measurement rate
of 200 MSps is always guaranteed.

A summarized, 3D graphical representation of the obtained
Frequency and Area occupation parameters, as function of
N and M values, can be seen in Figure 16: in Figure 16a is
shown the percent area occupation over the ““Utilization %’
columns of Table 3; while, Figure 16b represents the percent
frequency gain calculated with respect to the average of the
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FIGURE 13. Simplified schematic view of the design with the Re-Piping technique upgrade.
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(b) Concept of integration-read processes using swapping technique

FIGURE 14. Swapping technique.

clock frequencies (i.e., Fayg = (1004+2804100+200+4370+
85+ 121)/7 = ISOMHZ) of Table 2, ie. (FCLK _FAVG)/FAVG
(where Fcrk is the “Frequency” column of Table 3).

Table 3 allows a comparison between the proposed solution
and the presented state-of-the-art, which is reported in 2,
with N and M used as tuning parameters. It has, however,
to be noted that the proposed solution performance would
increase by a noticeable margin by simply using a higher
speed-grade device of the same family (e.g. Artix-7 -2 instead
of Artix-7 -1 increases the frequency of a factor =1.2 ) or a
higher-end FPGA (e.g. Kintex-7 instead of Artix-7 increases
the frequency of a factor =1.18 at a same speed-grade) and
relative area occupation would, of course, decrease using a
larger device (e.g. A100T with respect to a A35T reduces the
percent area occupancy by a factor =2.86).

G. PORTABILITY

The very same considerations apply also in the case of a
migration to a more recent generation of FPGA devices
(i.e. UltraScale and UltraScale+ with respect to 7 Series) or
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FIGURE 15. Generic histogram IP Core, with tunable M, N and threshold
for the maximum bin value.

even to different manufacturers (i.e. Intel or Lattice), with
minor efforts that would consist of just replacing the primitive
used for the memory instantiation.

Concerning the case of Xilinx newer devices the migration
is effortless, as the Macro available for the 7 Series family
(Simple Dual Port Ram), which is used in our design, is the
same across the last 3 generations of FPGAs. As regards,
instead, the migration to different manufacturers, a compar-
ison between the primitives by Xilinx, Intel and Lattice, the
three largest FPGA manufacturers, is shown in Figure 17.

As can be seen, there is a direct correlation between
the majority of the signals among the primitives: Xilinx’
“dina”, “addra” ‘“‘ena” and ‘“‘clka” correspond to Intel’s
“data”, ‘“wraddress”, “wren” and “wrclk” and Lattice’s
“wr_data_i”’, “wr_addr_i"’, “wr_en_i"" and wr_clk_i”. This
correlation directly translates into a completely similar
behavior and properties of the primitives, that may, at most,
differ from one another in terms of latency in the read/write
operations. This is, however, totally manageable by the
described IP-Core to cope with the required latency. All the
primitives feature a read port composed of address, enable,
data and clock signals as well, and other optional control
signals. This example is to underline how the developed
IP-Core solution is highly portable with minor efforts in the
substitution of the utilized memory primitive.

IV. EXPERIMENTAL VALIDATION

All the tests were carried out to validate the correct function-
ing of the proposed histogram generator, above all by validat-
ing the critical issues solved by the pipeline(Paragraph III-C)
and re-piping (Paragraph III-D) structure, as well as the con-
tinuous computation that the system is able to catalog thanks
to the swapping architecture (Paragraph III-E).

The case study for the validation of the proposed archi-
tecture was chosen to be the calibration section of a high-
performance Time-to-Digital Converter (TDC), of which in
subsection IV-B. The most interesting aspect of this test
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FIGURE 16. 3D graphical representation of Table 3 as function of N and M values.

TABLE 3. Features of implementation costs and performance of the proposed architecture for making histograms in a very low profile FPGA device (Xilinx
Artix-7 XC7A35T).

(a) Implementation at 256 bins (N = 8) with 16383 counts(b) Implementation at 256 bins (N = 8) with 65535 counts

per bin (M = 14). per bin (M = 16).
Resource  Utilization  Utilization %  Frequency Resource  Utilization  Utilization %  Frequency
LUT 193 0.93 LUT 221 1.06
Flip Flops 246 0.59 217MHz Flip Flops 270 0.65 220MHz
BRAM 1 2 BRAM 1 2

(c) Implementation at 256 bins (N = 8) with 4194303(d) Implementation at 256 bins (/N = 8) with 4294967295

counts per bin (M = 22). counts per bin (M = 32).
Resource  Utilization  Utilization %  Frequency Resource  Utilization  Utilization %  Frequency
LUT 259 1.25 LUT 320 1.54
Flip Flops 342 0.82 207MHz Flip Flops 459 1.10 206MHz
BRAM 1 2 BRAM 1 2

(e) Implementation at 1024 bins (N = 10) with 65535(f) Implementation at 1024 bins (N = 10) with 1048575

counts per bin (M = 16). counts per bin (M = 20).
Resource  Utilization  Utilization %  Frequency Resource  Utilization  Utilization %  Frequency
LUT 217 1.04 LUT 242 1.16
Flip Flops 284 0.68 207MHz Flip Flops 332 0.80 206MHz
BRAM 1 2 BRAM 1 2

(g) Implementation at 4096 bins (N = 12) with 65535(h) Implementation at 256*256 bins (N = 16) with 255

counts per bin (M = 16). counts per bin (M = 8).
Resource  Utilization  Utilization %  Frequency Resource  Utilization  Utilization %  Frequency
LUT 214 1.03 LUT 297 1.43
Flip Flops 298 0.72 210MHz Flip Flops 201 0.48 217MHz
BRAM 2 4 BRAM 16 32

(i) Implementation at 256*256 bins (N = 16) with 4095(j) Implementation at 256*256 bins (N = 16) with 65535

counts per bin (M = 12). counts per bin (M = 16).
Resource  Utilization  Utilization %  Frequency Resource  Utilization  Utilization %  Frequency
LUT 352 1.69 LUT 412 1.99
Flip Flops 237 0.57 215MHz Flip Flops 273 0.66 205MHz
BRAM 24 48 BRAM 32 64
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TABLE 4. Comparison of the proposed IP-Core with N and M tuned at the value proposed in the state-of-the-art in Table 3.

Ref N M LUTs FFs BRAM L Fcrix [MHz] R [MSps] FPGA Model

[36] 8 32 3400 6800 - 6 100 100 Altera Cyclone IV EP4CE22
Proposed IP-Core 8 32 320 459 1 2 206 206 Artix-7 XC7A35T

[37] 8 22 15280 30560 - - 280 280 unspecified
Proposed IP-Core 8 22 259 342 1 2 207 207 Artix-7 XC7A35T

[11] 8 8 11850 9594 - - 100 100 Xilinx Zynq XC7020 (28-nm)
Proposed IP-Core 8 32 320 459 1 2 206 206 Artix-7 XC7A35T

[38] 8 14 218 213 5 - 200 50 Xilinx Artix-7 XC7A100T (28-nm)
Proposed IP-Core 8 14 193 246 1 2 217 217 Artix-7 XC7A35T

[12] 16 8 3865 4903 - - 370 370 Xilinx Zynq XC7Z030 (28-nm)

[46] 16 8 976 359 33 - 85 85 Xilinx Virtex II Pro

[47] 16 8 1265 1862 - - 121 121 unspecified
Proposed IP-Core 16 8 297 201 16 2 217 217 Artix-7 XC7A35T

environment is the fact that the TDC considered is a complex
system, featuring multi-channel capabilities (16 channels)
and performing at a high-rate (100 MSps) [54], and perfectly
adapts to the features that are the object of the design of the
proposed histogram architecture, which are high-speed, low-
latency and high number of channels. Moreover, the same
histogramming architecture is used for a second scope in the
same case study, as described in IV-C: it is employed as a
processing tool to build statistics of the measurements taken
on different channels of the same TDC system, providing
first order insights about the physical processes that gave rise
to the measurements. This double purpose with which the
histogramming architecture is involved in our case study is
proof of the great flexibility of the proposed solution.

A. TDC

A TDC is a digital electronic measurement system that con-
verts the time distance between two events, or one event and
a reference, into a digital code. The events limiting the time
interval being measured are usually referred as START and
STOP, and the measurement is generally called a timestamp.

The considered TDC is a Tapped Delay-Line (TDL)
TDC [55] (Figure 18), that is made up of a chain of Ny,
buffers (a.k.a. taps), i.e. Delay-Line (DL), characterized by
a proper propagation delay t,, the outputs from which are
registered by D Flip-Flops (DFFs). The START event is
propagated over the DL and when the STOP event occurs, the
DL is sampled by the DFFs. In this manner, the measurement
of the time interval consists of counting the number of buffers,
a.k.a. bins, that have registered a high value (i.e. ’1°).

The measurement resolution of this architecture is the
propagation delay #, of each buffer, and the maximum mea-
surable interval comes from the total number of chained
buffers.

Ideally, the real values of the propagation delays of the
buffer should all be known exactly.Unfortunately, the pres-
ence of high Process Voltage and Temperature (PVT) fluctua-
tions leads to big mismatches in the values of the propagation
delays #, between taps, up to a factor of 10 compared to
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FIGURE 18. Structure of the delay line that is the basis of the TDC,
sampling an input signal.

their mean value [56]: the i — th tap is characterized by a
propagation delay ¢,[i] that is different to the propagation
delay of the tap j — th 1,[j]. In this sense, the presence of
real-time calibration system that computes the histogram as a
kernel is required [57].

In real world applications, TDCs are used in time-based
experiments. The purpose of a TDC is to measure time inter-
vals, which represent the information to be extracted by the
experiment; following the timestamp generation, histograms
are used to analyze the statistics of the observed phenomena
and, thus, derive information by means of computation of
the statistical moments. In the case of TCSPC, for example,
the TDC measures the time a sample being tested needs to
emit photons when stimulated by an external source; in this
context the histogram of these delays is used to characterize
the spectral properties of the material. In TOF experiments,
instead, (e.g. LR, TOF-PET, TOF-MS) the TDC is in charge
of measuring the TOF of the particles and the histograms
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are used to extract the mean values and the standard devi-
ation, for instance, in order to identify the spatial position
(e.g. LR, TOF_PET) or the mass (e.g. TOF-MS); hence, the
requirement of using FPGA-based histograms as hardware
accelerators for real-time application is mandatory.

In Paragraph 1IV-B, we present the proposed
histogram IP-Core for TDC real-time calibration, while in
Paragraph IV-C, we use the proposed solution to plot the
histogram of the measured timestamps for time-based exper-
iments in real-time.

B. TDC CALIBRATOR

The calibration process needs to address each single delay
of the buffers that compose the DL. In order to do so, a sta-
tistical approach is used: if the repetitively sent START and
STOP signals on the DL belong to a white distribution and
are uncorrelated, ranging from distance 0 to FSR (FSR =
Zilvf(‘)’ 1p[n]) from one another, by building a histogram of the
statistics of the bins that are hit and subsequently normalizing
it, an estimation of the propagation times #,[n] with n €
[0; Ngzp — 1] is obtained, and the table that contains the
estimation of tap values is called Calibration Table (CT [n]
with n € [0; Ny, — 1]). In this context:

h[n]
CT[n] = Na - FSR

where h[n] represents the count accumulated on the n —
th buffer of the histogram and K is total number of his-
togrammed samples, i.e. ), h[n] = K. This leads to:

pinl = CTinl + o (28
pl’l— n 0(7)

which is the desired estimation of the propagation time of
each buffer with an error of up to FSR/K.

For the sake of simplicity, the histogramming architecture
used for the calibration of a TDC channel will be referred to
as a ‘““calibrator”. The calibration parameters directly affect
the hardware resources needed to perform the computation;
in fact, as the histograms representing the CT are integrated
into the BRAM resources of the FPGA on which the TDC is
implemented, their dimensions are inferred from the calibra-
tion needs.

The first thing to consider is the number of channels that
need to be calibrated: this number translates directly into
the number of replicas of the calibrators that the design will
need. As a consequence, the higher the number of channels to
calibrate, the higher the number of instances of the calibrator.
Moreover, each instance’s resource usage depends on the
dimension of the CT required for calibration: the longer the
DL to be characterized, the higher the number of memory
locations needed to fit it (each bin corresponds to one address
location), while the more precise a calibration needs to be,
the higher the number of samples for the construction of the
statistics will be, leading to a larger size for each bin of the
histogram. Referring to Paragraph III-F, it can be concluded
that the dimension of the memory (D) needed by a single
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FIGURE 19. Calibration table of a single TDC channel, performed by the
histogram core and used to calibrate the tapped-delay line.

instance of the calibrator is: D = 2V - M, where Nryp = 2N
and M are chosen in order to have an negligible error in
the CT estimation, i.e. 2¥Y — 1 > K. Considering a TDC
multi-channel solution at Ncy channels, the total memory
usage for the calibration is Dy, = D - Ncp.

However, in terms of performance, the histogrammer’s
architecture has been developed using the techniques
described in Section III, in order to achieve timing closure at
200 MHz, which is a frequency able to cope with the TDC
operating frequencies, independently of the dimensions of
the parameters involved, up to the required maximum of
N = 12 for the addressing part and M = 20 for the bin width.

We wanted to explore the worst case by proceeding to
implement the calibrator based on the proposed histogram
architecture into the TDC structure, on a FPGA Artix-7
XC7A35T (20.8k LUTs and 41.7k FFs) that is actually one
of the smallest and slowest available Xilinx device of the
7-Series family. The development board used in this test
was a Digilent Basys3. The assessments of the area used
and performance achieved, reported in Table 5 and derived
from a 16-channel TDC firmware version, after the placement
and routing stage and bitstream generation, highlight the
efficiency of the proposed architecture for different imple-
mentation features at different Ny, i.e. 256, 1024, 4096,
and M, i.e. 16, 20.

The implementation of the architecture in a multi-channel
version of the TDC was also carried out, noting no worsening
of operational performance against a linear increase, in first
order approximation, of the necessary resources involved.

A representation of a Calibration Table referred to the
a single channel of the TDC, calculated by the presented
histogram core and acquired at a rate of 50 Msps, with a
minimum dead-time of 5 ns between the events, is shown
in Figure 19.

C. TIMESTAMP HISTOGRAM

For the timestamp histogramming process, the IP-Core
designed in Section III computes the histogram of the time
difference between the timestamps of the events observed on
two different channels of the TDC in real-time.
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M Full timestamp At+offset (T-bits)
eas_ + I ‘ | Hist
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1 - At | N-bits ‘. | IP-Core
'At + time offset MSBs' ' BIT TRUNC ' '
Time offset

FIGURE 20. Graphical representation of the N bits of At stored into the histogram.
TABLE 5. Implementation costs and performance of a single calibrator N(t)
instance realized with the proposed architecture, derived from a A FSR WINDOW
16-channel TDC implementation on a low profile 7 series Xilinx FPGA I 1
device. The BRAM occupation is expressed in terms of number of 36Kb 1
RAM blocks (each one made up of two independent 18Kb blocks) which 1
are peculiar of the 7 series FPGAs. 1

(a) Implementation at Npgps = 256 (N = 8)
up to 65535 counts per tap (M = 16).

Resource Utilization Frequenc

u Absolute % quency
LUT 273 1.31

Flip Flops 322 0.77 224 MHz
BRAM 1.5 3

(b) Implementation at N7qps = 1024 (N = 10)
up to 65535 counts per tap (M = 16).

Utilization

Resource Absolute % Frequency
LUT 293 1.41
Flip Flops 337 0.81 217 MHz
BRAM 3 6

(¢c) Implementation at N7 g5 = 4096 (N = 12)
up to 65535 counts per tap (M = 16).

R y Utilization Fr N
esource e % equency
LUT 301 1.45

Flip Flops 350 0.84 201 MHz

BRAM 6 12

(d) Implementation at N7qps = 1024 (N = 10)
up to 1048575 counts per tap (M = 20).

Resource Utilization Frequenc
sou Absolute % requency
LUT 345 1.66

Flip Flops 389 094 210 MHz

BRAM 3 6

In this sense, a subtractor module between the TDC and
the histogrammer is mandatory. The subtractor selects which
channel of the TDC is used as a reference (CHgrgr) and which
as a measurement (CHygas). In this way it can output the
time difference (At = typas — trer) between the timestamps
generated by CHygas (tmeas) and CHRer (tRer).

Moreover, in order to to adapt the dimension of At¢, that
is T — bit wide, to the 2" bins offered by the histogram, two
registers called TIME_OFFSET and BIT_TRUNC have been
provided, as reported in Figure 20. In this manner, not all of
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TIME OFFSET

FIGURE 21. Graphical representation of time offset and histogrammed
window.

FIGURE 22. TDC acquisition of a SiPM-based optical spectroscopy
application by means of the histogram core.

the T bit of Az, but only those from BIT_TRUNC to N +
BIT _TRUNC of At + TIME_OFFSET are histogrammed.
A graphical representation showing time offset and the his-
togrammed window is visible in Figure 21. Lastly, as one bin
of the histogram reaches a value close to 2M _ 1, the module
asserts a proper flag for signaling bin overflow.

The ability to build histograms of timestamps is a great
value, as previously mentioned, in applications such as
TCSPC, TOF-PET, Optical Spectroscopy and many others.
We report, in Figure 22, an acquisition from an Optical Spec-
troscopy setup, where a SiPM is read out by the aforemen-
tioned TDC, which exploits the hardware acceleration offered
by the histogram core to elaborate incoming measurements
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at 40 Msps, with a minimum dead-time of 10 ns between the
events.

V. CONCLUSION AND FUTURE DEVELOPMENTS

To conclude, an architecture for the computation of his-
tograms with high efficiency and performance, using an inno-
vative technique and suited for programmable logic has been
presented.

After an overview of the state-of-the-art in terms of
architectures for the computation of histograms, showing
the advantage of parallel computing strategies based on
GPUs and FPGAs compared to temporal computing ones, an
FPGA-based, application agnostic architecture focusing on
efficiency and performance has been proposed.

Implementation issues and a state-of-the-art area-saving
solution are proposed as an IP-Core, compatible with multi-
channel applications independently both of the scientific field
and of the device in use, thanks to a high cross-manufacturer
compatibility.

Moreover, experimental evaluations using an existing mul-
tichannel FPGA-based TDC were performed. In detail, the
proposed histogram structure is used both to calibrate the
TDC in real-time with a measurement rate of up to 224 MSps
and to extract statistics on the measures of the TDC at the
same high rate.

Future upgrades will be developed in order to allow the
implementation of the histogrammer IP Core with variable
latency values, which are now limited to 2 clock cycles from
the GUI, in order to cope with any memory primitive in use.

Moreover, in order to permit even greater flexibility,
we will enable the possibility to choose whether or not to
enable the swapping mechanism, which is now always active;
this will make it possible to implement the histogrammer
with even lower BRAM occupation, trading it off with the
contemporary availability of the update mechanism and the
histogram readout mechanism.
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