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ABSTRACT Image captions aim to generate human-like sentences that describe the image’s content. Recent
developments in deep learning (DL) have made it possible to caption images for accurate descriptions and
detailed expressions. However, since DL learns the relationship between images and captions, it constructs
sentences based on commonly frequentedwords in the dataset. Although these generated sentences are highly
accurate, they have low lexical diversity, unlike humans due to limited vocabulary. Therefore, in this paper,
we propose a Part-Of-Speech (POS) guidance module and a multimodal-based image captioning model that
determines the intensity of images and word sequences and generates sentences through POS to enhance
the lexical diversity of DL. The proposed POS guidance module enables rich expression by controlling the
information of images and sequences based on the predicted POS guidance to predict words. Then, the POS
multimodal layer adds POS and output vector of Bi-LSTM using the multimodal layer to predict the next
caption, considering the grammatical structure. We trained and tested the proposed model on the Flicker
30K and MS COCO datasets and compared them with current state-of-the-art studies. Also, we analyzed the
lexical diversity of the caption model through the Type-Token Ratio (TTR) and confirmed that the proposed
model generates sentences using several words.

INDEX TERMS Deep learning, image captioning, multimodal layer, part of speech.

I. INTRODUCTION
Artificial intelligence has been targeting several segments
of human life in various domains. Among them, image
captioning is a technique for modeling human actions per-
formed to understand a scene. Image captioning aims to
generate human-like captions that enable machines to under-
stand images and describe context through natural language.
Image captioning is challenging in computer vision and
natural language processing fields because they analyze
two disparate data: images and natural language [1]–[5].
Furthermore, since the machine is described based on a
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probabilistic approach, this caption lacks a human-like
systematic presentation focusing on semantic significance.
Therefore, most research focused on generating sentences
with correct grammar while including all the image contexts.

Most studies in the image caption area apply the encoder-
decoder framework, which consists of an encoder that
extracts features from an image and a decoder that generates
sentences due to the development of deep learning. Unlike
conventional methods [6]–[9], this structure can create vari-
ous captions from scenes without using a fixed sentence tem-
plate [11]–[14]. This description has a more unconstrained
structure than before, detailing the context. This strength
made this approach the mainstream of image captioning
research. Recent research has significantly improved word
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prediction accuracy through attention mechanisms that focus
on important features of images and sentences [15]–[18].
The attention mechanism maps importance based on the fre-
quency of appearance between images and words according
to a sequence. Therefore, these methods have a lexical bias
that mainly uses vocable that appears a lot in the dataset.

Some studies have improved the structure and accu-
racy of sentences by adding metadata. He et al. [19] and
Zhang et al. [11] improved the image captioning model by
using the part-of-speech (POS) of a sentence as metadata.
These studies introduced the method to insert POS as an
attribute in the decoder of the language model. However,
this structure does not consider the inherent characteristics
of POS, so it has no advantages such as lexical diversity. POS
classifies each element in a sentence and contains information
on the role of words according to sequences. Also, the POS
represented by nouns, adjectives, verbs, and adverbs does
not simply indicate the position of the vocabulary in the
sentence but also affects the selection of objects in the image
because it is the order of description. In detail, stopwords
such as adverbs and conjunctions, which are POSs that affect
structure rather than meaning in a sentence, are attributes of
the language model. Conversely, the rest of the POS con-
taining the meaning of the text is defined as attributes for
the image. Therefore, the language model can select visual
and linguistic information through POS and be used directly
for word prediction. According to the POS characteristics,
image captioning can generate accurate captions and obtain
sentences with enhanced lexical diversity if both methods are
applied.

In this paper, we propose the POS Guidance Module,
which determines the intensity of image features and word
sequences according to POS, and the Multimodal-based
image captioning model that combines POS and cap-
tion information with a multimodal layer. And we used
Bi-directional Long Short-Term Memory (Bi-LSTM) [20] as
a decoder to create captions reflecting bi-directional con-
text. We tested our model on the Flicker 30K [21] and
MS COCO [22] datasets. And we evaluate the model’s
performance using standard metrics such as BLEU [23],
METEOR [24], ROUGE-L [25], CIDEr [26], and Word
Mover’s Distance (WMD) [27] compared with the state-of-
art model. In addition, to check the lexical diversity in the
sentences, we use TTR [28] metrics by comparing the variety
of vocabularies of the sentences generated through the test
result caption of models. The milestones which we proposed
in this paper are:
• We propose a POS guidance module that improves lexi-
cal diversity by focusing on the image vector and caption
embedding vector considering direct POS guidance.

• We propose a multimodal layer that combines the time-
series network’s output with POS information, applying
to the decoder’s predicted captions that conform to the
grammatical structure.

The rest of this paper is organized as follows: Section II
briefly reviews image captioning research and other studies

like the proposed model. Section III describes the details
of the proposed model. Section IV describes experimental
results using evaluation metrics and examples of generated
captions. Section V concludes the paper and describes the
expected direction.

II. THEORETICAL BACKGROUND
Studies of image captions using deep learning have achieved
excellent performance in computer vision and natural lan-
guage processing [29]–[33]. These select the correct words
corresponding to the image rather than conventional methods
and take a structurally appropriate form.

Vinyals’ model, Google Neural Image Caption (NIC) [1],
transforms the visual features of an image into intermediate
representations and uses them to generate sentences. This
structure achieved high-accuracy performance by applying
CNN and RNN, individually suitable for vision and natural
language. In addition, models based on this structure can
design networks end-to-end from input to output. This struc-
ture is called the encoder-decoder framework as the basic
framework of recent image captioning research.

Mao et al. [34] proposed a model in which LSTM [35]
is applied to the decoder, and multimodal structure is
used for the intermediate representation. This model mini-
mizes the loss of LSTM-encoded information and increases
the accuracy of the generated sentences by directly com-
bining the visual presentation. Yao et al. [36] proposed
inserting attributes as metadata and providing visual infor-
mation as input to the decoder. This model can focus
on the scene and create more accurate captions by
providing additional image information as an attribute.
Guan et al. [37] improved the memory loss problem by
repeatedly inputting feature vectors into all cells. Also, this
research analyzed various inputting features to the decoder
methods.

The attention mechanism, which is widely applied due to
its high performance in machine translation, has also been
used to image captions. Xu et al. [2] proposed a model based
on the soft/hard attention mechanism, which finds notable
areas of interest in an image and generates captions by
focusing on those areas. You et al. [3] proposed a semantic
attention method that generates sentences focusing on the
attributes closely associated with the image content based on
the visual attributes detected in an image. Johnson et al. [14]
proposed a method of generating multiple sentences for a
large volume of information, which can be obtained from an
image simultaneously.

Vaswani et al. [38] proposed the Transformer network
by significantly improving the attention mechanism widely
applied in language models. Since then, based on this net-
work, research has been conducted to use the Transformer
network in the image captioning field. Cornia et al. [39]
proposed a Meshed Memory Transformer to improve the
accuracy of sentences according to the characteristics of
image captions using many types of data. Guo et al. [40]
proposed a Normalized Self-Attention Network (NSA) to
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effectively learn new data distributions. They also proposed
a Geometry-Aware Self-Attention Network (GSA) to model
the geometric relationships of objects in an image.

Also, there are other image captioning studies using
various information that can be obtained from sen-
tences. Ge et al. [41] proposed a model using Mutual-aid
Bi-direction LSTM that is consider human cognitive styles
that describe the image to be explained and the sentence to be
generated while recognizing the overall image. Ke et al. [42]
proposed the model correctly generates captions for long
sequences, using Reflective Decoding Networks (RDNs) that
can recognize the relative position of words. Yang et al. [43]
proposed Collocate Neural Modules (CNMs) for learning
dynamic structures biased to language collocate. This model
is designed in a form similar to VQA, extracts information
about objects, features, and relationships, and creates sen-
tences with a decoder. Yi et al. [44] proposed caption-based
Visual Relationship Graphs (VRGs) to strengthen the con-
nection between the predicate that describes an object in a
sentence and the target region in which the object is located.
And using VRG as attention, they generated captions in
which objects and predicates are semantically connected.

In addition, there are image captioning studies using POS.
He et al. [19] proposed a model for generating sentences by
inputting the POS of the predicted word and image feature
information at each time step into the decoder’s LSTM.While
this method was the first attempt toward integrating the POS
to emphasize the images, the words with multiple POSs
were not considered because a pre-made POS dictionary was
used. Zhang et al. [11] proposed the POS Guidance module,
a method to use POS as a guide in image captioning. They
proposed two models using POS as a guide for the inject-
based method and the merge-based method, which are the
most used among the image captioning methods analyzed by
Tanti et al. [45]. These image captioning models benefited
frommaking the sentence structure precise and diversified by
using the POS as an auxiliary indicator. While in our model,
we use POS guide to word embedding vector and image
feature vector in the inject-based method. Also, we consider
that POS is regarded as the main attribute corresponding to
image or language information. So, we approach it from a
multimodal perspective and apply the multimodal layer for
optimization.

III. PROPOSED IMAGE CAPTIONING MODEL
We propose the image captioning model that uses POSs more
directly to reinforce lexical diversity and keep grammati-
cal rules. Figure 1 shows the architecture of the proposed
image captioning model. The proposed model follows the
inject-based encoder-decoder framework and is structurally
divided intoVisual Domain, Decoder, and LanguageDomain.
Visual Domain extracts the features of the image input by
using the encoder. In the Language Domain, POS Prediction
Model predicts POS from the current caption, in timestep T.
Also, POS Guidance Module uses the POS information as
Guidance to process the information to generate captions by

focusing on image feature information and caption informa-
tion. In other words, the model semantically connects images
and sentence information using POS guidance directly gener-
ates rich expressions. The decoder uses Bi-LSTM to generate
sentence information considering the bi-directional context.
And the POSmultimodal layer combines the sequential infor-
mation from the Bi-LSTM and the sequential POS informa-
tion from the POS prediction model in the Language Domain
to predict the next timestep T + 1 caption considering the
grammatical rules. That is, we use POS as a guide for data
application before the decoder and as the main attribute that
can be directly involved in word prediction after the decoder.
And since we approach the output of the POS and Bi-LSTM
in a multimodal approach, we can get optimized data. There-
fore, the proposed model can obtain lexical diversity and
well-described sentences. The following section describes
the proposed POS guidance module and multimodal-based
image captioning model.

FIGURE 1. Overview of the proposed image-captioning model. The
proposed model use image and caption. And use POS Guidance to
consider what features to consider, image and word information. And the
model uses POS multimodal layer to combine Bi-LSTM’s output and POS
information, predict next caption can be considered POS.

A. POS GUIDANCE MODULE
This study aims to generate sentences using the POS with
various word expressions and accurate descriptions. There-
fore, it is necessary to focus on the image feature information
and sentence information that POS has. To use this point,
we propose the POS Guidance Module in Figure 2. The
POS Guidance Module connects image features and caption
embedding vectors according to predicted POS information
from POS Prediction Model. This module links the two sets
of data by assigning probability according to howmuch focus
should be placed on the image vectors and caption embed-
ding vectors and transmitting it to the decoder. Therefore,
information on the POS of each word is required. However,
the POS of the word can be obtained only when the entire
sentence is constructed. We use the POS Prediction model
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proposed by Zhang et al. [11] for obtaining POS data. The
POS prediction model uses LSTM to predict the POS of the
word displayed at the next time step according to the word
at the current time step. In Figure 2, POS Prediction Model
receives EmbeddingPOS as input, which has same form as
Embeddingw and name differently for differentiation. Then,
the POS of the next time step for the current input word is
predicted through the LSTMPOS layer. Finally, data is pro-
cessed according to the dimension of POS categories through
theDensePOS layer. This data can be seen as a POS for a word
predicted at the next time step. And because the information
obtained from this POS prediction model is trained through
a time series network, it also contains the sequential POS
information. The output of the POS Prediction Model is
processed through the fully connected layer, DenseP.

FIGURE 2. Structure of the proposed captioning encoder along with the
POS guidance module. The POS guidance module can focus on the image
feature and caption feature, using predicted POS information which is the
output of the POS prediction model.

POS Guidance Module calculates the POS guide vector.
POS guide vector controls the degree of focus on image
information and caption information, using the sequential
POS information obtained from the POS prediction model’s
reprocessed data, the output of DenseP. We can get richly
expressive sentences with lexical diversity by considering
image information and language information using POS. The
POS guide vector (a, b), serve as a probability of focusing
more on the image features and caption information accord-
ing to the sequential POS information. This vector can adap-
tively focus on the image and caption information according
to the POS and predict the semantically appropriate word
for the next step based on the image content and syntax.
Image features obtained from the encoder are aligned in the
same dimension as the caption embedding vector through
DenseV , and the caption information is vectorized through
the embedding layer. The processed image vector and caption
embedding vector are multiplied by the POS guide vector to
focus on each piece of data according to the direct POS guid-
ance. The vector xL output from the POS guidance module

is calculated as

xL = a · I + b · Embw. (1)

Here, I and Embw denote the encoded image feature and
vectorized the caption embedding information, respectively.
After the multiplication of I with a and Embw with b, the two
values are added to calculate xL . Here, xL is focused differ-
ently depending on the POS at each time step in the caption
prediction. It can be used to generate rich expressions, and
various lexical diversity, providing an accurate description by
using the POS as a guide. And xL is input to Bi-LSTM and
used for learning the sequence of the generated caption.

FIGURE 3. Structure of proposed captioning decoder with POS
multimodal layer. POS multimodal layer combines Bi-LSTM’s output and
POS’s sequential vector from POS prediction model in Figure 2.

B. CAPTION GENERATION USING POS MULTIMODAL
LAYER
According to the attribute of the POSsmentioned in Section I,
POS contains information about the word’s sequential infor-
mation and the grammatical role of the words. We com-
bine the sequential information of the Bi-LSTM-generated
output and the sequential POS predict information to take
advantage of this. However, POS is a different kind of data
from predicted caption information, which is the output of
Bi-LSTM. So, if we just add each data together, the dimen-
sional complexity of the data may increase and performance
is decreased. Therefore, a method to optimize dimensional
complexity is required, and the proposed POS Multimodal
Layer will be a solution to this problem. The POSMultimodal
Layer combines and optimizes the POS prediction result and
the Bi-LSTM’s output, predicted caption information. As a
result, the model through this process is excellent in choosing
words for the next level by considering the grammatical rules.

Figure 3 shows the structure of the POS multimodal layer.
The information obtained from the POS prediction model, yp,
consists of the POS predict information, such as sequential
POS information. To generate the entire caption according to
the sequence of the POS, the POSmultimodal layer combines
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the two types of information to correct the information on
the generated sentence considering the POS. As the combined
information, ym, includes information on the word predicted
for the next time step aswell as the POS information predicted
for the current time step, the word predicted for that timestep
can be corrected following the POS. Equation 2 shows the
calculation of ym,

ym = yL + yP. (2)

where, yL is a vector calculated through DenseL to combine
the output of Bi-LSTM with POS information. ym is the
word predicted for the next time step, corrected according
to the POS prediction information and predicted captions.
Here, injecting the POS information directly into the sentence
information is equivalent to combining two types of data in
different dimensions. However, this results in the problem
that learning is not properly performed with a simple linear
layer owing to increased complexity. To solve this complex-
ity, we used a simple fully-connected layer (Denses) via the
nonlinear activation function, ReLU, for a multimodal layer.
The input and output equation for the Denses layer is defined
as in

ys = ReLU (Ws · ym + bs) . (3)

where, Ws and bs are the weight and bias of Denses,
respectively. The ys output is a vector combining the sequen-
tial information of the generated sentence, combined with the
sequential POS information. To efficiently process different
types of high-dimensional data such as the sequential infor-
mation of the generated caption and the sequential POS infor-
mation, two layers of Denses are stacked for optimization.
Finally, probability P (wt+1 |w1:t) of the word to be output at
the next time step is obtained through the output layer, using
Softmax activation function. The value P (wt+1 |w1:t) output
through the proposed POS multimodal layer is expressed as
in equation 4,

P (wt+1 |w1:t) = softmax {Wst · ys + bst } . (4)

Here, Wst and bst are the weight and bias of the Softmax
layer, respectively, andw1:t is the set of words output from the
first output word to the current time step, in other words, the
sentence obtained up to that step. Because these sentences,
in which the predicted words are generated, are based on the
collected sequential POS information. Thus, we can follow
certain grammatical rules and generate rich vocabulary.

IV. EXPERIMENTS AND RESULTS
A. EXPERIMENT SETTINGS
To validate the performance of the proposed model, we used
the Flicker 30K and MS COCO datasets for training and
testing. Flicker 30K dataset contains a total of 31,783
images, which were divided into sets of 29,381 for training,
1,000 for verification, and 1,000 for testing. Each image
had five human-made descriptive sentences, and there is a

total of 158,915 sentences. And in the MS COCO dataset,
we used Karpathy’s split [46]. This split had 123,287 images,
of which 113,287 were used for training, 5000 for vali-
dation, and 5000 for testing. This split is widely used for
validating various models. Each image had five man-made
descriptive sentences, so, there are 616,435 sentences in this
dataset.

For preprocessing the optimization of the dataset, vocab-
ularies with a frequency of less than five were not used
for training, and they were converted into the ‘‘unk’’ tokens
instead. Thus, the total number of vocabularies in all datasets
was 7415, including the added ‘‘unk,’’ ‘‘startseq,’’ ‘‘endseq,’’
and ‘‘0’’ tokens, which were used as the dimensions of
the embedding layer and the final output layer. In addition,
the start token(‘‘startseq’’) was added at the beginning of
each sentence and the end-of-sentence token(‘‘endseq’’) was
added at the end of each sentence to train the start and end
of the sentences, respectively. For training, all sentence data
must be of the same length, so we adjust the length to 50 by
zero-padding before sentences with a length less than 50 to
fit the dimension of caption data. To get POS data for each
word, we used the ‘‘DefaultTagger’’ of NLTK’s POS tagger.
DefaultTagger follows the Penn Treebank POS Tagset [47]
defined by the University of Pennsylvania.

The proposed model was an inject-based one that simul-
taneously inputs image information and caption information
into the model. We used Inception-ResNetV2 [48] model as
the encoder to extract the image features from the images. The
dimension of the output image feature vector was 1,536 and
the output dimension of the embedding layer for vectorizing
sentence information was set to 300, which was the same as
that of all fully connected layers and Bi-LSTM layers. The
dimensions of the LSTMand the fully connected layer used in
the POS prediction model were set to 40, including additional
tokens in the number of POSs to consider all possible POSs.
The Dense layer’s dimension in the POS multimodal layer is
set to 300, to maintain and optimize data volume. The batch
size for training was set to 128, and Adam [49] was used for
model optimization. Categorical-Cross-entropy was used as
the loss function for each of the sentences and POS outputs,
and the loss function of the entire learning was the sum of
these two loss functions. Equation 5 depicts the loss function,

Lossall = LossPOS + LossWord × γ. (5)

where, Lossall is the loss function for the entire learning,
LossPOS is the loss function for the POS prediction output,
and LossWord is the loss function for the sentence prediction
output. γ is the variable that adjusts the ratio of the loss
function obtained from the POS prediction model. Inspired
by Zhang et al. [11], we aimed to transform the sentences in
consideration of each time step’s POS conditionally. There-
fore, in this study, γ in (5) was set to 0.5. As for the caption
generation method, we used greedy search which collected
the Top 1 candidate word to output sentences to make sure
using a variety of words.
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TABLE 1. Performance comparison between the proposed model and parallel-inject model on Flicker 30K dataset.

TABLE 2. Performance comparison between the proposed model and parallel-inject model on MS COCO dataset.

B. ANALYSIS OF EXPERIMENTAL RESULTS
In this study, we aimed to generate sentences of various
expressions with accurate contents by considering POS.
We used BLEU-1, 4, METEOR, ROUGE-L, CIDEr, and
WMD as evaluation metrics for comparison. Also, we cal-
culate the TTR metric for lexical diversity. Moreover,
we checked and analyzed the generated sentences to evaluate
whether richly expressive sentences were generated.

1) COMPARISON OF EVALUATION METRICS FOR
STRUCTURAL VALIDITY
The proposed model has a structure with a POS guidance
module to the encoder-decoder framework, and Bi-LSTM
and multimodal layer applied as the decoder.

First, we compared the encoder-decoder framework-based
formal Parallel Injection model [45] without using POS
information and using the POS information; the proposed
model (LSTM) to evaluate the achievement using POS.
In addition, we compared LSTM and Bi-LSTM model’s
output sentences to compare the decoder’s performance.
Table 1 shows the results of the performance comparison
using the Flicker 30K dataset. A large difference in evaluation
metric scores was found between the parallel-inject model not
using POS and the proposed model using POS. All evalua-
tion metrics of the proposed model (LSTM) were increased
from a minimum of 3.0 to a maximum of 11.1, when com-
pared to those of the parallel-inject model. In particular, the
ROUGE-L score showed the greatest increase by 11.1.

And the MS COCO dataset’s test illustrated in Table 2,
all evaluation metrics of the proposed model (LSTM)
were increased when compared to those of the Parallel-
Inject model. Especially, ROUGE-L showed the greatest
increase by 10.1. It can be concluded that METEOR and
ROUGE-L are significantly higher than the Parallel-Inject
model. Notably, this increase shows that even long, expres-
sive sentences are highly accurate. Moreover, more accurate
sentences are generated using POS. Through the comparisons
in Table 1 and Table 2, it was verified in this study that more
accurate sentences can be generated using POS, and that high-
dimensional data (including POS, sentences, and images) can
be processed using Bi-LSTM.

2) COMPARISON OF EVALUATION METRICS WITH OTHER
STATE-OF-ART MODELS
Here we compared the standard evaluation metrics compared
to other state-of-art image captioning models in Tables 3, 4.

In Table 3, we compared evaluation metrics trained by
Flicker 30K. The BLEU-1 score of Hard Attention was the
highest at 66.9. Meanwhile, the METEOR and BLEU-4
scores of the Hard Attention were the lowest among those
of the compared models. Hard Attention appears to focus
only on the image feature, but other metrics are lower than
Inject-Tag and Proposed Model, using POS. It can be seen
that when using POS, we can create accurate captions while
considering the sentence structure.

Table 4 compares evaluation metrics with the state-of-art
models using MS COCO dataset. It can comprehensively
utilize image and sentence features and use information more
accurately through attention and better utilize the information
when generating sentences, such asM2 Transformer, X-LAN,
and X-Transformer. Therefore, the BLEU metrics, which
perform a simple linguistic manners comparison, have a par-
ticularly high. It can be seen that over 80 in BLEU-1, over
39 in BLEU-4. Also, CIDEr is based on TF-IDF against the
n-gram captions. M2 transformer is 131.2, the highest CIDEr
score. Recently, there are many studies on optimization using
CIDEr, so it seems to be less meaningful to compare the
proposed model or Inject-Tag. Moreover, transformer-based
models are computationally heavy. The proposed model
has advantages in speed and calculation. Although the pro-
posed model is lower than the latest models in BLEUs and
CIDEr, it achieved the highest score in the evaluation metrics,
METEOR and ROUGE-L. It can be seen that over 29.5 in
METEOR and over 59 in ROUGE-L. A high score on these
metrics means accurate descriptions are produced, even in
long sentences because of the variety of vocabularies usages.
It can be seen that POS can create captions with different
word sequences for the same meaning.

Additionally, we try to compare semantic similarity by
comparing theWMDmetric. WMD usesWord2Vec to define
the semantic distance distribution of the meaning of a word
and compares the optimal distance between two words in
another sentence. That is, by using the WMD, we can check
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TABLE 3. Comparison of evaluation metrics with state-of-art models on Flicker 30K dataset.

TABLE 4. Comparison of evaluation metrics with state-of-art models on MS COCO dataset.

the semantic similarity between captions. To get a WMD
score, we measure word travel cost, denoted as

cij =
∥∥zi − zj∥∥2 . (6)

where, cij is word travel cost and meant as Euclidean distance
between word i and j in the Word2Vec embedding space,
zi and zj. This refers to the cost that one-word moves to
another word. And we get the word distribution between the
captionwhichword i is belonging and the other captionwhich
word j is belonging.WMD uses each word’s normalized Bag-
Of-Words (nBOW) to the word distribution, denoted as

di = xi/
∑n

k=1
xk . (7)

where, d in equation (7) means the nBOW representation.
It can be calculated using the count of the word i xi, and
all amount of n word’s count,

∑n
k=1 xk . Let T ∈ Rn×n is a

flow matrix, where Tij means the distance between word i’s
distribution and word j’s distribution. So, Tij and Tji can be
defined as

Tij = di, Tji = d ′j, (8)

Finally, WMD metric is calculated in

min
∑n

i,j=1
Tijcij. (9)

where, WMD aims to optimize to minimizing the equation
(9) and consider

∑n
i,j=1 Tij to di, WMD can follow the linear

TABLE 5. Type-token ratio comparison in MS COCO dataset.

program and solve two caption’s distance minimum cumu-
lative cost. It can be seen that the smaller this value is,
the closer it is semantically. NIC model, without the POS,
is 0.349, the inject-tag is 0.334, and the proposed model is
0.33. It can be seen that the caption generated by the proposed
model generated an expression including semantically similar
words.

Through a quantitative comparison of the evaluation met-
rics between recent image captioning models, it was con-
firmed from the METEOR and ROUGE-L scores that the
proposed model generates rich expressions of captions and
word sequences when compared with other models. Also,
by comparing WMD, our model generates captions seman-
tically similar.

C. COMPARISON AND ANALYSIS OF GENERATED
SENTENCES
The goal of the proposed model is to generate correct
sentences with rich expression and lexical diversity. For a
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qualitative comparison of this, we compared and analyzed the
example of captions generated by each model to confirm that
they are constructed with lexical diversity. And we use the
evaluation metrics called TTR. TTR is the total number of
unique words divided by the total number of words in each
sentence. Thus, we can check lexical diversity through TTR
numerically.

In Table 5, we compare the total number of words in
generated sentences, types of words used, and Type-Token
Ration was compared inMSCOCOKarpathy’s split [40] Test
Dataset. Here, Whole words are the total number of words
in output captions and calculated by adding up all the words
in test outputs. Words can check whether various vocabulary
is used by categorizing words and POS. According to the
results, it can be confirmed that more words are used when
the POS is used. Also, the TTR and the words are the highest
among other methods. It can be demonstrated by comparison
in Table 5 that the proposed model can improve the lexical
diversity of output captions.

Furthermore, to confirm the use of POS contains semantic
information even when using various vocabulary, we try to
prove this by comparing POS used with the captions made.
For this comparison, we compared 8 POS categories by
semantically connecting them from 36 POS of Penn Treebank
POS Tag sets. We divided POS tags into Noun, Verb, ADJ,
Connective words, ADV, DT, and the rest including exclama-
tions were classified as ETC, such as Symbols, and Cardinal
numbers. The graph in Figure 4, Figure 5 demonstrate the
classification of POS that words used in each caption.

FIGURE 4. Comparison of the number of words between Noun, Verb, ADJ,
and Connective words in the output of each model.

In Figure 4, the use of nouns has risen significantly using
POSmodels. And Verbs, ADJs are also increased when using
POS information. It can be seen that various words are used
with the same meaning.

In Figure 5, the use of ADV, DT, ETC words is also risen
using POS models. Specifically, when NIC captions are not
using ADV, but using POSmodels are generated ADVwords.
ADV modifies verbs and ADJs in sentences, reinforcing the
meaning of words. Therefore, it can be confirmed that by

FIGURE 5. Comparison of the number of words between ADV, DT, ETC in
the output of each model.

using the POS, sentences with various contents were created
using words of rich expression.

Figure. 6 shows the sentences generated by each model for
the given images to compare whether the sentences generated
by the implemented models provide an accurate description.
The sentences generated by the implemented Google NIC,
the Inject-Tag, and the proposed model was compared with
the ground truth sentences.

In the sentences generated by each model for each image,
all captions have detected the object used for the subject well.
In Figure. 6(a), the proposed model’s caption has more accu-
rate like GT sentences by explaining the man’s state, ‘in the
air over the snow.’ Also, in Figure. 6(b), the proposed model’s
captions are more detailed and reinforced statements about
the object, such as ‘a bag of clothes.’ These modifiers provide
a more detailed description of the type and state of an object.
In Figure 6(b), GT caption’s ‘luggage’ is the bag where the
dog sitting, and the proposed model caption describes the
luggage as ‘a bag of clothes.’ This word is semantically con-
sistent with bag and is an element that can confirm that it is
lexically rich. And Figure 6(c), It can be seen that considering
the POS more directly, information around the subject that
other models could not describe was expressed in more detail,
like ‘on a blue surfboard.’ In Figure 6(d) can be viewed as an
example of the above. By predicting the word ‘tooth brush,’
It made detailed captions that more express the surrounding
information of the subject.

It was also confirmed that the proposed model’s captions
use more diverse connective words to generate richly expres-
sive sentences. In Figure. 6(e), the proposed model uses the
expression ‘‘leaning against’’ for an image of a bicycle parked
on an iron bar on the side of the road to generate a description
of various contents. Figure. 6(f) shows a scene in which
people watch a person playing a video game. Other models
described only the person playing a game, but the proposed
model accurately described that others were watching with a
structure using ‘‘while.’’ It is clear that the proposed model
can generate rich explanations using more diverse connective
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FIGURE 6. Comparison of examples of image captions by using NIC, Inject-tag and the proposed model.

words. In addition, in Figure. 6(g) and Figure. 6(h), using
the preposition of ‘‘along’’ in the description of each image,
an accurate description of the subject’s surrounding environ-
ment and an accurate sentence were described in terms of
content. Moreover, the generated sentences are written in a
structure that is easy to understand by people who follow
certain grammatical rules. In this way, if the POS is directly
considered in sentence generation, it is possible to obtain a
sentence with accurate content, word order, and rich expres-
sion. The sentences generated by the proposed model were
compared with those of the Parallel-Inject model to prove that
the direct use of POS for sentence generation would result
in sentences with more accurate grammatical structures and
with more abundant contents.

As reported in Section IV-B, the sentence of the proposed
model using POS can generate much more precise captions.
Also, by using Bi-directional structures, we can process
POS and caption information simultaneously. And the accu-
racy of sentence generation and abundance of expressions
were confirmed by comparing the proposed model with the
latest models, demonstrating its potential to compete with
state-of-art models. Specifically, the proposed model showed
a high increase in the METEOR and ROUGE-L scores,
indicating that the model generated sentences containing
many word sequences using rich expressions of captions
and word sequences. And in WMD metrics, we found that
using POS generates sentences withmore semantic similarity.
In Section IV-C, we compare real generated captions and use
TTR, which compares the diversity of vocabulary with the
content of actually generated sentences. By comparing TTR
metrics, it can be seen that the proposed model can improve
the lexical diversity of output captions. Also, example

captions are demonstrated that these sentences with cer-
tain grammatical rules and can enhance lexical diversity
using various modifiers and conjunctions as well as accurate
content.

V. CONCLUSION
In this paper, we proposed a POS Guidance Module and a
multimodal-based image captioning model to generate sen-
tences with rich expressions for enhancing lexical diversity.
The proposed image captioning model focuses more on spe-
cific pieces of information among the image and sentence
information according to direct POS guidance, using the POS
GuidanceModule. Then, the predicted output fromBi-LSTM
is combined with POS information through a POS multi-
modal layer to generate captions with various expressions and
certain grammatical rules. We can get more lexically diverse
captions by directly injecting the POS.

The proposed model was compared with other models
that learned Flicker 30K and MS COCO datasets based on
the objective image captioning evaluation metrics such as
BLEU, METEOR, ROUGE-L, and CIDEr. Especially, the
METEOR, ROUGE-L, and theWMDmetrics of the proposed
model showed a high increase respectively for each dataset,
suggesting that accurate descriptions containing similar word
sequences were generated. In addition, we compare lexical
diversity and semantic similarities using real-generated cap-
tion and caption’s TTR. It can be seen that the generated
captions have lexical diversity and use various vocabularies
with high semantic similarity.

This image captioning model presented in this study is
expected to enable the generation of sentences in an accu-
rate structure and rich representation with an abundance
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of expressions for wide commercialization in the fields
requiring analysis of given images, such as medical care,
image summary and surveillance.
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