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ABSTRACT Missing data are a universal data quality problem in many domains, leading to misleading
analysis and inaccurate decisions. Much research has been done to investigate the different mechanisms of
missing data and the proper techniques in handling various data types. In the last decade, machine learning
has been utilized to replace conventional methods to address the problem of missing values more efficiently.
By studying and analyzing recently proposed methods using machine learning approaches, vital adoptions
in accuracy, performance, and time consumed can be highlighted. This study aimed to help data analysts
and researchers address the limitations of machine learning imputation methods by conducting a systematic
literature review to provide a comprehensive overview of using such methods to impute missing values.
Novel proposedmachine learning approaches used for data imputation are analyzed and summarized to assist
researchers in selecting a proper machine learning method based on several factors and settings. The review
was performed on research studies published between 2016 and 2021 on adoptingmachine learning to impute
missing values, focusing on their strengths and limitations. A total of 684 research articles from various
scientific databases were analyzed using search engines, and 94 of them were selected as primary studies.
Finally, several recommendations were given to guide future researchers in applying machine learning to
impute missing values.

INDEX TERMS Systematic literature review, data imputation, data mining, missingness, data preprocessing,
data quality.

I. INTRODUCTION
Missing values are one of several data quality challenges
that often occur in real-world datasets. This common issue
usually affects data analytics performance by causing high
bias and producing low accuracy. Missing values can happen
for multiple reasons, such as respondents’ refusal to answer,
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manual typing errors, or equipment malfunctions [1]–[3].
The occurrence of missing data is inevitable during the data
collection stage. Therefore, datasets that include missing
values should be treated before entering the preprocessing
phase.

Moreover, Janssen et al. [4] highlight that having a
complete dataset can greatly influence the decision-making
process in an organization. For example, low-quality data will
lead to inaccurate analysis, which will result in the wrong
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decisions being made. Donald B. Rubin [5] proposes that
missing values be categorized under three main mechanisms,
each containing a different pattern. The first mechanism
is missing completely at random (MCAR), whereby the
missing values here have no relationship or dependence
on observed, unobserved, or the missing data itself. The
second mechanism is missing at random (MAR), in which
the missing values have a relationship with the observed
values. The third and last mechanism ismissing not at random
(MNAR). These mechanisms are only applicable if none of
the previous mechanisms is valid, and the missing values are
usually related to unobserved predictors or the missing value
itself [6].

Several imputation approaches were proposed to handle
this issue, starting from the most basic approaches, such as
listwise and pairwise deletion methods. However, excluding
some values from a dataset can greatly reduce its per-
formance. Although simple and straightforward, methods
such as mean substitution can produce a high bias if
the percentages of the missing value are quite high [7].
More advanced and promising imputation methods, such as
multiple imputations, provide a new way of dealing with
missing values by creating parallel datasets and calculating
the estimated values for missing values individually [8]. The
main advantage of using multiple imputation methods over
a single imputation is handling data uncertainty while using
different imputation models in conjunction with it [9].

More focus has been given to utilizing machine learn-
ing (ML) techniques to overcome the missing data issue
in the last decade. Multiple methods have been proposed
using supervised, semisupervised and unsupervised ML
techniques. These methods impute the missing values by
dividing the dataset into training and test sets and learning
from the observed variables. Normally, ML methods have
some data type restrictions and cannot maintain the same
performance while dealing with different values [10]. Thus,
it is crucial to understand the data pattern before conducting
data imputation to select the most suitable ML method [10].

Several studies have published the missing data problem
in the ML domain [7], [11]–[14]. However, these studies
have been dispersed among different journals and conference
proceedings. Although there are various proposed ML
models and methods to impute missing values in different
domains, there is a lack in tracking the main body of
research and the improvement in results according to reported
studies. Hence, a clear overview is needed to illustrate how
ML contributes to improving data quality and handling
missing data issues. Accordingly, comprehensive insight can
be gained by applying ML to impute missing data.

This article presents the findings of a systematic literature
review (SLR) performed onML approaches for missing value
imputation, specifically focusing on the recently proposed
ML methods, improvements in performance, and hybrid
models. It is crucial to understand the missing value ratio
and its mechanism before conducting imputations using ML
techniques. Themain objectives of this study are to determine

TABLE 1. Related works summary.

recent trends of ML applications in handling missing values,
evaluate the ML method used in addressing the missing
data problem, identify the limitations and strengths in these
methods, and determine possible research ideas and research
improvements in future work.

The article is organized as follows. Related work is
discussed in Section 2. Section 3 describes the research
method. The results of the survey are presented in Section 4.
Section 5 presents the research findings and future research
directions. Finally, a conclusion is provided in Section 6.

II. RELATED WORKS
In the last decade, the number of published studies in the area
of data quality has increased dramatically. However, only a
few have reviewed the literature on utilizing ML techniques
to handle missing values. Table 1 summarizes the related
literature review studies.

From the findings of the summarized related works in
Table 1, we note the significant role that ML techniques play
in improving the performance of handling missing values
in different domains. Data imputation performance can be
evaluated using different factors, such as accuracy, time
consumed, and computational cost. The study conducted by
Timur et al. [14] shows that using deep learning combined
with multiple imputations by chained equations (MICE)
for data imputation can lead to higher performance. The
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proposed method was evaluated by measuring its accuracy,
sensitivity, and specificity. Webb-Robertson et al. [15]
evaluated several data imputation methods based on the
root-mean-square error (RMSE) and classification accuracy.
It was found that selecting the appropriate imputation method
depends on the dataset itself and the analysis’s purpose.
The studies above compared ML methods with conventional
data imputation methods, such as deletion and single
imputation approaches. Thomas and Rajabi [7] provided a
descriptive analysis of ML applications in imputing missing
values related to experimental settings such as datatypes,
missingness mechanisms, platforms used, missing ratios, and
dataset characteristics used in several studies.

The studies referred to above are dispersed in different
journals and conference proceedings. Unlike previous works,
the main aim of this study is to assist data analysts and
researchers in selecting the most suitable ML approach to
improve data quality based on several factors and settings,
such as the purpose of the study, dataset characteristics,
domain problems, missing value mechanisms and ML tech-
niques. The selection of an appropriate ML method can lead
to a noticeable improvement in data imputation performance.
Furthermore, it is crucial to understand the various types of
ML techniques to reduce the time consumption required for
imputing the missing values.

Moreover, this systematic review focuses on the limitations
and strengths of recent ML applications in imputing missing
values. Additionally, this study examines the evaluation
methods and domains and provides several future research
directions by proposing a taxonomy for selecting the best ML
imputation method.

III. RESEARCH METHOD
The study follows the guidelines for conducting a systematic
literature review proposed by Kitchenham et al. [16]. The
execution process of this systematic literature review contains
eight main stages, as shown in Figure 1. The first stage is
identifying the research questions that will be answered by
extracting relevant data from the selected primary studies.
The second stage is the search strategy, which includes
identifying suitable keywords to search for related studies
in addition to selecting research resources from well-known
science databases, journals, and conference proceedings in
the related domain. The search process used the selected
keywords and logical operators in research resources to
identify relevant studies. In the third stage, inclusion and
exclusion criteria were defined to select the most relevant
studies. In the fourth stage, several quality criteria are defined
to avoid bias and to ensure that the selected studies had
enough information. In the fifth stage, collected research
papers were filtered, and primary studies were selected based
on their abstracts for relevancy and based on predetermined
inclusion and exclusion criteria of the full text. The required
data are extracted from primary studies and synthesized
to answer the research questions in the sixth and seventh
stages. Extracted data are analyzed and listed as data items

FIGURE 1. Systematic literature review execution process.

with categories and subcategories. Finally, the eighth stage
involved evaluating primary studies against each quality
criterion, and the score for every quality criterion was
calculated.

A. RESEARCH QUESTIONS
The main objective of this article is to investigate and analyze
novel ML techniques in addressing missing value issues by
highlighting significant performance factors to achieve the
best results. Therefore, to address these research gaps, this
systematic literature review addresses the following research
questions:

RQ. 1What are the trends in machine learning imputation
methods over the last five years?

RQ. 2What are the most commonly usedmachine learning
approaches to impute missing values?

RQ. 3What are the characteristics of datasets and types of
analysis used in the primary studies?

RQ. 4 What measurement factors are used to evaluate the
ML imputation methods?

RQ. 5 What are the limitations and strengths of applying
ML methods to impute missing values?

RQ1 aimed to provide an overview of recent trends in
ML techniques used to impute missing values and to show
how often ML methods are used instead of conventional
imputation approaches. RQ2 was intended to categorize
ML techniques used for data imputation and analyze the
implementation process.

VOLUME 10, 2022 44485



M. Alabadla et al.: Systematic Review of Using Machine Learning in Imputing Missing Values

RQ3 sought to investigate the characteristics of the
collected datasets and how ML imputation methods were
adapted to handle different types of analysis. The answer
to this question will analyze and reveal the commonly used
dataset settings in primary studies using descriptive analysis
to illustrate the diversity of different settings used for the
imputed datasets.

RQ4 aimed to analyze the performance metrics used
for evaluating the ML imputation methods. This question
is intended to clarify the factors behind the selection
process, whether it is prediction accuracy, random error,
or execution time. The answer to this question will showwhat
measurement factors are used the most to determine the level
of adequacy in evaluating the proposed methods.

RQ5 was intended to highlight limitations and strong
points in using ML techniques to impute missing values.
Answering this question would provide a clear guideline for
future work regarding the use of ML in data imputation.

B. SEARCH STRATEGY
The search strategywas developed based on twomain factors:
identifying keywords and selecting research resources. Data
were collected using an automatic search feature in every
research resource. The keywords used in the search process
were selected based on two main categories: missing values
and ML. The search targeted both the research title and the
abstract. Table 2 illustrates the main categories with their
respective keywords.

The reason for including ML keywords is to find studies
that used ML techniques but did not mention the ‘ML’
keyword in their research title or abstract. Since several
studies have used ML techniques for different purposes,
we were able to identify specific keywords about missing
values and gather data from related studies only.

The automatic search was conducted in several selected
research databases. Five different research databases were
selected, as shown in Table 3. These databases were chosen
from a list of most used electronic databases for researchers
based on a study done by Chen et al. in [17]. We selected five
research databases from the list to reduce redundancy in the
collected data. Another reason for selecting these databases is
that they include the advanced search feature whereby logical
operators can be used. In addition, the filtering option allowed
us to limit the results based on the publication year.

C. INCLUSION AND EXCLUSION CRITERIA
The automatic search for relevant studies was conducted
in selected research databases using the keywords listed
in Table 2. The scope of the search process targeted
articles published between 2016 and 2021. Two iterations
were conducted on the automatic search results to select
the primary studies. In the first iteration, the title of the
research, in addition to the abstract, was scanned to select
the related studies based on the SLR objectives. Additionally,
any duplications in the research results were removed.
In the second iteration, the whole text was scanned to

TABLE 2. Main categories and their respective keywords.

TABLE 3. Selected research databases.

double confirm whether the selected studies from the first
iteration were aligned to the main objectives of this SLR
study. Furthermore, we applied the following inclusion and
exclusion criteria in this iteration to select the most relevant
primary studies.

1) Inclusion criteria:

a) The publication date of the study was between
January 2016 and December 2021. The reason for
selecting this period is because ML techniques
became commonly used by researchers at the
starting year to investigate state-of-the-art pro-
posed ML methods.

b) The article uses a single ML approach, ensemble,
or hybridized model with other imputation meth-
ods.

c) The article focuses on solving the missing values
problem in a dataset.

d) The proposed ML method is evaluated with other
ML imputation methods.

e) The article is published in the English language.
f) The article is published in a journal or proceed-

ings with peer review.
2) Exclusion criteria:

a) The article should not be an abstract only or
editorial.

b) The article should not use conventional imputa-
tion methods instead of ML techniques.

c) The article should not focus on image classifica-
tion problems.

d) The article’s main aim should not be to improve
any factor other than the data imputation
performance.
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TABLE 4. Search queries used in selected databases.

TABLE 5. Data item extraction form.

e) The article should not be focused on predicting a
case instead of imputing missing values.

The inclusion criteria (a)-(f) were implemented during
the first iteration, which included scanning the title of the
research in addition to the abstract. On the other hand,
exclusion criteria (a)-(e) were implemented during the second
iteration of the primary study selection process, whereby the
full texts of the selected studies were reviewed to filter out the
nonrelated articles. Table 4 demonstrates the search queries
used in each of the five selected research databases using
keywords and logical operators in advanced search features.

D. QUALITY CRITERIA
The main aim of this section is to ensure that primary studies
have enough information to answer the research questions.
Each criterion is referred to as ‘QAC’, which stands for
Quality Assessment Criteria. Studies are evaluated using the
following quality assessment questions:

QAC.1 Does the paper use ML approaches for imputing
missing values?

QAC.2 Were the research purpose and methodology
explained clearly?

QAC.3 Is the proposed approach evaluated with other ML
imputation methods?

QAC.4 Did the researchers explain the performance
measurements used?

QAC.5 Does the paper cover the strengths and limitations
of the proposed method?

E. SELECTION OF PRIMARY STUDIES
The automatic search on online databases for using ML
methods in imputing the missing values returned 684 studies.
After conducting the first iteration by scanning the title and
abstract, nonrelated studies were excluded, and 168 studies
were identified as related. In the second iteration, 74 studies
were dropped after applying the inclusion and exclusion
criteria. Hence, 94 primary studies were used to answer the
research questions, as shown in Figure 2.

F. DATA EXTRACTION
The search process for related studies was restricted to
designated electronic databases, journals, and conference
proceedings. Every article was evaluated based on the cat-
egories and subcategories listed in Table 5. Listed categories
were selected based on the research questions to provide
answers to them. Data items were extracted from articles
using automatic and manual search procedures.

The first category reference information was used for both
documentation and to answer RQ1 by checking whether the
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FIGURE 2. Primary study selection procedure.

paper was published within the last six years or not. On the
other hand, the research focus category is used to identify the
trends of ML methods used for data imputation to complete
the answer for RQ1.

Next, the ML technique category was listed to address
RQ2. RQ2 was intended to identify the most commonly
used ML technique to impute missing values based on the
information extracted from articles, such as the type of
method used. Third, RQ3 intended to identify the dataset
settings used for missing value imputation, including the
number of datasets used in the experiments, sources of
these datasets, data types imputed, and the percentage and
mechanism of missingness. In addition, it investigates the
type of analysis adopted to handle missing values in collected
datasets.

The following is RQ4, which aims to determine the per-
formance factors used to evaluate the proposed ML methods
against other existing imputation methods in addition to
evaluation methods that include the research design followed
in the primary studies.

Finally, the findings answered RQ5 by determining the
limitations and strengths of applying ML methods to impute
missing values. Usually, this information is very important
for several reasons. First, it can help researchers find research
gaps and what is missing. Second, it shows the weak
points that may be overcome using different approaches.
Third, it may include some suggested solutions that can be
considered in future work.

G. DATA SYNTHES
In this phase, extracted data items are fused together,
in addition to the amount of data needed to answer each
research question. The following explains the data synthesis
approach used in this study: For RQ1, RQ2, RQ3, and RQ4,
data items were aggregated and presented using a descriptive
analysis technique (quantitative). Furthermore, a narrative
synthesis approach was used to formulate the information per
RQ5, which was obtained from different papers.

TABLE 6. Quality assessment results.

H. QUALITY ASSESSMENT
In addition to the inclusion and exclusion evaluation, each
primary study was fully assessed using specific Quality
Assessment Criteria (QAC) questions to avoid bias and
increase the selection of literature [18]. The assessment is
conducted by assigning a score between 0 and 1 for each
primary study. If the study answers the QAC question, it is
given a score of 1, and if it does not provide a full answer,
it is given a score of 0.5. However, if the study fails to answer
the QAC question, it is given a score of 0. The total score is
calculated by summing all QAC question scores.

After conducting the quality assessment for each primary
study, the total score of the selected primary studies was >

60% against each QAC, as shown in Table 6. This finding
indicates that the primary studies have sufficient information
about imputing missing values using ML techniques.

IV. RESULT AND ANALYSIS
This systematic literature review was carried out based on
the procedure explained in the previous section. The results
of this study are shown by answering each of the proposed
research questions using data extracted from the selected
research database.

A. RQ1. WHAT ARE THE TRENDS IN ML IMPUTATION
METHODS OVER THE LAST FIVE YEARS?
Using ML in imputing missing values has improved
the overall performance of prediction and data analysis
in comparison to conventional imputation methods [19].
Nkonyana et al. [20] indicated that non-ML methods might
reduce sample size and that variability reduction produces
high bias. With current advancements in technology, ML has
the advantage of high computational resources and has
proven its ability to overcome these issues by estimating the
missing values with high accuracy and enhanced data analysis
performance [21].

Figure 3 demonstrates the distribution of selected studies
between 2016 and 2021. Although the number of studies
remained steady in 2016 and 2017, there was a significant
increase in the number of studies that utilizedML approaches.
In particular, since 2016, the number of studies remained
constant at nine studies per year until 2018, whereby a
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FIGURE 3. Distribution of primary studies over the last six years.

FIGURE 4. Publication trend of primary studies.

remarkable rising trend was noticed compared to previous
years. This increase continues steadily until recently in 2020,
which shows a growth of interest in using ML techniques.
Then, it slightly dropped from 23 studies to 22 in 2021.

Out of the ninety-four selected studies, sixty-three were
journal articles, and thirty-one were conference papers.
The most targeted publication source is Scopus for both
journal articles and conference papers. However, IEEE and
ScienceDirect have few related studies compared to Scopus;
ten were selected from each. The large difference between
the publication sources may be due to the duplication of
studies when selecting the primary studies. Since Scopus
was selected first, all the duplicated studies were removed.
Thus, this may explain the high numbers of selected studies
in Scopus. Figure 4 illustrates the publication trend and the
distribution of primary studies among the selected publication
sources.

B. RQ2. WHAT ARE THE MOST USED ML APPROACHES TO
IMPUTE MISSING VALUES?
The answers to this question are obtained from the data
item category ML technique, which includes the following
subcategories: type of method used, single or hybrid,
ML type, and selection method, as shown in Table 5.

The first subcategory from the data item extraction form
determines what type of ML technique imputes the missing
values. Every technique has its own characteristics and
behavior based on the dataset used and the missing data

mechanism. The selection of ML approaches is conducted
based on the type of learning algorithm used, which
includes supervised, unsupervised, and semisupervised or
reinforcement learning. During the selection phase of primary
studies, we noticed that some of the studies that included
ML imputation as part of their proposal focused only
on improving the prediction performance of some cases.
However, these studies usually do not provide sufficient
information about the data imputation process. Hence, these
studies were omitted from our list by applying the fifth
exclusion criteria in this study.

Table 7 demonstrates the selective primary study dis-
tribution over multiple ML approaches to impute missing
values. The results show that hybrid ML methods are the
most common among other approaches. This may be due to
uncertainty when dealing with different data types in different
missingness mechanisms. In addition, some ML algorithms
require high computational resources while addressing
missing value problems. Therefore, using hybrid methods
can overcome this issue and increase the training time
while simultaneously improving the performance. Hybrid
ML models integrate two or more ML methods with each
other or with other techniques to achieve higher performance.
In this regard, some of the hybrid models used one method
for prediction and the other one to optimize the prediction
method to reach a new level of accuracy [105].

Hybrid models have recently become popular due to their
high capability and potential, which explains the high focus
on them in recent studies. A hybrid method can also combine
supervised and unsupervised ML approaches to maximize
data imputation performance [75]. The study proposed by
Nikfalazar et al. [78] integrated a decision tree and fuzzy
clustering to form a hybrid iterative model. The proposed
model outperformed existing imputation methods in terms of
computational speed while dealing with different data types
simultaneously.

The second most commonly used ML method is deep
learning. Based on artificial neural networks, deep learning
has become popular in recent years due to the rapid advance
in technology. Deep learning depends heavily on graphical
processing units (GPUs), which accelerate the computational
process in deep learning networks. Deep learning methods
have been used in several domains, mainly for prediction,
and have proven to perform well in imputing missing values,
especially in high-dimensional datasets [55], [106].

The other ML approaches used in the selected studies
include Clustering, Neural Network, XGBoost, K-Nearest
Neighbor, and Ensemble methods. Most clustering studies
used fuzzy theories to imputemissing values because they can
handle uncertainty, imprecision, and unevenness in several
applications [35]. Liu et al. [32] used a fuzzy membership
function to impute missing values under MNAR settings
with the help of K-nearest neighbor to speed up the process
provided with an iterative step to utilize historical data.
The proposed study has proven its capability in handling
missing values when there is a weak relationship between
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TABLE 7. ML approaches used in imputing missing values.

FIGURE 5. The proposed ML imputation methods types.

attributes. Nishanth et al.[22] proposed a probabilistic
neural network imputation method preceded by mode to
address multiple missing values from the categorical data
type. Another study proposed by Madhu et al. [101]
used extreme gradient boosting (XGBoost) to impute
continuous and discrete missing data attributes in health
care datasets from observable data. This study shows that
XGBoost can effectively impute mixed-type missing values
and achieve higher accuracy than conventional imputation
methods.

Generally, ML approaches are categorized under four
types: supervised, unsupervised, semi-supervised, and rein-
forcement learning. As shown in Figure 5, half of the studies
followed the unsupervised learning type, which explores
hidden patterns in data. Meanwhile, supervised learning
studies came in second place, constituting approximately
36% of all primary studies.

In supervised learning, ML algorithms are trained to
predict and classify data in a labeled dataset. As we
can see, few semisupervised approaches were utilized for

data imputation. This learning method stands between
both supervised and unsupervised. Sometimes it combines
clustering as a preprocessing step and classification using
any of the supervised learning algorithms. Some of the
proposed hybrid models use the semisupervised technique to
achieve higher accuracy. Last but not least is reinforcement
learning, which does not seem that popular in data imputation
context, with one study only using it for optimization
purposes.

Notably, combining multiple ML methods can markedly
enhance the performance of imputing missing values.
Table 8 illustrates a portion of the primary studies that com-
pared different ML approaches to find the best-performing
model that efficiently addresses the missing values problem.
These results show that the K-nearest neighbor was the best
performing method compared to other ML approaches. The
study proposed by Huang et al. [25] shows that K-nearest
neighbor produced the highest accuracy when combined with
the genetic algorithm, for instance, selection. More studies
show that combining K-NN with other ML methods, such
as decision tree and random forest, led to better performance
than other approaches [31], [40].

Moreover, from the rest of the comparison studies, we can
see that random forest was the best performer three times,
and the support vector machine came in third place, being
the best performer twice. Another significant finding found
in the study conducted by Nwulu [43] shows that multilayer
perceptron (a feedforward artificial neural network) outper-
formed support vector machine, which achieved the highest
accuracy in other studies. This indicates that neural networks
and even deep networks can provide promising results
regarding missing data imputation compared to existing ML
approaches.
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TABLE 8. Comparison studies of ML approaches.

FIGURE 6. Distribution of primary studies by the number of datasets used
for data imputation.

C. RQ3. WHAT ARE THE CHARACTERISTICS OF DATASETS
AND TYPES OF ANALYSIS USED IN THE PRIMARY
STUDIES?
The answer to this research question is extracted from the
Table 5 dataset category: number of datasets, dataset sources,
data types, missing values ratio, missingness mechanism, and
the type of analysis.

The first subcategory in the dataset identifies the number
of datasets used in each primary study. The reviewed
studies used various datasets in data imputation, ranging
from 1 to 30 collected datasets. Figure 6 illustrates the number
of datasets used in primary studies. Additionally, it was
observed that most of the studies used only one dataset to
deal with missing values (47 studies), whether they were
synthetically generated or real. Furthermore, fewer studies
tend to use more than one dataset since most of them deal
with real-world datasets.

The second item in the dataset category is the source of
the collected datasets. Figure 7 demonstrates the number
of primary studies by dataset source. In total, 37 out of
94 primary studies collected the dataset from the University
of California at Irvine (UCI) ML repository and utilized
it for conducting data imputation experiments. A total of
31 primary studies used a private dataset that is not publicly
available to evaluate their imputation method on a real-
world scenario. For example, Chivers et al. in [99] proposed
a two-step ML imputation method for a precipitation

FIGURE 7. Distribution of primary studies by dataset sources.

FIGURE 8. Percentage of the data types used for data imputation in
primary studies.

time-series dataset collected from 37 weather stations in the
UK. Another study by Tavazzi et al. in [90] proposed an
imputation algorithm to handle missing values in a clinical,
epidemiological register of patients from two Italian regions.
The other public dataset repositories used in primary studies
are Kaggle, MIMIC-III, Keel, ADNI, etc. However, 5 out
of 94 primary studies did not provide any information about
their collected dataset.

After investigating missing value data types that are
imputed in primary studies, it was found that 20.2% of the
studies applied ML imputation methods on continuous data
types. On the other hand, only 5.3% of studies focused on
categorical data type only. Most of the studies (38.3%) dealt
with numerical and categorical data types. However, 36.2%
of the proposed methods did not provide any information
about the data types imputed using their proposed method.
Figure 8 shows the proportion of data types imputed in
primary studies.

Moreover, the missing values ratio addressed in primary
studies was also investigated. There are two types of missing
values: real missingness that was missed naturally and
artificial missingness generated synthetically for evaluation
purposes. Among 94 studies, only one study used both real
and artificial missingness types in their experiments. A total
of 34 studies generated missing values in different ratios,
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FIGURE 9. Percentage of missing values addressed in primary studies.

FIGURE 10. Distribution of primary studies by the missing value
mechanism handled.

including 10% and 30%, which were the most commonly
used among the other ratios. The highest missingness ratio
used in the experiments was 90%, and the lowest was
1%. However, only 6 (6.4%) studies used datasets with
real missingness. Furthermore, 19 out of 94 studies did
not state any information about the missingness percentage.
Figure 9 depicts the missing value ratio used in the primary
study experiments.

The missing values mechanism is another item that was
investigated in the primary studies. Most of the studies
have provided a brief description of the different types
of missingness mechanisms, including MCAR, MAR, and
MNAR. We noticed that 63% of the primary studies
did not indicate the type of missingness mechanism to
be handled, whether it was artificially imposed or tested
statistically on the dataset [107]. In total, 32% of the
proposed imputation methods in primary studies usedMCAR
settings to impute missing values, and only five studies
used the MAR mechanism alone. However, the procedure
for handling the MNAR mechanism is complicated, and
as shown in Figure 10, fewer imputation approaches can
address it. Overall, the most commonly used mechanism
is MCAR due to the ability to generate it artificially and
test it statistically. Figure 10 represents the missing value
mechanisms mentioned in primary studies.

It was observed that different types of analysis are used to
deal with the dataset. A total of 12 out of 94 studies adapted
their proposed ML imputation method to handle time-series
data, including a collection of observations for a single entity
at different time intervals. Missing values in time series data
can occur due to multiple reasons, including data transmis-
sion error, measurement faults, and incorrect installation [61].
Oehmcke et al. in [72] developed an imputation algorithm
that utilizes the correlation between features to obtain
distance weights and imputes missing values consecutively.
The authors claim that their approach shows accurate results
on datasets with a high correlation between their features.
Deep learning techniques were also adopted to handle time-
series data. Liu et al. in [51] developed a deep learning
method that captures the correlations between deep layers
and the initial layers. Körner et al. [100] compared different
ML imputation methods to impute meteorological time series
data. The results show that XGBoost outperformed other
imputation methods without considering the correlations
between dataset features. Zhang et al. [92] showed that
missForest could impute missing values in time series
data with high accuracy regardless of the gap rate, unlike
traditional methods, which lose their accuracy as the gap size
of data increases. Another comparative study performed by
Velasco-Gallego et al. in [44] between ML-based imputation
methods and time series models to assess their ability to
handlemissing values in real-time. The authors applied a time
series cross-validation type of analysis to form the training
set based on the test set’s prior measurements, including
missing values. Phan in [77] proposed an ML method to
impute missing values in univariate time series data using
backward and forward forecasting based on historical values.
The proposed method explores all the available values for the
selected variable to estimate the missing values.

Most of the primary studies used a cross-sectional type of
analysis for datasets collected at a single point in time. Unlike
cross-sectional data, time-series data include autocorrelation,
representing the degree of similarity between a given time
series and its lagged version. Thus, handling missingness in
time series data should be done carefully [34].

D. RQ4. WHAT ARE THE MEASUREMENT FACTORS USED
TO EVALUATE THE ML IMPUTATION METHOD?
The answer to this research question is derived from
Table 5 Performance Evaluation category: Performance
metrics and evaluation methods.

We have investigated the performance metrics used to
evaluate ML techniques. Table 9 shows the performance
measures that are used more than once in primary studies
to minimize the list as much as we can and focus on the
important and trending factors.

From Table 9, the root mean square error (RMSE), also
known as the root mean square deviation (RMSD), is themost
commonly used factor to measure the performance of ML
methods. It is calculated by subtracting the values predicted
by the proposed imputation model from the observed values
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in the dataset. The difference between these values is
called residuals, and RMSE combines them into a single
measurement value to estimate their prediction potency [65].
The second most widely used evaluation metric is accuracy,
which is usually called classification accuracy, referring to
classification approaches used in studies. The third most
used measurement factor is the mean absolute error (MAE)
or mean absolute deviation (MAD), which signifies the
negative and positive deviation between the estimated and
observed variables [41]. As noted in the literature, the RMSE
value is always equal to or greater than the MAE. Both
of these measurement metrics can range between zero and
infinity. The larger the difference between them, the higher
the variance of errors in the dataset. Next is the execution
time, which varies among studies based on the size of the
dataset, missing values, and computational resources used
to conduct the experiment [74]. Huang et al. [87] indicated
that the complication in their proposed method causes a
significant increase in execution time for the algorithm.
However, the method provided better prediction accuracy
than existing methods. To reduce the time consumed by the
model, Gupta et al. [112] highlighted that several factors
related to the dataset could influence the execution time either
positively or negatively.

Moreover, several performance metrics, including accu-
racy, recall, precision, specificity, and F-score, used the con-
fusion matrix to calculate the performance of a classification
model based on actual and predicted values. All of these
measurements were used in five or more primary studies.
Table 10 shows the confusion matrix with four different
results: true positive (TP), true negative (TN), false-positive
(FP), and false-negative (FN).

Referring to the confusion matrix, it is observed that
both Recall and Sensitivity have the same calculation
(TP/TP+FN). According to Table 9, recall was mentioned in
six different studies, and sensitivity was mentioned in eight
studies. Hence, the total number of studies using the same
measurement was 14, which is equal to the number of studies
that used mean absolute error as a performance measurement.

Moreover, the evaluation methods used to assess the
proposed methods were scrutinized. This data item was
extracted from the selected primary studies and was used
to determine the level of adequacy for primary studies in
evaluating their proposed methods. Table 11 summarizes
the assessment methods used to validate ML techniques in
imputing missing values. The results found two different
evaluation methods: the experimental approach and the case
study. The experimental approach usually addresses one or
more cases to assess the capability of the proposed imputation
methods in handling missing values across different settings.
On the other hand, case studies only validate the proposed
approach using a single case. It was found that most of the
studies (81%) followed the experimental approach to validate
their proposed ML method.

More investigation was conducted with regard to
the domain of the proposed ML imputation methods.

TABLE 9. Measurement factors used in primary studies.

Figure 11 illustrates the allocation of primary studies over
their domain. The results show that approximately 64%
of the primary studies used a specific domain to conduct
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TABLE 10. Confusion matrix.

TABLE 11. Evaluation methods to validate the proposed ML techniques.

FIGURE 11. Domain of the existing ML imputation methods.

data imputation. However, the remaining primary studies
dealt with multiple domains and were not dependent on any
specific domain.

Most primary studies used health care as their domain
to evaluate the proposed ML imputation method. (34 out
of 94). This domain includes the medical, clinical, and
bioinformatics fields. Several ML approaches have been
utilized in the health care field, such as deep learning,
XGBoost, K-NN, ensemble, and hybrid methods. These
algorithms were used to impute missing values, while
XGBoost was used to bypass them and produce high-
performance results. The second rank in the most used
domain list is IoT, in which deep learning techniques were

used 3 times out of the 7 primary studies, and three of them
followed the case study evaluation method. One-third of the
listed domains were used only once by the primary studies,
while four domains, including online services, geographic,
manufacturing, and chemical domains, were used three times.

Meanwhile, four studies used the case study evaluation
approach to propose their ML imputation methods in the
meteorological domain. The former was used two times in
case studies for socio-economic and traffic domains, while
the latter was used only in experimental studies. Moreover,
a large portion of primary studies (33%) used multiple
datasets from different domains to evaluate the performance
of their proposed ML imputation method.

DifferentML imputationmethods were applied in different
settings depending on their characteristics. Usually, authors
may not possess sufficient knowledge in the domain they
are working on, which applies to the data domain they are
also using. As has been observed, most researchers tend to
use deep learning approaches because of their ability to deal
with high-dimensional data despite a lack of knowledge in the
chosen domain. Another important factor to be considered
for selecting an ML approach is its characteristics. For
instance, the K-nearest neighbor is widely used because
of its simplicity and high performance. However, K-NN
performs poorly in large datasets and high-dimensional data
contexts [47]. Additionally, many researchers stumble while
linking different features in a dataset. Hence, knowing the
domain needs to be considered to improve research results.

E. RQ5. WHAT ARE THE LIMITATIONS AND STRENGTH
POINTS IN APPLYING ML METHODS TO IMPUTE MISSING
VALUES?
To answer this research question, we extracted the data
item limitations and strengths according to Table 5. It was
found that less than half of the studies (40%) clearly stated
the strength of the proposed ML imputation approach.
Meanwhile, 42% of the studies described the limitation of the
proposed approach.

The strength of the proposedML approacheswas occasion-
ally reported in the studies. In most studies, researchers have
indicated that ML imputation methods can deal with high
missingness ratios while maintaining a small RMSE, unlike
traditional imputation methods such as deletion, mean substi-
tution, or Hot-Deck [31], [33], [51], [72], [75], [110]. Other
studies affirmed that using ML in imputing missing values
has gradually improved accuracy and provided more accurate
results regardless of dataset size [19], [31], [67], [73], [97].

ML approaches also proved the capability of fast learning
by taking advantage of the current advanced computational
resources. Nagarajan and Dhinesh [76] declared that the
multiple imputation method suffers from high computational
consumption, which leads to the use of ML to bypass this
limitation. Currently, ML algorithms can impute missing
values in large datasets within a couple of minutes compared
with other imputationmethods, such asMICE,which can take
several hours to impute the same dataset [10], [79].Moreover,
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several researchers claimed that their proposed ML methods
could be generalized and applied to other domains where
data imputation is needed [10], [87], [90]. In addition, other
studies concluded that ML methods could handle uncertainty
and vagueness by extracting more information from datasets
that contain noisy data in a large-scale context [35], [59], [99].

Among all ML algorithms, deep learning imputation
techniques have shown notable results by modeling complex
relationships between variables in a dataset [55]. The work
proposed by Cheng et al. [56] shows that deep learning
methods can impute the whole sample instead of focusing
on only one group at a time. It is interesting to note that all
the studies highlighting the strength of deep learning models
were conducted in the health care domain.

Unlike conventional imputation methods, ML approaches
incorporate a unique learning strategy that considers links
and relationships among sparse variables to improve the
data imputation performance [55]. The imputation method
proposed by Hu and Du [69] demonstrates the ability to
learn from the correlations between features to estimate
and impute the missing values. In contrast, a study by
Liu et al. [32] indicated that the proposed approach performed
better when there were weak correlations between features.
Other studies argued that conducting preprocessing, includ-
ing instance selection first, improves the data imputation
performance of all different datatypes of the selected
dataset [25], [100].

Although several studies reported strength points, there is
an almost similar number of studies that stated limitations
of the proposed ML imputation methods. One of the
reported limitations is the slow training speed of some
ML approaches, such as generative adversarial networks
(GANs) and stochastic gradient boosting machines (SGBMs)
[33], [91]. Both of these methods are more computationally
intensive than multiple imputation and missForest. Other
studies did not consider all missing data mechanisms and
only tested the MCAR scenario [62], [93]. A study by
Vilardell et al. [109] acknowledged that the data quality of
the dataset could directly affect the performance of the ML
imputation method.

Additionally, limitations in datasets, including size, dimen-
sionality, and diversity, can greatly influence the results.
Peralta et al. [60] conducted a study on a low number of
complete data points, and their proposed imputation method
was not tested with the categorical data type. Li et al.
[61] mentioned that their method should be evaluated on
other data types to verify its effectiveness for generalization.
Xu et al. [64] indicated that the limitation in dataset
size and diversity could affect the imputation performance.
In addition, missing ratios play a great role and require
more attention because they can also affect the proposed
method’s performance [55]. Marshall et al. [113] suggested
that a missing ratio over 50% is not acceptable in the
health care domain. Hence, clinical researchers should be
aware not to exceed this threshold while simulating missing
values. Furthermore, outliers can also affect the imputation

performance by causing a large RMSE if not handled
correctly by deleting or replacing them [47].

It is important to note that deep learning imputation
methods learn better when the dataset size is more than
1,000 instances. However, if more iterations are conducted,
it can reduce predictive accuracy power [56]. Methods using
self-organizing maps also suffer from overfitting problems
when the number of nodes increases, leading to lower
accuracy [73]. Kim and Chung [57] affirmed this limitation
in their study and stated that even computational speed
decreases as the relationships among variables are learned.
If there are weak dependencies among features, imputed data
may lack precision [79]. Generally, ML techniques are highly
sensitive to uncertainty in data, and small variations in input
data may lead to remarkable changes in output data [69].

Furthermore, ML algorithms do not perform equally on
comparable datasets, but they may vary depending on the
features available for analysis [99]. Last, the generalization
of ML imputation techniques is not applicable in all
scenarios. If the number of variables is larger than the tested
dataset, feature selection should be considered to drop highly
correlated attributes [103].

V. DISCUSSION
This section discusses the findings of the systematic literature
review. In addition, recommendations and future work
directions of ML imputation methods are provided.

A. FINDINGS
The main findings of this review include the following:

1) THE CONTRIBUTION OF ML TRENDS IN IMPUTING
MISSING VALUES
While answering the first research question and analyzing
the extracted data items from Table 5, it was found that
implementing ML approaches in imputing missing values
has increased in the last 6 years (2016-2021). This is
considered one of the contributing factors in the data quality
domain. ML is usually used to predict the missing values in
different dataset settings, predict the labeled class values in
supervised learning, detect hidden patterns, and group them
in unsupervised learning. Furthermore, high-dimensional
datasets and the sparsity in large data with different datatypes
and missingness mechanisms also contribute to ML trends.
These challenges have triggered researchers to improve
algorithms to find the best solution for missing values.
Subsequently, MLmethods have provided remarkable results
in dealing with this issue.

These studies have also shown that half of the primary
studies used unsupervised ML techniques. However, the
most commonly used ML approach is the hybrid model,
which usually has the advantage of both supervised and
unsupervised learning techniques in handling prediction and
optimization at the same time. Furthermore, ML provides
better decision-making by learning from observed values and
estimating missing values accurately. Additionally, ML has
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proven to have the ability to deal with uncertainty by
detecting and extracting noisy data dynamically in high-
dimensional datasets. Tavazzi et al. [90] indicated that
ML techniques could extract information from a large and
complex amount of data in several domains.

2) THE LACK OF FOCUSED DOMAINS
One of the key findings in this study is that there is a high bias
in focusing on the health care domain to address the missing
values problem using ML imputation methods. However,
most listed domains had only one study done, and the highest
number of studies in domains other than health care is seven.
In addition to health care, it was observed that a considerable
number of studies dealt with multiple datasets from different
domains to evaluate the performance of the proposed ML
method. From these results, it is clear that most studies
neglected their domain knowledge, and ML techniques
were chosen simply based on their previous performance.
Thus, understanding the selected domain characteristics and
data requirements is important to improve data imputation
performance.

3) HIGH DIVERSITY IN PERFORMANCE MEASUREMENT
Another finding in this research is the high diversity in
performance measurement factors summarized in Table 9.
We listed 19 different metrics used in primary studies that
were used more than twice to avoid redundancy. The most
commonly used factor was RMSE, but it was used in only
38 studies, constituting less than half of the primary studies.
On the other hand, the computational time consumed for
training the ML model was used in only ten studies. These
twometrics show the degree of efficiency themodel can reach
since RMSE is used in most studies, and it should not be
ignored.

Moreover, one of the main issues in existing methods,
such as multiple imputations, is the high consumption of
computational resources, which leads to a long execution
time for imputing missing values. However, few studies have
considered this an important performance factor. In other
words, the high diversity in performancemetrics creates more
challenges in evaluating the proposed ML approaches with
other related studies.

B. FUTURE RESEARCH DIRECTIONS
Based on the findings of this study, research directions are
identified to improve the implementation of ML techniques
to impute missing values.

1) TAXONOMY OF ML IN IMPUTING MISSING VALUES
ML approaches can replace missing values in datasets and
significantly improve data quality and decision-making.
However, each ML method has its advantages and disad-
vantages while dealing with specific domains in addition to
datatype constraints decreed by these methods. Therefore,
each ML algorithm is selected based on its characteristics
and the ability to deal with collected datasets. For instance,

FIGURE 12. The proposed taxonomy for selecting the best ML imputation
method.

deep learning has become the most commonly used approach
because of its ability to handle complex relationships between
data and impute missing values in large datasets. Generally,
deep learning approaches impute missing values with high
accuracy and short execution time. In this respect, directions
are needed for adopting the best ML method to improve data
imputation. Hence, our first future research direction is to
propose a taxonomy that provides the procedure for selecting
the most appropriate ML approach based on its features and
domain type. Figure 12 illustrates the proposed taxonomy for
selecting the best ML imputation method.

Understanding domain requirements and settings are cru-
cial to choosing the most suitable ML imputation approach
because of the variety in its domain characteristics. One of
its main characteristics is in the domain of knowledge, such
as the advantages and disadvantages, the amount of data, and
the comprehensive explanation needed. Next, is the privacy
concern, which is more often found in the health care field,
in protecting patients’ sensitive data. Thus, domain privacy
can limit the amount of data that can affect the choice of the
ML approach. Moreover, the type of domain defines what
kind of methods can address the missing values problem by
clearly understanding the attributes and features.

Another important factor is the dataset, which is specified
by its size, type, and level of correlation between variables.
For instance, deep learning techniques work better with large
datasets, while support vector machines and K-NN achieve
high performance in small datasets [47]. Different datasets
have different data types, such as time-series datasets,
which work better with recurrent neural networks [108].
The level of correlation among variables can also affect the
selection process of the ML method. The work proposed
by [32] indicates that the proposed Fuzzy C-Means method
performs well with weak correlations, while deep learning

44496 VOLUME 10, 2022



M. Alabadla et al.: Systematic Review of Using Machine Learning in Imputing Missing Values

and Gaussian process approaches provide better accuracy
with highly correlated attributes.

The main focus of implementing ML is to impute
missing values, and these missing values can differ from
one dataset to another. Three main factors greatly affect
the performance of the proposed ML approach, including
missing value data types, missingness ratio, and the type
of mechanism. Data types can range between numerical
and categorical, which can be of binary or nominal value.
However, some ML methods have constraints and cannot
deal with all data types. Usually, ML methods can deal with
high missingness ratios, especially hybrid techniques. The
last factor regarding missing values is the type of mechanism.
It is important to differentiate between MCAR, MAR, and
MNAR when dealing with missing values. Although most
ML approaches can address the MCAR and MAR settings,
the latter mechanism is quite challenging.

ML techniques are categorized into three main types:
single, ensemble, and hybrid. The latter is themost commonly
used method in primary studies because it can deal with
large datasets without consuming much time. Alternatively,
computational power has improved dramatically in recent
years. Currently, it is possible to add more ensembles to the
proposed model to achieve higher performance [73]. The last
technique is the single method, which can be supervised,
unsupervised, semisupervised, and reinforce learning. The
deep learning method is the most commonly used single
approach in primary studies due to its high performance and
scalability.

The last factor in our proposed taxonomy is the purpose
of the data imputation process. Some of the studies aimed to
improve accuracy, and as a result, methods such as XGBoost
can fit in such scenarios due to their ability to ignore
missing values and achieve high accuracy. However, other
studies aimed to improve data completeness by estimating
the missing values and generating a complete dataset for
future analysis. In this case, other ML approaches should be
considered, such as missForest. Reducing the training time
can also be considered, especially when dealing with large
datasets. Some ML approaches, such as deep learning and
hybrid models, can significantly reduce the execution time.
Therefore, future research should utilize the latest technology
to speed up the training time.

2) INVESTIGATING MISSING NOT AT RANDOM PATTERN
The survey results found that the studies usually followed
two main scenarios in imputing missing values. The first
scenario is to generate synthetic missing values under a
specificmechanism and control themissingness ratio. Several
proposed ML imputation methods were tested under these
settings to test their robustness in dealing with high missing
values. The second scenario addresses missing values in a
collected dataset without any manipulation. This scenario is
usually followed while dealing with real-time data collected
from sensors.

Most primary studies appliedML to impute missing values
under the MCAR case since it is the easiest to address, while
some studies dealt with MAR as well. However, most studies
did not consider the MNAR mechanism, which includes
missing values related to observable or nonobservable
variables. According to Karanikola and Kotsiantis [13],
missing values under the MNAR type are difficult to
handle and have been avoided in several studies. Thus,
it is strongly recommended that a robust ML method be
developed to efficiently impute such values, thus making
this solution attractive to other imputation problems and
domains.

3) DEEP LEARNING ALGORITHMS
Concerning the limitations of the selected studies, ML
approaches depended on computational resources more than
other imputation methods. This is due to the training process
that is needed in the ML algorithm to predict missing values.
The consumption of computational resources could delay
imputing missing values, especially when handling complex
relationships among variables.

To address this issue, it is recommended that deep learning
techniques be utilized. These techniques can deal with high-
dimensional data and impute missing values in the whole
sample instead of categorizing it into groups. Deep learning
is the current trend in data imputation, as it is the most
commonly used approach among other ML techniques in the
last five years.

There are several deep learning approaches, each of which
addresses different data types. For instance, recurrent neural
networks are usually utilized to address missing values
in longitudinal or time-series datasets [108]. Moreover,
convolutional neural networks are another common technique
that has achieved remarkable performance in the image
classification field [57]. In case there is high uncertainty
in dataset features, a generative adversarial network (GAN)
is utilized, which also can deal with a high missingness
ratio [110].

Deep learning models consist of multiple layers, including
an input layer, hidden layers, and output layer. Every layer
contains several nodes depending on the number of features
in the input layer. These nodes are mapped nonlinearly
from the input layer up to the output layer. Deep learning
models can learn faster than other ML and traditional
imputation methods. Therefore, deep learning can estimate
missing values efficiently even if the data have complex
relationships. In other words, deep learning has replaced
multiple imputations by taking advantage of the new high-
end computational resources.

Most of the primary studies used deep learning in the
health care domain. The work proposed by Xu et al. [55]
applied deep learning to address missing values in electronic
health records. This study shows that deep learning methods
consider the characteristics and relationship of patient data,
including missing values and time-based patterns, which tend
to be overlooked in other imputation techniques.
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VI. CONCLUSION
The main objective of this systematic literature review was to
evaluate the novelML approaches in handlingmissing values.
This study provides a comprehensive systematic literature
review on ML imputation methods as proposed by 94 papers
selected from the literature. In the reviewed literature,
missing values were estimated and replaced using several
ML techniques. The extracted data items were analyzed and
highlighted to provide insights into current trends in ML
imputation methods.

The existing studies show that the application of ML in
imputing missing values has increased significantly over the
last six years. Hybrid models and deep learning are the most
commonly used methods in these studies, and half of the
primary studies followed the unsupervised learning approach.
Various factors were used to evaluate the performance of
the proposed method. The most common factors used in the
studies were RMSE and accuracy. Furthermore, the health
care domain is found to have attracted more studies compared
to other domains. The studies show that ML approaches
can deal with high missingness rates while maintaining a
small error regardless of the dataset size. This evolution
in technology has positively impacted the performance of
ML and dramatically increased its performance. Additionally,
ML imputation methods have proven to be able to handle
uncertainty and noisy data while considering links and
relationships between data.

The limitations in the primary studies indicate that there is
more work to be done to improve ML imputation methods in
the future. Very few studies have used a systematic approach
in selecting an ML approach for data imputation. Thus,
we have proposed several recommendations that can be
useful in improving data completeness by handling missing
values in the most efficient way possible using state-of-
the-art ML approaches. Other domains that can benefit
from such approaches and need further exploration include
computer-assisted language learning and intelligent virtual
teaching assistants, particularly for online classrooms, which
have become the new normal in educational contexts and
teacher-student interactions.
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