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ABSTRACT Turbo equalization is a cooperative error-correcting approach to achieve a target bit-error
rate over inter-symbol interference channels. In this paper, we proposed a new turbo equalization, called
sliding-window turbo equalization (SW-TE), consisting of the Bahl-Cocke-Jelinek-Raviv detector and a
spatially coupled, low-density, parity-check decoder. Moreover, the Protograph-based Extrinsic Information
Transfer (P-EXIT) chart was modified to investigate the asymptotic behavior of SW-TE. Our analyses
showed that SW-TE outperformed conventional turbo equalization in terms of decoding threshold. Based on
the P-EXIT chart analysis, we further proposed a guideline of the reduced-complexity decoding techniques
for SW-TE, eliminating unnecessary branch metric updates during turbo iterative decoding. Our simulations
corroborated the analytical results, showing that SW-TE outperformed conventional turbo equalization while
maintaining an acceptable level of complexity.

INDEX TERMS SC-LDPC codes, sliding window decoding, turbo equalization, P-EXIT chart.

I. INTRODUCTION
Inter-symbol interference (ISI) affects data integrity in high-
rate digital communication [1] and high-density data storage
systems [2]. Turbo equalization [3], [4] has been presented
as an error-correcting approach to retrieve the original data
in such ISI applications. The main idea behind turbo equal-
ization is to treat the ISI channel as an inner code, serially
concatenated to an error-correcting code as an outer code.
To deal with them, Alhussien et al. [5] and Sun et al. [6]
presented iterative soft-input soft-output (SISO) decoding
between an inner detector and an outer decoder, allowing ISI
to be overcome. The iterative decoding that includes both
the inner detector and the outer decoder is referred to as
turbo equalization. Until now, turbo equalization presented
the research problem of choosing the most suitable outer code
and decoder for various ISI applications [7]–[9].

Among existing error-correcting codes, spatially coupled
LDPC (SC-LDPC) codes [10] have been shown to achieve the
maximum a-posteriori (MAP) thresholds of the underlying
LDPC codes [11]. Pusane et al. [12] and Hassan et al. [13]
also showed that the SC-LDPC decoder with a sum-product
algorithm [14] enabled significant performance gains over
underlying LDPC codes. Moreover, SC-LDPC codes support
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sliding window decoding [15], which limits the latency and
complexity of the SC-LDPC decoder. There has recently
been a lot of research into message-passing algorithms to
improve the SC-LDPC window decoder. Ali et al. [16] mod-
ified sum-product algorithms to mitigate error propagation,
and Klaiber et al. [17] proposed their adaptive iterations to
avoid burst-like error patterns. In addition, Hassan et al. [18]
designed the sum-product algorithm’s stopping conditions
based on soft bit-error rate (BER) indicator to reduce window
decoding complexity.

Over the last five years, SC-LDPC codes have emerged as
an excellent outer code for ISI applications, such as magnetic
recording systems [19]–[24]. In [19], Esfahanizadeh et al.
used SC-LDPC codes as the outer code in magnetic recording
systems, and the Bahl-Cocke-Jelinek-Raviv (BCJR) [25] as
the inner detector. The structure of the SC-LDPC codes was
then designed to match the characteristics of the output signal
of BCJR. SC-LDPC codes are still used as an outer code
by Yang et al. [20], and their structures are designed for
magnetic recording systemswith additional ISI from adjacent
tracks, such as two-dimensional (TDMR)magnetic recording
systems. The designs [19]–[20] show BER improvements
when compared to undesigned SC-LDPC codes and/or their
underlying LDPC codes. Recently, Hareedy et al. designed
circulant-based SC-LDPC codes for magnetic recording
systems and introduced the concepts of various graph
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patterns [21]. Furthermore, they extended [21] by con-
structing high-performance multi-dimensional SC-LDPC
codes [22], which could mitigate many types of ISI and
channel non-uniformity in magnetic recording systems.

Previous works [19]–[22] have only focused on SC-LDPC
codes with complete block decoding. Therefore, in our pre-
vious work [23], SC-LDPC codes with window decoding
were used in bit pattern-media magnetic recording (BPMR)
systems for the first time, allowing decoding latency and
complexity to be independent of codeword length. More-
over, dynamic window shifting was introduced to reduce
the complexity of SC-LDPC decoding. Additional research
of SC-LDPC codes with window decoding is considered
in the turbo equalization of BPMR systems, as discussed
in [24].

Based on the literature review, there is room to improve the
performance of turbo equalization by modifying the message
passing between the BCJR detector and SC-LDPC decoder.
The first part of this paper is motivated by the fact that only
the SC-LDPC decoder in turbo equalization uses window
decoding, whereas the BCJR detector still produces mes-
sages with a complete block ensemble [23], [24]. In other
words, the BCJR detector can only start processing when the
SC-LDPC decoder has decoded all codewords, even though
the SC-LDPC window decoder produces output nodes one
by one. To be more consistent, we propose a new ‘‘sliding-
window turbo equalization (SW-TE)’’ in which both the
BCJR detector and the SC-LDPC decoder use window
decoding (incorporating our conference version with pre-
liminary results [26]). Our SW-TE can be viewed as the
iterativemessage-passing schedules of the BCJR detector and
SC-LDPC decoder within a window, in which recent output
information generated at any decoding position is used at
subsequent positions by sliding a window. To investigate
the performance of SW-TE, the Protograph-based Extrinsic
Information Transfer (P-EXIT) chart [27] is modified to ana-
lyze the asymptotic behavior, i.e., decoding threshold. Our
analyses show that the decoding thresholds of SW-TE are
superior to conventional turbo equalization, but at the cost of
increased complexity.

In the second part of this paper, we propose three reduced-
complexity decoding techniques for the SW-TE based on
mutual information tracking from the P-EXIT chart. The
first technique, called irregular-updating, reduces branch
metric computations when the associated variable nodes
show mutual information saturation. In the second technique,
we apply our dynamic-shifting technique [23], which allows
the window to be shifted dynamically in multiple positions to
reduce the number of unnecessary decoding positions. Unlike
previous work [23], we use mutual information instead of
BER estimation to design a dynamic shifting of the win-
dow. The third technique combines the irregular-updating
and dynamic-shifting techniques. Our simulations corrobo-
rate our analytical results, showing that the complexity of
SW-TE can be reduced by more than a factor of two without
BER losses.

The major contributions of this paper can be summarized
in the following three aspects:
• It presents a new turbo equalization called ‘‘SW-TE.’’
Here, the SC-LDPC decoder and BCJR detector work
together to perform iterative message-passing decoding
within a window decoder. Then, the updated LLRs of
the SC-LDPC decoder at any decoding position are used
immediately (as initial values) to update the BCJR detec-
tor at the next positions by sliding a window.

• The P-EXIT chart [27] is modified to investigate asymp-
totic behavior, i.e., the decoding threshold of SW-TE.
Our analyses show that the decoding thresholds of
SW-TE improve as the numbers of turbo iterations
(IterTURBO) and window size (W ) grow and are better
than those of conventional turbo equalization.

• Three decoding techniques comprising 1) irregular-
updating, 2) dynamic-shifting, and 3) their combination,
are proposed to reduce the complexity of the SW-TE.
The P-EXIT chart analysis helps in choosing the opti-
mal updating and shifting factors, intending to mini-
mize the number of updates while preserving original
performance. Our simulations corroborate our analytical
results, showing that the proposed techniques reduce
SW-TE complexity by more than a factor of two while
maintaining good BERs.

II. SPATIALLY COUPLED LDPC (SC-LDPC) CODES IN
TURBO EQUALIZATION
A. PROTOGRAPH-BASED SC-LDPC CODES
This paper focuses on the LDPC codes constructed from
a protograph [28] and base matrix (Bt ). Let B = [B1,
B2, . . . ,Bt , . . . ,BL] be the base matrices of the LDPC codes
at time t , where Bt has nv rows corresponding to the variable
nodes, and nc columns correspond to the check nodes of a
protograph. For constructing the SC-LDPC code following
Mitchell et al. [29], the edges of the variable node at time, t ,
will be connected to the check nodes at time, t+k , where k =
0, 1, . . . ,mcc. The memory, mcc, defines the largest distance
between coupled protographs. Due to the edge spreading, the
matrix,Bt , must be partitioned into componentmatrices,Bk,t ,
which each must satisfy the condition,

∑mcc
k=0 Bk,t = Bt .

Hence, the matrix,B, of SC-LDPC codes has a diagonal stair-
like structure,

B =



B0,1
B1,1 B0,2
... B1,2

. . .

Bmcc,1
... B0,t

Bmcc,2 B1,t
. . .

. . .
... B0,L

Bmcc,t B1,L
. . .

...

Bmcc,L



. (1)
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FIGURE 1. Illustration of window decoding with W = 3. The medium-rate
SC-LDPC code is considered, by which B0,t = B1,t = B2,t = [1 1].

FIGURE 2. Block diagram of the channel model.

An example of protograph’s edge spreading with Bt = [3 3]
and mcc = 2, is the component matrices, B0,t = B1,t =

B2,t = [1 1]. The parity-check matrix, H, is obtained by
replacing the non-zero elements of B by the N × N per-
mutation matrix, and zero elements with the N × N zero
matrix [30].

In the rest of this paper, we restrict our consideration
to the medium-rate SC-LDPC code (R = 0.490) with
B0,t = B1,t = B2,t = [1 1], and high-rate SC-LDPC codes
(R = 0.796) with B0,t = B1,t = B2,t = [1 1 1 1 1]. The
coupling length is L = 100.

B. WINDOW DECODING
Decoding long codewords may require a large amount of
memory, leading to high latency and complexity. Since the
matrix, B in (1), has a diagonal band of non-zero entries,
the SC-LDPC codes can use the window decoding [15]
of size W ≥mcc+ 1. Fig. 1 illustrates the window decoder
with W = 3. At each position t , the window decoder obtains
the received signals, y = [yt , yt+1 . . . , yt+W−1], from a
channel. In terms of the log-likelihood ratio (LLR), the
soft information is produced and passed between the vari-
able and check nodes within a window until the maximum
number of decoding iterations (IterLDPC) is reached. Sub-
sequently, the window decoder releases target nodes, yt ,
and shifts to the next position, t = t + 1, until
t = L.

C. CONVENTIONAL TURBO EQUALIZATION (C-TE)
The block diagram in Fig. 2 depicts the channel model
considered in this paper. On the transmitter side, the
SC-LDPC encoder maps information block, ut , to the code-
word block, vt . Subsequently, vt , is modulated to obtain

FIGURE 3. Illustration of LLR exchanges in the C-TE among (a) BCJR
detection, and (b) SC-LDPC decoding.

the transmitted block, xt = 2vt − 1. Let yt = [y1,
y2, . . . , yn,, . . . , ynvN ] be the received block, where the
received, yn, is expressed as,

yn =
D−1∑
d=0

hdxn−d + wn, (2)

where HISI = [h0, h1, . . . , hm,, . . . , hD−1] denotes an ISI
coefficient matrix and wt = [w1,w2, . . . ,wn,, . . . ,wnvN ] is
the Additive white Gaussian noise (AWGN) sequence.

In the rest of this paper, we consider the low ISI effect
with HISI = [1 1], referred to as the PR1 channel, and
the stronger ISI effect with HISI = [1 2 1], referred to
as the PR2 channel. At the receiver side, the code blocks,
y = [y1, y2, . . . , yt , . . . , yL], are passed to the turbo
equalization.

Previous work [19]–[24] used the C-TE, which replaces
traditional LDPC codes with SC-LDPC codes. Fig. 3 shows
the LLR exchanges in the C-TE, with black lines denoting
active edges and grey lines denoting inactive edges. As shown
in Fig. 3(a), the BCJR detector [25] uses forward-backward
algorithm to compute branch matrices (black dashed edges)
and then selects the best surviving path (black solid edges).
The LLRs,

[
Lbcjr
1 ,Lbcjr

2 , . . . ,Lbcjr
t , . . . ,Lbcjr

L

]
, of each trel-

lis section, involved in a surviving path, are produced, and
passed to the SC-LDPC decoder. SC-LDPC decoding is per-
formed using either the block method [19]–[22] or the sliding
windowmethod [23], [24]. Note that we consider the C-TE in
this paper, in which the SC-LDPC decoder only uses window
decoding [23], [24], as shown in Fig. 3(b). Then, LLRs,[
Lldpc
1 ,Lldpc

2 , . . . ,Lldpc
t , . . . ,Lldpc

L

]
, of all the variable nodes

are produced by the sum-product algorithm [14] and passed
back to update the branch matrices of the BCJR detector. The
same process continues for the maximum number of turbo
iterations (IterTURBO).
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FIGURE 4. Illustration of the LLR exchanges in the SW-TE, W = 3.

III. PROPOSED TURBO EQUALIZATION
A. SLIDING-WINDOW TURBO EQUALIZATION (SW-TE)
In the C-TE, although the SC-LDPC decoder uses window
decoding to release the output nodes one by one, the BCJR
detector does not start processing until SC-LDPC decoder
has decoded all variable nodes. Moreover, the BCJR detector
requires the storage of the branch matrices on the total L
consecutive trellis sections, which consumes a significant
amount of memory [31], as discussed in Section III-B-2.

Based on the preceding discussion, we propose a new
‘‘SW-TE’’ that uses sliding-window processing to execute
both the BCJR detector and SC-LDPC decoder. The iter-
ative message-passing schedules for the BCJR detector
and SC-LDPC decoder will be restricted within a window
size, W .

Let j be the index of the variable node at position t .
During the iterative message-passing procedure, the BCJR
detector producesLbcjr

j,t from the surviving path to the variable

node, j. Then, the SC-LDPC decoder produces Lldpc
j,t back to

update the branch metrics. Fig. 4 depicts LLR exchanges in
the SW-TE with W = 3, with black lines denoting active
edges and grey lines denoting inactive edges. At decoding

position t , the BCJR detector produces
[
Lbcjr
1,t Lbcjr

2,t Lbcjr
3,t

]
from their surviving path and passes it to the SC-LDPC
decoder. Subsequently, the SC-LDPC decoder produces[
Lldpc
1,t Lldpc

2,t Lldpc
3,t

]
and passes it back to update the branch

matrices of the BCJR detector. The same process is repeated
for IterTURBO, and the target node, vt , is decided based on the
output LLR,Lout

1,t . Thewindow then shifts to the next position,
t = t + 1, until t = L.

B. IMPLEMENTATION COMPLEXITY
In this part, we discuss some implementation complexities of
the SW-TE in a variety the ISI channel.

1) NUMBER OF UPDATES
The number of updates [18], [23] (also called the number of
effective iterations in some studies [32]) is one of the criteria
used to evaluate the implementation complexity. This value
can imply how long it takes to decode the codewords, which is
necessary to keep in mind in high-speed applications. In this

part, we evaluate the number of updates required to complete
one output node (U1-node). Given that Ubcjr

1-node is the number
of branch metric updates in the BCJR detector:

Ubm
1-node =

1
L

IterTURBO∑
r=1

L∑
t=1

N bm
r,t , (3)

where N bm
r .t is the number of branch metrics updated at

time t , and turbo iteration r .
Moreover, we define Uve

1-node as the number of variable
node edge updates in the SC-LDPC decoder:

Uve
1-node =

1
L

IterTURBO∑
r=1

L∑
t=1

N ve
r,t , (4)

where N ve
r,t is the number of edges updated at time t , and

turbo iteration r . The resulting number of updates (3) - (4)
for the SW-TE and C-TE will be discussed in detail
in Section IV-C-3.

It should be noted this paper did not include the number of
check node edge updates because it is directly proportional to
the number of variable node edge updates.

2) MEMORY REQUIREMENTS
In this part, we evaluate the implementation complex-
ity in terms of the memory requirements. According to
Bahl et al.’s work [25], branch matrices of the BCJR detector
are generated on the consecutive trellis sections. For our
SW-TE, the BCJR detector generates branch matrices on the
W trellis sections only. As a result, the memory required to
store all the branch metrics is: Mbm

= 2D+1W , where D is
the length of the ISI coefficientmatrix. Unlike the SW-TE, the
BCJR detector in previous C-TE [23], [24] generates branch
matrices for the total length of L trellis sections, resulting in
Mbm

= 2D+1L. Thus, our SW-TE has a lower Mbm than
C-TE for every channel and code parameter because of
W <L. Note that synchronized forward-backward algo-
rithms [33] can be used to further reduce Mbm in the BCJR
detector of the C-TE and SW-TE.

For the SC-LDPC decoder, we need a storage element for
every variable node edge in the protograph [34]. In addition,
each variable node also needs a storage element for incoming
LLRs from the BCJR detector. Therefore, each variable node
requires dv + 1 storage elements per iteration, where dv is
the number of variable node edges. As a result, the memory
requirement of SC-LDPC window decoding for completing
IterLDPC isMve

= WIterLDPC(dv + 1), which is independent
of the codeword length L. There is no difference between the
C-TE and the SW-TE in terms of Mve because they both use
sliding-window processing for the SC-LDPC decoder.

IV. THEORETICAL ANALYSIS OF TURBO EQUALIZATIONS
IN ISI CHANNEL
The P-EXIT chart [27] introduces mutual information track-
ing the edges of the protograph. In this section, the P-EXIT
chart is modified to analyze mutual information exchanges in
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the C-TE and SW-TE. Moreover, asymptotic behavior, i.e.,
decoding threshold and number of updates, is also presented.

A. P-EXIT CHART ANALYSIS FOR C-TE
Let 1 ≤ r ≤ IterTURBO be the turbo iteration index, and
1 ≤ l ≤ IterLDPC be the decoding iteration index. We define
the index, i, as the position of the check node, and j as the
position of the variable node at decoding position t . The
element, bij, is the number of edges connected to the check
node, i, and variable node, j. The first step in the P-EXIT chart
for turbo equalization (also called turbo-like P-EXIT chart)
is to initialize the signal-to-noise ratio (Eb/N0) and code
rate (R) [35]. Steps 1)–10) of the P-EXIT chart for the C-TE
are as follows:

1) Initialize Eb/N0 and R.
Set r = 1.

2) Compute the a posteriori mutual information, IEd (r),
from the BCJR detector’s output LLRs, as obtained by
the Monte Carlo simulation [35] for the given Eb/N0,
R, and a priori mutual information, IAd (r − 1).
Note that IAd (0) = 0.

3) Set t = 1 and l = 1.
4) Compute the mutual information, IEvj→i (r, l), from the

variable node, j, to check node, i,

IEvj→i,t (r, l)

= J


√√√√√√

W∑
s=1

(
bsj − τ

) (
J−1

(
IEcs→j,t (l − 1)

))2
+
(
J−1

(
IEd (r)

))2
 ,
(5)

where τ = 1 if s = i and τ = 0 if s 6= i. The polyno-
mial approximations, J (·), of the mutual information
and its inverse function, J−1(·), are given in [36].

5) Compute the mutual information, IEci→j,t (r, l), from the
check node, i, to variable node, j,

IEci→j,t (r, l)

= 1− J


√√√√√√

W∑
s=1

(bis − τ)
(
J−1

(
1− IEvs→i,t (l)

))2
+

mcc∑
k=1

bi+k,1
(
J−1

(
1− IEv1→i+k,t−k (IterLDPC)

))2
 ,
(6)

where τ = 1 if s = j and τ = 0 if s 6= j.
6) Compute the cumulativemutual information, ICmj,t (r, l),

ICmj,t (r, l)

= J


√√√√ W∑

i=1

bij
(
J−1

(
IEci→j,t (l)

))2
+
(
J−1

(
IEd (r)

))2 ,
(7)

and a priori mutual information IAdj,t (r, l),

IAdj,t (r, l) = J


√√√√ W∑

i=1

bij
(
J−1

(
IEci→j,t (l)

))2 . (8)

7) Increase l = l + 1.
Repeat steps 4) – 7) until l > IterLDPC.

8) Shift the window to the next position, t = t + 1.
Reset l = 1 and repeat steps 4) – 8) until t > L.

9) Compute averaged a priori mutual information IAdavg (r),

IAdavg (r) =
1
L

L∑
t=1

IAd1,t (r, IterLDPC). (9)

10) Set IAd (r) = IAdavg (r).
Increase r = r + 1.
Repeat steps 2) – 10) until ICm1,t (r, l) → 1 for all
decoding positions, t , or r > IterTURBO.

In this paper, the numerical value, ‘‘decoding threshold,’’ is
used to refer to the lowest channel quantity that ensures no
error after decoding. We calculate the decoding threshold
of the C-TE (and SW-TE) from the lowest Eb/N0 (dB) that
provide ICm1,t (r, l)→ 1,∀t .

B. P-EXIT CHART ANALYSIS FOR SW-TE
In the C-TE, the BCJR detector starts to process only after
receiving the LLRs from all variable nodes. Therefore, the
identical (averaged) mutual information, IAdavg (r) in (9), can
represent a priori mutual information for all variable nodes,
which is passed back to the BCJR detector. Our SW-TE,
unlike the C-TE, only considers branch metrics and variable
nodes within a window. Hence, a priori mutual information
of each variable node, j, may differ; as a result, we use
IAdj,t (r) to present a priori mutual information of the variable
node, j, at position t . The P-EXIT chart for the SW-TE can be
summarized in steps 1) – 8) as follows:

1) Initialize Eb/N0 and R.
Set t = 1, r = 1, and l = 1.

2) Compute the a posteriori mutual information, IEdj,t (r),

by the Monte Carlo simulation [35] for given Eb/N0,
R, and a priori mutual information IAdj,t (r − 1).
Note that,

IAdj,t (0)

=

{
IAdj+1,t−1 (IterTURBO) , if t ≥ 2 and j ≤ W − 1

0, otherwise

3) Compute the mutual information, IEvj→i (r, l) by

IEvj→i,t (r, l)

= J


√√√√√√√

W∑
s=1

(
bsj − τ

) (
J−1

(
IEcs→j,t (l − 1)

))2
+

(
J−1

(
IEdj,t (r)

))2
 ,
(10)

46562 VOLUME 10, 2022



S. Khittiwitchayakul, W. Phakphisut: Sliding-Window Turbo Equalization and Its Reduced-Complexity Decoding Techniques

4) Compute the mutual information, IEci→j,t (r, l), via (6).
5) Compute the mutual information, ICmj,t (l),

ICmj,t (r, l)

= J


√√√√ W∑

i=1

bij
(
J−1

(
IEci→j,t (l)

))2
+

(
J−1

(
IEdj,t (r)

))2,
(11)

and a priori mutual information IAdj,t (r, l) via (8).
6) Increase l = l + 1.

Repeat steps 3) – 6) until l > IterLDPC.
7) Set IAdj,t (r) = IAdj,t (r, IterLDPC).

Increase r = r + 1.
Reset l= 1 and repeat steps 2) – 7) until r > IterTURBO.

8) Shift the window to the next position, t = t + 1.
Reset r = 1 and repeat steps 2) – 8) until t > L.

C. ANALYTICAL RESULTS VIA P-EXIT CHARTS
1) MEDIUM-RATE SC-LDPC CODES
This part investigates the decoding thresholds of the
C-TE and SW-TE when using medium-rate SC-LDPC codes.
Fig. 5 compares the decoding thresholds for C-TE and
SW-TE, with turbo iteration numbers (IterTURBO) ranging
from 1 to 10. The window size is W = 10. Our investiga-
tion begins with the PR1 channel –see in circle symbols.
The results show that, as IterTURBO increases, the decoding
thresholds for both C-TE and SW-TE decrease (improve)
until IterTURBO reaches 6. For every IterTURBO, the decod-
ing thresholds of the SW-TE are lower (better) than that of
the C-TE. For example, the SW-TE improves the decod-
ing threshold by about 0.43 dB at IterTURBO = 6. The
curves for the PR2 channel are similar to those for the PR1,
with increasing IterTURBO improving the decoding threshold
(see square symbols). The SW-TE has about 0.87 dB lower
decoding threshold than the C-TE at IterTURBO = 6.
In Fig. 6, the decoding threshold is plotted against the

window size (W ), with IterTURBO set to 6. The decoding
thresholds of C-TE and SW-TE diminish as W increases for
the PR1 channel, though they stop decreasing at W ≥ 10.
We found that the decoding thresholds of SW-TE are lower
than that of the C-TE by about 0.43 dB atW = 10. The SW-
TE outperforms the C-TE on the PR2 channel, where their
decoding thresholds are about 0.87 dB lower.

Based on the results in Figs. 5 - 6, the C-TE and SW-TE
converge to the same point of turbo iteration (IterTURBO ≥ 6)
and window size (W ≥ 10). These results serve as guidelines
for determining the lowest channel quality and required cod-
ing parameters for C-TE and SW-TE.

2) HIGH-RATE SC-LDPC CODES
Investigations of the C-TE and SW-TE when using high-rate
SC-LDPC codes are shown in this part. Fig. 7 shows the
relationship between the decoding threshold and IterTURBO.
Similar to the medium-rate case, the decoding thresholds of

FIGURE 5. Relationship between decoding threshold and turbo iteration.
The medium-rate SC-LDPC codes are considered by
B0,t = B1,t = B2,t = [1 1].

FIGURE 6. Relationship between decoding threshold and window size.
The medium-rate SC-LDPC codes are considered by
B0,t = B1,t = B2,t = [1 1].

C-TE and SW-TE decrease by increasing IterTURBO and con-
verge at IterTURBO = 6 for both the PR1 and PR2 channels.
The decoding thresholds of the SW-TE are still lower than
that of the C-TE for every IterTURBO.
Window size (W ) still affects the decoding threshold,

as seen in Fig. 8, with a larger W decreasing the decoding
threshold. It is important to note that the decoding thresh-
olds for the PR2 channel decrease slightly as W increases.
The results also show that decoding thresholds converge at
W = 8, with the SW-TE decoding thresholds remaining
lower than the C-TE for everyW .

3) COMPARISONS OF NUMBER OF UPDATES
In this part, we restrict our consideration to compare the
number of updates, Ubm/ve

1-node (3) – (4), between the C-TE and
the SW-TE.We set IterTURBO = 6 andW ranges from 4 to 16.
Fig. 9 (upper) shows that Ubm

1-node the C-TE remains constant,
whereas the SW-TE grows rapidly as W increases. This
comes from the fact that the SW-TE uses sliding-window
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FIGURE 7. Relationship between decoding threshold and turbo iteration.
The high-rate SC-LDPC codes are considered by
B0,t = B1,t = B2,t = [1 1 1 1 1].

FIGURE 8. Relationship between decoding threshold and window size.
The high-rate SC-LDPC codes are considered by
B0,t = B1,t = B2,t = [1 1 1 1 1].

FIGURE 9. Number of updates of C-TE and SW-TE. The medium-rate
SC-LDPC codes are considered by B0,t = B1,t = B2,t = [1 1].

processing for the BCJR detector. When the window shifts
to the next decoding position, t = t + 1, the BCJR detector

FIGURE 10. Mutual information improvements at the PR1 channel with
HISI = [1 1] and Eb/N0 = 1.1 dB. The SC-LDPC codes are constructed with
B0,t = B1,t = B2 = [1 1]. The value W = 10 and IterLDPC = 100.

requires new priori information from the SC-LDPC decoder.
Thus, the number of branch metric updates in SW-TE is
higher than that of C-TE. As a result, although the SW-TE
provides better decoding thresholds than the C-TE, Ubm

1-node
the SW-TE is significantly greater than the C-TE, especially
for large W . Moreover, we observed that the SW-TE used
in the PR2 channel always has larger Ubm

1-node than the PR1
channel since they use a higher number of branch metrics.

Fig. 9 (lower) shows that Uve
1-node of C-TE and SW-TE are

identical because they both use sliding-window processing
for the SC-LDPC decoder.

V. REDUCED-COMPLEXITY DECODING TECHNIQUES
FOR SW-TE
According to our analysis in Figs. 5 - 8, SW-TE provides
better decoding thresholds than the C-TE for every IterTURBO
and W . However, a significant increase in branch metric
updates, Ubcjr

1-node, is required in the BCJR detector, as shown
in Fig. 9, particularly for largeW and high interference effect
(i.e., the PR2 channel). As a result, in the second half of this
paper, we further propose a guideline of reduced-complexity
decoding techniques for SW-TE, with the main goal of
reducing Ubm

1-node.

A. IRREGULAR-UPDATING TECHNIQUE
During turbo iterative decoding, some variable nodes show
no improvement in their soft information (i.e., LLR and
mutual information) after the first few turbo iterations. For
example, Fig. 10 shows the mutual information, ICmj,t (r, l)
in (11), by ranging turbo iteration r = 1 to 5. We found that
ICmj,t (r, l) improves by increasing r . However, some variable
nodes such as j = 1, 2, 3, 9, and 10, show no significant
ICmj,t (r, l) improvements after turbo iteration r = 3. Here,
we refer to them as ‘‘saturated variable nodes.’’ Saturation
occurs because these nodes are sufficiently reliable. Thus, the
decoding may not be required in the next iteration r = 4.
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To reduce Ubm
1-node, we propose ignoring the branch metrics

connected to the saturated variable nodes at the next turbo
iteration. In this technique, we use ICmj,t (r, l) between turbo
iteration r and r – 1 to indicate the saturation behavior
of variable nodes. Since ICmj,t (r, l) exists between 0 and 1,
we compute ICmj,t (r, l) by taking J−1(·). After decoding at
turbo iteration, r , any variable nodes shown as

J−1
(
ICmj,t (r, IterLDPC)

)
J−1

(
ICmj,t (r − 1, IterLDPC)

) ≤ βUB, (12)

will be referred to as the saturated variable nodes. Thus,
computations of the branch metrics associated with these
saturated variable nodes will be ignored at the next turbo
iteration r + 1. The factor, βUB, defines the upper bound
indicating the saturated variable nodes. We select βUB to
obtain the minimum Ubm

1-node while the decoding threshold is
maintained (see the details in Section VI-A).

An example of the irregular updating technique is shown
in Fig. 11. Assume that, after decoding at turbo iteration r ,
the saturated variable nodes exist at j = 1 and 2, as shown in
Fig. 11(a). As a result, the edges connecting these saturated
variable nodes and the trellis nodes will be omitted at the next
turbo iteration, r + 1, as shown in Fig. 11(b). In addition, the
branch metrics among the trellis nodes, j = 1 to 2, will be
omitted.

B. DYNAMIC-SHIFTING TECHNIQUE
One possibility for reducing the number of updates is to avoid
unnecessary decoding positions, 2 ≤ t ≤ L. In our previous
work [23], the dynamic shifting of window decoding was
introduced to reduce the complexity of the SC-LDPC decoder
in the C-TE. This method could be applied straightforwardly
to reduce the complexity of SW-TE. After decoding at posi-
tion t , the window can be shifted to position t + s, where
1 ≤ s ≤ W . Here, the number of position shifts, s, equals
the number of variable nodes with approximately the same
reliability as the 1st variable node (include the 1st variable
node).

In this technique, unlike our previous work [23], we use
mutual information, ICmj,t (r, l), to indicate the reliability of
the variable nodes, j, at position t . The variable nodes,
2 ≤ j ≤ W , are shown as

J−1
(
ICmj,t (IterTURBO, IterLDPC)

)
J−1

(
ICm1,t (IterTURBO, IterLDPC)

) ≥ αLB, (13)

which will be indicated as having the same level of reliability
as the 1st variable node. Subsequently, they all become the
output nodes of the window at position t . The factor, αLB,
defines the lower bound for indicating equivalent mutual
information between the variable nodes, 2 ≤ j ≤ W
and j = 1.
As an example, if no variable nodes satisfy a condition

in (13), the window will only shift one position to t + 1
(or s = 1), which is referred to as ‘‘standard shifting.’’

FIGURE 11. Example of the irregular-updating technique: (a) the
saturated variable nodes j = 1 and 2 exist at turbo iteration r , and
therefore (b) the branch matric updates for j = 1 and 2 are omitted at the
next turbo iteration r + 1.

FIGURE 12. Example of dynamic shifting techniques: (a) the number of
position shifts (s) is 2 at decoding position t , and therefore (b) the
decoding at position t + 1 is omitted, and the window is immediately
shifted to position t + 2.

If variable node j = 2 satisfies (13), as seen in Fig. 12(a), the
window will output two variable nodes, j = 1 and 2 (s = 2).
Thus, we can ignore decoding at position, t + 1, and shift the
window to position t + 2, as seen in Fig. 12(b).

C. COMBINED IRREGULAR-UPDATING AND
DYNAMIC-SHIFTING TECHNIQUE
To further reduce Ubm

1-node, we combine the irregular-updating
and dynamic-shifting techniques. According to our obser-
vations in the background, both techniques cannot be used
together straightforwardly. In this technique, we propose
an effective combination of both the irregular-updating
and dynamic-shifting techniques as follows. If the win-
dow is shifted using the standard-shifting method (s= 1),
the irregular-updating technique will not be used at the
next decoding position. This comes from the fact that,
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FIGURE 13. The decoding threshold and Ubm
1-node of irregular updating

technique for varied βUB. The medium-rate SC-LDPC codes are
considered by B0,t = B1,t = B2,t = [1 1]. The channel characteristic of
PR1 channel is HISI = [1 1].

FIGURE 14. The decoding threshold and Ubm
1-node of the dynamic shifting

technique for varied αLB. The medium-rate SC-LDPC codes are
considered by B0,t = B1,t = B2,t = [1 1]. The channel characteristic of
PR1 channel is HISI = [1 1].

if the window is shifted in one position, the variable nodes,
2 ≤ j ≤ W , can be viewed as low-reliability nodes. As a
result, the irregular-updating technique should not be used in
the next decoding position. On the other hand, the irregular-
updating technique can be used at the next decoding position
if the window is shifted in multiple positions (s ≥ 2).

VI. INVESTIGATION OF OPTIMAL PARAMETERS AND
PERFORMANCE EVALUATIONS VIA P-EXIT CHARTS
This section explains how to select the optimal βUB for
the irregular-updating technique and αLB for the dynamic-
shifting technique. Afterward, the complexity reductions of
proposed techniques with βUB and αLB are presented. Keep
in mind that our proposed techniques support all decod-
ing parameters. However, only the complexity reductions of
SW-TE with W = 10, IterTURBO = 6, and IterLDPC =
100 are presented in this paper.

FIGURE 15. The decoding threshold and Ubm
1-node of the irregular-updating

technique for varied βUB. The high-rate SC-LDPC codes are considered by
B0,t = B1,t = B2,t = [1 1 1 1 1]. The channel characteristic of PR1 is
HISI = [1 1].

FIGURE 16. The decoding threshold and Ubm
1-node of the dynamic shifting

technique for varied αLB. The high-rate SC-LDPC codes are considered by
B0,t = B1,t = B2,t = [1 1 1 1 1]. The channel characteristic of PR1 is
HISI = [1 1].

A. OPTIMAL βUB AND αLB PARAMETERS
1) MEDIUM-RATE SC-LDPC CODES
In this part, we optimize βUB by using the P-EXIT chart. The
relationship between the decoding threshold and Ubm

1-node for
varied βUB are shown in Fig. 13. The results show that we
can reduce Ubm

1-node more by increasing βUB. However, the
decoding thresholds will suffer. Thus, we select βUB to obtain
the minimumUbcjr

1-node without significant loss to the decoding
threshold. For the PR1 channel, our selection is βUB = 1.07,
as seen by the grey-dotted line. Our selection for the PR2
channel is βUB= 1.06 based on the same investigation,
though it is not shown here.

To optimize αLB, the decoding threshold and Ubm
1-node are

plotted by varying αLB. The curves in Fig. 14 have the oppo-
site trend as those in Fig. 13, in which we can reduce Ubm

1-node
more by decreasing αLB. Our selection in the PR1 channel is
αLB = 0.68, as seen on the grey-dotted line. Our selection
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in the PR2 channel is αLB = 0.74, though it is not shown
here.

2) HIGH-RATE SC-LDPC CODES
In the case of SW-TE with high-rate SC-LDPC codes, the
same optimization approaches are used. As seen in Fig. 15,
our selection for the PR1 channel is βUB = 1.05. In the
PR2 channel, our selection is βUB = 1.04 (not shown here).
Fig. 16 shows that our selection for the PR1 channel is
αLB = 0.66. Furthermore, our selection for the PR2 channel
is αLB = 0.78 (not shown here).

B. ACHIEVEMENTS IN COMPLEXITY REDUCTION
1) MEDIUM-RATE SC-LDPC CODES
In this part, we compare Ubm

1-node (Uve
1-node) and decoding

threshold for the C-TE and SW-TE. Table 1 lists Ubm
1-node

(Ubm
1-node) and decoding threshold when the medium-rate SC-

LDPC code is used in C-TE and SW-TE. For the PR1 channel,
the SW-TE has a lower (better) decoding threshold than the
C-TE, but it requires many Ubm

1-node = 227.5, whereas the
C-TE only requiresUbm

1-node = 24. Both the C-TE and SW-TE
require identical Ubm

1-node = 15, 317. Our irregular-updating
technique reduces Ubm

1-node of the SW-TE to 98.31 with only a
0.05 dB loss in the decoding threshold. Our dynamic-shifting
technique reduces Ubm

1-node of the SW-TE to 78.89 and Uve
1-node

to 5,296 with the same decoding threshold loss. Unlike the
irregular-updating technique, the dynamic-shifting technique
can reduce both Ubm

1-node and U
ldpc
1-node. Using a combination of

the irregular-updating technique and dynamic-shifting tech-
nique, Ubm

1-node decreases to 51.54 and Uve
1-node to 5,209, with

a decoding threshold loss of 0.05 dB.
For the PR2 channel, Ubm

1-node (Uve
1-node) and the decod-

ing threshold are listed in Table 1 as well. Similar to the
case of the PR1 channel, the SW-TE has a lower (better)
decoding threshold than the C-TE because it requires a
much higher Ubm

1-node= 455. Our irregular-updating tech-
nique reduces Ubm

1-node to 242.46 with decoding threshold
losses of 0.06 dB. Our dynamic-shifting technique reduces
Ubm
1-node to 201.54 and Ubm

1-node to 7,460, with a decoding
threshold loss of 0.07 dB. When the irregular-updating and
dynamic-shifting techniques are combined,Ubm

1-node decreases
to 153.77 and Uve

1-node to 7,615, with 0.08 dB threshold loss.

2) HIGH-RATE SC-LDPC CODES
Table 2 lists Ubm

1-node (Uve
1-node) and the decoding threshold

of our proposed techniques when the C-TE and SW-TE
use the high-rate SC-LDPC codes. For the PR1 channel,
the SW-TE requires Ubm

1-node = 227.5. Using the bene-
fit of the irregular-updating technique, Ubm

1-node decreases to
106.47 with 0.06 dB loss in the decoding threshold. Our
dynamic-shifting technique reduces Ubm

1-node to 76.81 with the
same decoding threshold loss. Our combination technique
reduces Ubm

1-node to 58.23 with a decoding threshold loss
of 0.06 dB.

TABLE 1. Decoding thresholds and complexities of turbo equalizations.
The medium-rate SC-LDPC codes are considered by
B0,t = B1,t = B2,t = [1 1].

TABLE 2. Decoding thresholds and complexities of turbo equalizations.
The high-rate SC-LDPC codes are considered by
B0,t = B1,t = B2,t = [1 1 1 1 1].

For the PR2 channel, the SW-TE requires Ubm
1-node = 455.

Ubm
1-node decreases to 231.15 by using the irregular-updating

technique, 135.15 by using the dynamic-shifting technique,
and 126.30 by using the combination technique.
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VII. COMPUTER-BASED SIMULATIONS
This section presents a computer-based simulation of the
previous C-TE [23], [24] and our SW-TE. In our simulation,
the parity-check matrix, Ht , is constructed using a progres-
sive edge-growth method [37] with an expansion factor of
N = 100 for medium-rate and 40 for high-rate SC-LDPC
codes. Hence, the total codeword length for both themedium-
rate and high-rate SC-LDPC codes is nvLN = 20, 000 bits.
In addition, the decoding parameters are set as follows:
W = 10, IterTURBO = 6, and IterLDPC = 10.

A. BER ESTIMATIONS
In our three proposed techniques, we use mutual informa-
tion from the P-EXIT chart to estimate how conditions (12)
and (13) are activated or not activated. However, we must
convert mutual information to a BER estimate for practical
implementation. Following Hassan et al. [13], [18], we can
estimate the BER of the variable node, j, after the turbo
iteration, r ,

P̂j,t (r) =
1

1+ exp
(∣∣∣Lout

j,t (r)
∣∣∣) , (14)

where Lout
j,t (r) is the output LLR of the variable node. Thus,

condition (12) can be rewritten as:

Q−1
(
P̂j,t (r)

)
Q−1

(
P̂j,t (r − 1)

) ≤ βUB, (15)

and condition (13) becomes,

Q−1
(
P̂j,t (r)

)
Q−1

(
P̂1,t (r)

) ≥ αLB, (16)

where Q−1 (·) is the inverse Q-function.

B. BER AND COMPLEXITY COMPARISONS
1) MEDIUM-RATE SC-LDPC CODES
The simulation in Fig. 17 compares the BERs of C-TE and
SW-TE when using medium-rate SC-LDPC codes. Starting
with the PR1 channel, we found that the SW-TE surpasses the
C-TEwith a coding gain of about 0.22 dB at BER = 4×10−5.
As seen in Fig. 18(a), this coding gain comes from the fact that
the SW-TE uses a much higher Ubm

1-node = 227.5, whereas
the C-TE only requires Ubm

1-node = 24. Our proposed tech-
niques, including irregular-updating, dynamic-shifting, and
their combination, can reduce Ubm

1-node of the SW-TE by more
than a factor of two. In particular, the reductions in Ubm

1-node
from our simulations converge to those of the P-EXIT chart
analysis (i.e., Table 1). For example, the irregular-updating
technique reduces Ubm

1-node to 100.12 at Eb/N0 = 2.6 dB.
Our dynamic-shifting technique reduces Ubm

1-node to 80.65.
The large reductions in Ubm

1-node are obtained by our combi-
nation technique, decreasing to 50.05. Note that all proposed

FIGURE 17. BER comparisons, where the medium-rate SC-LDPC codes are
considered by B0,t = B1,t = B2,t = [1 1].

FIGURE 18. Comparison of Ubcjr
1-node in (a) PR1 and (b) PR2 channels,

where the medium-rate SC-LDPC codes are considered by
B0,t = B1,t = B2,t = [1 1] .

techniques can reduce Ubm
1-node more than the previous BER-

based dynamic-shifting technique [23], implying the advan-
tage of the proposed algorithms based on tracking mutual
information.
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FIGURE 19. BER comparisons, where the high-rate SC-LDPC codes are
considered by B0,t = B1,t = B2,t = [1 1 1 1 1].

FIGURE 20. Comparison of Ubcjr
1-node in (a) PR1 and (b) PR2 channels,

where the high-rate SC-LDPC codes are considered by
B0,t = B1,t = B2,t = [1 1 1 1 1].

For the PR2 channel, the SW-TE outperforms the C-TE
with a coding gain of about 0.27 dB at BER = 4 × 10−5.
As seen in Fig. 18(b), the SW-TE requires a very high
Ubm
1-node = 455, whereas the C-TE only requiresUbm

1-node = 48.

We observed that the reductions of Ubm
1-node from our simula-

tions were slightly lower than those of the P-EXIT chart anal-
ysis. For example, our irregular-updating technique reduces
Ubm
1-node to 217.74 at Eb/N0 = 3.8 dB. Our dynamic-shifting

technique reduces Ubm
1-node to 182.99, while our combination

technique reduces Ubm
1-node to 126.35.

2) HIGH-RATE SC-LDPC CODES
A comparison of BERs when using high-rate SC-LDPC
codes is shown in Fig. 19. The result shows that the SW-TE
surpasses the C-TE for the PR1 channel with coding gains
of 0.15 dB. The SW-TE requires Ubm

1-node = 227.5. The
results in Fig. 20 show that the reductions inUbm

1-node from our
simulations converge with those of the P-EXIT chart analysis
(i.e., Table 2). At Eb/N0 = 4.2 dB, Ubm

1-node can be reduced to
104.43 by using our irregular-updating technique, 76.48 by
using our dynamic-shifting technique, and 54.59 by using our
combination technique.

For the PR2 channel, SW-TE requires Ubm
1-node= 455.

Ubm
1-node can be reduced to 209.22 when using our irregular-

updating technique, 110.01 with our dynamic-shifting tech-
nique, and 93.93 with our combination technique.

VIII. CONCLUSION
In this paper, we propose ‘‘SW-TE,’’ a new turbo equaliza-
tion that uses sliding window decoding for both the BCJR
detector and the SC-LDPCdecoder. According to our P-EXIT
chart analysis, the SW-TE has a better decoding threshold
than the C-TE, at the cost of much higher computational
complexity in terms of Ubm

1-node. As a result, we further pro-
pose a guideline of reduced-complexity decoding techniques
for SW-TE: 1) irregular-updating, 2) dynamic-shifting, and
3) their combination. Our simulations confirm our analyses,
showing that our proposed techniques reduce Ubm

1-node of the
SW-TE by more than a factor of two without significant loss
in BERs. For example, the SW-TE outperforms the C-TEwith
a coding gain of 0.25 dB in high-rate SC-LDPC codes and
the PR2 channel, but it requires an extremely high Ubm

1-node =

455. For the reduced-complexity SW-TE, Ubm
1-node decreases

to 209.22 (∼54%) using the irregular-updating technique,
110.01 (∼76%) using the dynamic-shifting technique, and
93.93 (∼80%) using the combination technique.
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