
Received March 17, 2022, accepted April 12, 2022, date of publication April 21, 2022, date of current version May 2, 2022.

Digital Object Identifier 10.1109/ACCESS.2022.3169147

Internet of Things (IoT) and Machine Learning
Model of Plant Disease Prediction—Blister
Blight for Tea Plant
ZHIYAN LIU1, RAB NAWAZ BASHIR 2, SALMAN IQBAL2, MALIK MUHAMMAD ALI SHAHID 2,
MUHAMMAD TAUSIF2,3, AND QASIM UMER 2
1Anxi Tea College, Fujian Agriculture and Forestry University, Cangshan, Fuzhou, Fujian 350002, China
2Department of Computer Science, COMSATS University Islamabad, Vehari 61100, Pakistan
3Department of Computer Science, Superior University, Lahore 54000, Pakistan

Corresponding author: Rab Nawaz Bashir (rabnawaz@ciitvehari.edu.pk)

ABSTRACT Crop plant diseases are a significant threat to productivity and sustainable development in
agriculture. Early prediction of disease attacks is useful for the effective control of the disease by taking
proactive actions against their attacks. Modern Information and Communication Technologies (ICTs) have
a predominant role in Precision Agriculture (PA) applications to support sustainable developments. There
is an immense need for solutions for the early prediction of the disease attack for proactive control against
the plant disease attack. The present solution of disease detection using the computer vision approach can
only detect the existence of the disease once the disease has already appeared. This study aims to propose
a Machine Learning (ML) approach for the early prediction of the probability of disease attack based on
Internet of Things (IoT) directly sensed crop field environmental conditions. Plant disease life cycles are
strongly correlated with environmental conditions. The crop field environmental conditions are used to
predict the occurrence of plant diseases. The Multiple Linear Regression (MLR) is applied as the ML model
due to the existence of a linear relationship between disease attack and environmental conditions. Internet
of Things (IoT) based crop field environmental conditions help to accurately predict the occurrence of plant
diseases using the ML approach. The proposed model is implemented for the prediction of blister blight
(Exobasidium vexans) for tea (Camellia sinensis) plant to check the effectiveness of the proposed solution.
The implementation of the proposed model from 2015 to 2019 reveals that the accuracy of prediction of
occurrence of the disease reached up to 91% in 2019.

INDEX TERMS Machine learning (ML), precision agriculture (PA), multiple linear regression (MLR), tea
(Camellia sinensis), blister blight (Exobasidium vexans).

I. INTRODUCTION
Global climatic changes have adverse impacts on agriculture
productivity. An increase in disease attacks is one of themajor
impacts of climatic change. Climatic changes have significant
impacts on crop production, and tea plants are more affected
by climatic changes[1]. Crop disease attacks cause severe loss
to agriculture productivity [2]. The use of chemicals in agri-
culture has further diversified the issue. Early prediction of
disease attacks is very important to take proactive, efficient,

The associate editor coordinating the review of this manuscript and

approving it for publication was Inês Domingues .

and effective control against the disease [3] and to support
sustainable developments.

Tea is grown in hot and humid regions as a cash crop that is
used to make the world’s most used beverage [4]. Fungal dis-
eases of teal plants cause severe losses to the tea production
and quality of the produce [5]. Blister blight (Exobasidium
vexans) is the most common and destructive disease of the tea
plant that seriously affects tea production across the world.
Blister blight (Exobasidium vexans) can reduce the yield of
tea by up to 40% [4].

Disease attack on crops is a serious hazard to sustainable
developments and productivity in agriculture [6]. Early pre-
diction and detection of disease attacks are very important to
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preserve crop yield [7]. Crop diseases cause serious economic
losses to farmers. Many computer vision approaches have
been developed over the year for the automatic detection and
identification of disease attacks. One major problem of these
approaches is that they detect disease based on apparent char-
acteristics of the disease attack. At this stage, the disease is
usually incurable or has already caused serious damage to the
crops. The losses due to disease at this stage are untreatable.
There is a need for solutions that can predict the occurrence
of the disease attack before it causes losses.

There is a need for a solution that can predict the
occurrence of the disease before it damages the plants to
take effective control against the disease attack. There is a
strong correlation between the disease attack and environ-
mental conditions. Therefore, the environmental conditions
can effectively be used to predict the occurrence of crop plant
diseases.

The study proposed a model of plant disease predictions
based on directly sensed crop field environmental conditions.
The Internet of Things (IoT), based on directly sensed crop
field conditions, can help to accurately predict the occurrence
of the plant disease based on real-time crop field environ-
mental conditions. The most important environmental con-
ditions in this regard are temperature, humidity, and rainfall.
The directly sensed environmental conditions are fed into
the ML model to determine the probability of occurrence of
disease according to crop field directly sensed environmental
conditions. The proposed solution is implemented for the
prediction of blister blight of tea plants.

Early prediction of disease attacks is also useful for sus-
tainable developments in agriculture by judicious use of the
pesticide’s applications in agriculture. Early predictions of
disease attacks are helpful for the effective control strategy of
the disease. The study proposed the prediction of blister blight
(Exobasidium vexans) disease attacks on tea plants based on
temperature, humidity, and rainfall conditions.

The rest of the study is organized into a literature review,
fallow by the contribution of the study. In the next section, the
material and method for the proposed solution are described.
In the end, the evaluation of the proposed solution is
given.

A. BACKGROUNDS
Tea is themost used drink after water across the world [8], [9].
Tea is the most used beverage across the world [5]. According
to one estimate, more than three billion cups of tea are used
in one day. The tea production growth rate has been 4.4%
over the last decade [9]. Tea is the major source of income
for tea-producing countries, with thirteen million people, are
involved in tea production [9]

Tea (Camellia sinensis) is the plantation crop of Africa,
Asia, and South America regions, grown for commercial
purposes. Tea was discovered around 2732 BCE in China.
The cultivation of tea begins in the first century BCE[9].
Nowadays, tea is produced in more than 60 countries, cov-
ering around 5 million hectares[9].

The tea crop required specific conditions for its successful
growth. Tea crops grow well at 10-30C, with annual precipi-
tation of 1250 mm[10]. China, Sri Lanka, India, Kenya, and
Vietnam are the major tea-producing countries. China is the
leading tea producing country with a production of 2.5Metric
Tons of tea annually [9], [11], [12]. China, India, Sri Lanka,
and Kenya are the major tea-producing countries, with 86%
of the total world tea production [8] Fig. 1 shows a typical
tea garden, and Fig. 2 shows the level of tea production in
different regions of the world.

FIGURE 1. Tea plantation.

FIGURE 2. Global tea production [10].

Fresh leaves from tea plants are harvested and dried for
brewing the tea. In Fig. 3, the shoot of the tea plant is shown
that it is harvested for commercial purposes.

Tea (Camellia sinensis) production is affected by different
pests and disease attacks. Fungal diseases seriously affect
the yield and quality of the tea. Blister blight (Exobasidium
vexans) is the major fungal disease of the tea that affects the
leaves, shoots, and buds, as shown in Fig. 4. Blister blight not
only affects the production of the tea but also damages the
plants to such an extent that survival of the teal plant becomes
impossible [4], [5].

Blister blight is caused by Exobasidium vexans pathogen.
This disease is present in almost every tea-growing area
except in America and Africa. Tea is the sole host for the
E. vexans pathogen. Moderate temperature, from 15 to 25◦C,
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FIGURE 3. Tea producing countries [9].

FIGURE 4. Tea (Camellia sinensis) disease affected cotton plant A. Front
Side of Leaves B. The backside of leaves C. Twigs of tea affected with
blister blight.

and high humidity above 80% are the favorable environ-
mental condition for the development of blister blight by
Exobasidium vexans [1], [10]. Wet and cool weather favors
the development of blister blight disease on tea plants [1], [4]
The E. vexans affect the tea plant at every stage and almost
every part of the plant. Lemon color spots at leaves are the
first symptoms of the disease in the tea plant. Blister blight
(E. vexans) can affect 20-50% of the yield of tea [4]. Apart
from crop production, blister blight also affects the quality of
the tea in terms of caffeine production [5].

China is the major tea-producing country, and the pro-
duction of tea has increased tremendously during the last
decades. s The increase in demand for tea across the world is
due to a tremendous increase in population across the world.

For better control of the disease, early prediction can be
very helpful in effectively managing the disease and taking
proactive control measures. For better disease management,
farmers must be aware of the probability of disease attack in
advance. There is a strong correlation between environmental

conditions and plant disease attacks. High humidity coupled
with moderate temperature favors the development of blister
blight disease on tea plants. Humid conditions in summer
are ideal for E. Vexans to grow and reproduce. Moderate
temperature with high humidity favors the development of
the disease life cycle [13]. The correlation between the envi-
ronmental conditions and disease life cycle can be used to
effectively predict the occurrence of the disease in advance
before the occurrence of the disease. Early warning of the
disease attack can help the farmers effectively deal with the
disease. Many ML-based approaches are used to detect and
predict the occurrence of the diseases that are reviewed in the
next section.

II. LITERATURE REVIEW
Farber et al. review different spectroscopic techniques like
infrared, reflectance, and Ramen for plant disease identi-
fications. Each of these techniques is discussed with its
advantages and disadvantages [7]. Jawade et al. proposed
weather-based mango plant disease prediction using the Ran-
dom Forest Machine learning algorithm. The proposed tech-
nique is very accurate in mango disease predictions [14].
Chen et al. proposed the Internet of Things (IoT) andmachine
learning-assisted rice blast disease detection [15]. The rice
field imagery data is converted to hyperspectral data for a
machine learning model of rice blast disease prediction.

Vishnoi et al. reviewed different techniques of dis-
ease detection from leaf images by using computer vision
approaches. Different feature extraction techniques and their
performance is compared [2]. Devaraj et al. proposed an
image processing technique for pre-processing, segmenta-
tion, classification, and segmentation for plant disease clas-
sification [16]. Khamparia et al. [17] proposed a hybrid
approach by autoencoders and a Convolution Neural Net-
work (CNN) model for the identification of leaf diseases of
crop plants. The proposed techniques gain 97% accuracy in
disease identification.

Orozco-Fuentes et al. proposed a mathematical and com-
putational model of disease forecasting by observing the
pathogen and host relationship to the environment [18].
Sambasivam and Geoffrey Duncan Opiyo proposed Cassava
(Manihot esculenta Crantz) disease detection and proposed a
technique to deal with the imbalance in class identification in
Cassava Mosaic Disease (CMD) and CBB (Cassava Brown
Streak Virus Disease) classes [19].

Truong et al. proposed fungal disease prediction
based on prevailing environmental conditions [20].
Raghavendra et al. identified the relationship between the
disease and weather conditions on tea plants [3]. Liu et al.
proposed disease predictions based on environmental con-
ditions using a neural network. [21]. Liu and Wei Wang
proposed tomato disease detection based on the environment
using deep learning techniques from images of the tomato
plants [22]. Shang et al. proposed an artificial neural network
and Genetic Algorithm (GA) to predict insect attacks [23].
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Yakkundimath et al. proposed a plant health detection
system using real-time monitoring of the plant’s char-
acteristics [24]. Ramesh and Vydeki recommended IoT-
based plant disease detection by real-time monitoring [25].
Arsenovic et al. discussed the limitations of the existing
models of disease detection. The study proposed two-stage
neural network architecture for plant disease detections in a
real-time environment, with 93.67% accuracy [26]. Nagaraju
and Chawla reviewed different CNNs techniques of plant
disease detection with their performance comparison [27].
Yang and Guo reviewed the machine learning approaches for
plant disease classification and plant resistance genes dis-
covery [28]. Liu and Wang reviewed and analyzed different
techniques of deep learning for plant disease detection [29].
Francis et al. [30] proposed a CNN-based technique for dis-
ease detection of apple and tomato leaf images.

Kim et al. proposed strawberry disease prediction by
FAAS (Farm as a Service) approach for managing the data,
devices, and models in an integrated manner [31]. The pro-
posed integrated agriculture specialized FaaS system ensures
the implementation of the system in a smooth manner.

The Materne and Inoue recommended IoT-based environ-
ment monitoring for predictions of disease populations to
deal with the issue of climate change impacts on the crop [32].

Araby et al. recommended an IoT-based disease warn-
ing system by direct observations of the crop field and the
use of machine learning to generate an early warning sys-
tem [33] Truong et al., proposed fungal disease detection
using IoT and machine learning capabilities. IoT is used to
directly observe the crop field’s environmental conditions.
The directly observed environmental conditions are used to
predict the occurrence of fungal disease [20] Syarif et al. find
the regressionmodel and correlation between the disease pop-
ulation and weather conditions in corn crops. The proposed
correlation identification helps to identify the occurrence of
disease at a particular time [34]. Cohen proposed MedCila
named Decision Support System (DSS) for the control of
medflies in citrus orchids [35]. The biological, mathematical,
and statistical models were developed for the identification
of medflies. The proposed approach was developed on a
rule-based decision tree. The performance of the proposed
approach was high in medflies attack detection in citrus
orchids when compared to the expert judgment for medflies
attack detection.

Shashank et al., discuss the way to improve precision
agriculture practices by effective detection of plant disease,
with a major focus on leaf and plant diseases by using image
processing. The study analyzes the Otsu’s and K-means clus-
tering for segmentation and feature extraction of images for
disease classification [36]. Pragya et al. proposed tomato
leaf disease and defects identification by a proposed solution
named SENet, with CNNs. SENet, with CNN’s based hybrid
approach for tomato leaf disease detection, is proposed. The
major objective of the proposed approach is to efficiently
utilize the computing resources for the identification of plant
diseases [37].

FIGURE 5. The volume of tea production in China (1,000 metric tons) [11].

Many solutions were proposed for disease detection using
the computer vision approach from the apparent characteris-
tics of the disease symptoms on plants. These approaches are
applicable once the disease has already been set and causes
significant losses to the crop. There is a need for a solution
to predict the occurrence of disease to take proactive actions.
There is a strong correlation between environmental condi-
tions and the disease life cycle. The prediction of occurrence
of crop disease based on temperature, humidity, and rainfall
is proposed that has not previously been targeted. The unique
feature of the proposed solution is that it can forecast the
probability of occurrence of tea (Camellia sinensis) disease
attack and extend to the prediction of any disease that has a
strong correlation with environmental conditions.

A. CONTRIBUTION OF THE STUDY
The study proposed a solution for early prediction of the
occurrence of plant disease with the help of directly sensed
crop field environmental conditions. Machine Learning (ML)
model is proposed and implemented to predict the occur-
rence of blister blight disease in the tea plants in China.
The proposed solution is equally applicable for any disease
predictions that have a strong correlation with environmental
conditions.

III. MATERIAL AND METHODS
In this section, the method of environmental data collection
and flow chart for crop disease prediction, the environmental
data, and the machine learning model is described.

A. AREA OF STUDY
Major tea-producing is of the world is marked in Fig. 6.
To implement the proposed solution to predict the occurrence
of the disease Hainan Island is chosen.

B. PROTOTYPE FOR ENVIRONMENTAL DATA SENSING
The crop field environmental data is captured by developing
an IoT-based hardware prototype. The Arduino platform is
used with DHT-22 (Digital Temperature and Humidity) and
a rain sensor to directly sense the temperature, humidity, and
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FIGURE 6. Tea production area [12].

rainfall from the crop field. The hardware prototype is shown
in Fig. 7, with the DHT-22 sensor. The environmental data
is sent to the server for further processing according to the
proposed solution.

FIGURE 7. Hardware prototype.

C. FLOW CHART OF THE PROPOSED DISEASE
PREDICTION
The proposed solution determines the probability of blis-
ter blight disease of tea plants from prevailing tempera-
ture, humidity, and rainfall conditions. Daily temperature and
humidity are used to determine the average monthly temper-
ature and average monthly humidity. The maximum rainfall
of any day in the month is taken as the maximum rainfall of
the month. The average monthly temperature, humidity, and
maximum monthly rainfall are used to determine the proba-
bility of the occurrence of a blister blight disease attack on tea
plants. The predictions made by the model are validated by
field observations. If the field observations show the disease
attack more than 15% of the plants, that is the Economic
Threshold Level (ETL) of blister blight on tea plants. The
predictions are compared against the field observations and
validated. The validations of the predictions are provided
as feedback to the machine learning model to improve the
performance over time. The complete flow of information is
shown in Fig. 8 by a flow chart.

FIGURE 8. Disease prediction flow chart.

D. ENVIRONMENTAL CONDITIONS
This section presents the environmental conditions that are
important for the development of blister blight disease attacks
on tea plants. The’ blister blight disease attack on tea plants is
affected by temperature coupled with humidity. The growth
of the blister blight disease attack on tea plants is severe
with moderate temperature and high humidity. The rainfall
reduces the disease population; therefore, it is also used in
the prediction model.

For monthly predictions, average monthly tempera-
ture (Tavg), average monthly humidity (Havg), and maximum
monthly rainfall (Rmax) are used. The environmental data
is directly observed from the crop field using the prototype
described in the previous section. The environmental data is
given in the next section.

1) TEMPERATURE
Temperature is highly related to the growth of diseases. The
average monthly Temperature (Tavg) is obtained from the
daily maximum temperature (Txi) by Equation 1.

Tavg =

∑n
i=1 Txi
n

(1)

where ‘‘Tavg’’ is the average monthly temperature and ‘‘Txi’’
is the daily maximum temperature, and ’n’ is the num-
ber of days in a month. The temperature in the selected
area is observed from May to September for selected
years. The average monthly temperature (Tavg) and daily
maximum temperature (Txi) for selected months from the
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FIGURE 9. Daily maximum temperature and monthly average temperature from 2015 to 2019.

FIGURE 10. Daily maximum humidity and monthly average humidity from 2015 to 2019.

year 2015 to 2019 are shown in Fig. 9. The temperature
in the selected area is mostly around 30◦C during the tea
plants season, which is favorable for the development of the
disease.

2) HUMIDITY
Humidity is the percentage of moisture in the air. The daily
maximum humidity (Hxi) and average monthly humidity
(Havg) for the years 2015 to 2019 are shown in Fig. 10.
The humidity in July, August, and September are high as

compared to other selected months, which makes these more
favorable for the development of blister blight attacks on
tea plants. The humidity from July to September is 40 to
70% in the selected area. The average monthly humidity is
determined by Equation 2.

Havg =

∑n
i=1Hxi
n

(2)

where ‘‘Havg’’ is the average monthly humidity, and ‘‘Hxi’’
is the daily maximum humidity.
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FIGURE 11. Daily maximum rainfall from 2015 to 2019.

3) RAINFALL
The maximum monthly rainfall is the maximum rainfall on
any day for a particular month and is given by Equation 3.

Rmax = MaxRxi (3)

where ‘‘Rmax’’ is the maximum monthly rainfall, ‘‘Rxi’’ is
the maximum daily rainfall. The daily rainfall for the selected
month is shown in Fig. 11.

E. DISEASE INTENSITY OBSERVATIONS
The proposed model is implemented and validated by direct
field observations to check the disease intensity. Ten acres
of tea plants crop are selected, and if 15% of plants in each
acre are affected, then the disease attack is considered above
Economic Threshold Level (ETL).

The average of the blister blight disease attack from each
of the ten-acre is taken. The population of the blister blight-
affected tea plants from the year 2015 to the year 2019 is
shown in Fig. 12. The intensity of the plant disease is strongly
correlated with temperature and humidity.

F. MACHINE LEARNING MODEL
Due to the existence of a linear relationship, the multiple
regression machine learning model is applied. The Multiple
Linear Regression (MLR) model determines the dependent
variable from one or more independent variables. In case
of a problem on hand, the probability of occurrence of
a tea (Camellia sinensis) disease attack is determined by
the prevailing temperature, humidity, and rainfall. For the
’n’ number of the dataset, the relationship between the
dependent variable ’y’ and the regressor vector is expressed
by Equation 4.

yi=β0+βi1+...+βpxip+εi (4)

FIGURE 12. Distribution of blister blight disease on tea plants in
experiment area from 2015 to 2019.

where i = 1, . . . , n. The Sciket Learn python library is used
for implementation purposes. The dataset is partitioned into
80:20 for training and testing of the Machine Learning (ML)
model.

IV. EVALUATIONS
Evaluations are performed based on.

1. Performance of the machine learning model
2. Accuracy of the predictions by field observations.

A. MACHINE LEARNING MODEL PERFORMANCE
In this section, different statistics are given to implement the
machine learning model. In Table 1, the correlation between
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TABLE 1. Correlation between environmental conditions and disease
intensity.

FIGURE 13. Probability distribution of predictions.

FIGURE 14. Residual plot for temperature.

environmental conditions and blister blight disease develop-
ment is given. The development of blister blight disease is
highly positively correlated with temperature and humidity
while negatively correlated with rainfall. Due to the exis-
tence of a correlation between the predictor and response
variable, the regression line model is used for implementation
purposes.

Fig. 13 shows the distribution of ‘‘Yes’’ and ‘‘No’’ prob-
abilities in the data set. The probabilities of prediction of
‘‘Yes’’ and ‘‘No’’ above the ETL are evenly distributed in
the dataset. ‘‘Yes’’ is mapped with ’1’ that is distributed to
50%, and ‘‘No’’ is mapped with ‘‘0’’ that is also distributed
to 50% in the dataset. Fig. 14. shows the residuals values for
temperature-based prediction of blister blight (Exobasidium
vexans) disease of tea (Camellia sinensis), which are dis-
tributed evenly around the averages.

Fig. 15 shows the residuals values for humidity-based
prediction of blister blight disease, which are also distributed
evenly around the average.

FIGURE 16 shows the residuals values for rainfall-based
prediction of blister blight (Exobasidium vexans) disease of

FIGURE 15. Residual plot for humidity

FIGURE 16. Residual plot for rainfall variable.

FIGURE 17. Temperature based Regression line fit for disease prediction.

tea (Camellia sinensis), which are also distributed evenly
around the average.

Temperature, humidity, and rainfall are independent vari-
ables, and the occurrence of the disease is the dependent
variable. FIGURE 17 shows the best-fitted regression line
for temperature variables to make the temperature-based pre-
diction. Figure 18 shows the best-fitted regression line for
the humidity variable to make the humidity-based prediction.
FIGURE 19, the best-fitted regression line for rainfall vari-
able to make the rainfall-based prediction. These regression
line models are used to predict the occurrence of disease.
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FIGURE 18. Humidity-based regression line fit for disease prediction.

FIGURE 19. Rainfall regression line fit for prediction of the disease
population.

TABLE 2. Regression analysis.

TABLE 2 shows the regression statistics for all the vari-
ables. The values of multiple R, R Square, adjusted R Square,
standard error, and the total number of observations are
given in TABLE 2. The value of multiple regression is 0.63,
R-Square is 0.4, adjusted R-square is 0.40, and the stan-
dard error is 0.38 with 1540 observations. These observa-
tions showed the accuracy of the ML model to predict the
probability of the disease from a given set of environmental
conditions.

Table 3 presents the test statistics for different errors. The
errors in making predictions are very low. That makes the
model suitable for the prediction.

B. FIELD VALIDATIONS
The predictions by theMLmodel are validated by field obser-
vations. TABLE 4 summarizes the accurate predictions from
the Year 2015 to 2019. Accuracy of the prediction improves

TABLE 3. Standard errors.

TABLE 4. Year-wise prediction accuracy.

FIGURE 20. Year-wise accuracy of the predictions.

with years due to recursive feedback and training of machine
learning with new data sets.

It reflects that accuracy improves from 2015 to 2019 grad-
ually. In 2015, 66% predictions are correct, in 2016 75%
predictions are correct, in 2017, 83% predictions are correct,
in 2018, 83 % prediction are correct, and in 2019, 91%
predictions are correct. Fig. 20 shows the accuracy of the
predictions over the selected years, from where it is evident
that the performance of the proposed solution increases over
time.

The proposed solution accurately predicts the probability
of occurrence of blister blight disease of tea (Camellia sinen-
sis) before the occurrence of the disease attack. The technique
is more useful against the image processing disease identi-
fication techniques that are only applicable after a disease
attack has already occurred.

V. CONCLUSION
Amachine learning model for the blister blight (Exobasidium
vexans) disease prediction of tea (Camellia sinensis) plants is
proposed by directly sensing environmental conditions from
crop fields. Regression line models are developed to identify
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the relationship between the environmental conditions and
the development rate of the disease. Temperature, humid-
ity, and rainfall are directly captured from the crop field
using Internet of Things (IoT) capabilities. The crop field
environmental data from 2015 to 2019 is used for training,
testing, and validation of the proposed solution. The machine
learning model shows high prediction accuracy when tested
against the test data set. The predictionsmade by the proposed
solution are also judged by direct observation from the field
data. Each year the observation is also incorporated into the
model as a training data set to improve the performance of the
proposed model. It is observed that the prediction accuracy
increased year by year. The proposed solution aims to support
sustainable development in agriculture through judicious use
of pesticides and effective control of the disease.
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