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ABSTRACT The purpose of this study is to improve AI players in Lottery. Lottery is a card matching game
designed based on the concept of Audience Participation GameWith a Purpose. Namely, it lets live streaming
game audiences take part in gameplay and collects image similarity data perceived by these audiences. The
game employs two AI players that initially calculate image similarities based on deep features (deep-feature
similarities). In our previous study, it was found that similarities, between a certain pair of images, perceived
by machines or computers – calculated based on deep features – were different from similarities perceived
by humans. This would make gameplay by the AI players unbelievable, in other words, non-human-like.
This study, therefore, proposes to use a linear model, built based on pre-collected human data, for improving
the deep-feature similarities. The amount of human data required to make the model stable is also discussed.
Experimental results show that the linear model only requires small quantities of human data to greatly
improve the deep-feature similarities. At the same time, our results also show that the game Lottery is
indispensable. This is because the linear model can only make the calculated similarity closer to that of
humans, but there is still discernible difference; in order to obtain accurate similarity between images, it is
necessary to collect a certain amount of human-perceived similarity data.

INDEX TERMS Audience participation game, game with a purpose, audience participation game with a
purpose, technique for similarity data collection, card matching game, human-perceived similarity, deep
feature similarity.

I. INTRODUCTION
Streaming media platforms are increasingly receiving atten-
tion, for example Mixer,1 YouTube Live2 and Twitch.3 With
live streaming games growing in popularity, a game design
concept trend called Audience Participation Game (APG) [1],
[2] has emerged and blurred the line between audiences
and players by allowing audiences to partially control the
game. Furthermore, some researchers integrated this APG
concept with another game design concept called Game
With a Purpose (GWAP) [3], [4], resulting in a hybrid
concept called Audience Participation Game With a Purpose

The associate editor coordinating the review of this manuscript and

approving it for publication was G. R. Sinha .
1https://mixer.com/
2https://www.youtube.com/live
3https: //www.twitch.tv/

(APGWAP) [5], [6]. The key idea of APGWAP is to design an
interesting game that can be broadcast on streaming platforms
where audiences can participate, while at the same time the
game publisher/streamer can collect a large amount of useful
data from gameplay. This is thanks to the number of daily
visitors to a popular site like Twitch exceeding 17.5 million,
62% of which watch game-related live broadcasts.4

Lottery [6] is an APGWAP designed by our group for
collecting similarity data on ukiyo-e images. It is a card
game between two AI players, where in each turn, an AI in
charge discards the most similar pair of cards from the set of
cards in its hand. Human audiences can help Player 1, one
of the AIs, choose the most similar card pair, by providing
similarity scores for image pairs in its hand. For pairs with

4https://twitchadvertising.tv/
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no human-provided similarity input, i.e., when Player 1 has
no human helps, it would calculate their similarity scores by
using a method based on deep features. Previous work [7]
pointed out that such scores are different from those likely to
be provided by humans, which makes the AI players play in
a non-human like fashion. Therefore, this work aims to solve
this problem by using a regression model; it is expected that
deep-feature scores adjusted by a regression model will be
closer to scores given by humans.

The contributions of this work are as follows:
• We demonstrate that regression models trained with
human-perceived similarity data can effectively improve
the quality of deep feature similarity.

• We examine the minimum number of votes required to
build a stable model.

• We find the minimum number of human data for each
image pair to switch from the improved deep-feature
similarity to the similarity based on the human votes
received so far, which in turn proves the importance of
Lottery in its data-collection role.

II. RELATED WORK
A. UKIYO-E IMAGE DATABASE
Ukiyo-e is a popular print art in Japan during the Edo
period. Because of its low price and often depicting everyday
scenes [8], it has been loved by the public since the 17th
century [9], and is also an important part of art history [10].
A number of ukiyo-e public databases exist. For example, the
database of the Art Research Center (ARC)5 of Ritsumeikan
University, used in our research, has over 19,000 ukiyo-e
images.

B. DEEP FEATURE SIMILARITY
‘‘Deep features’’ is a term used to refer to a set of
features derived from the image itself. It has become widely
used; for example, it was first used for style transfer by
Gatys et al. [11]. Then, Chu and Wu [12] and Matsuo and
Yanai [13] discussed a variety of expressions for deep
features. Among such expressions, Wei et al. [14] found that
Cosine is the most suitable expression for ukiyo-e images.
Cosine is a feature matrix obtained by the cosine-similarity
calculation among pairs on the feature maps of the conv5_1
layer in the deep learning model VGG-19. Recently, such
features extracted from VGG-19 are still widely used, e.g.,
Zhang and Yamasaki [15] reported their effectiveness in
image recommendation.

C. MULTIPLE FEATURE FUSION
Kayhan and Fekri-Ershad [16] proposed to fuse four kinds
of non-deep-learning image features as the representation of
images: modified local binary patterns, local neighborhood
difference pattern, gray level co-occurrence matrix, and
color histogram. However, their method only fuses non-
deep-learning features, so there is room for deep learning

5http://www.dh-jac.net/db/nishikie-e/search.php?enter=default

features to be added for fusion. In addition, their method’s
performance is sensitive to weight selection.

Pathak and Raju [17] fused multiple image features,
both non-deep-learning features and deep learning features,
and showed that more features in fusion lead to improved
performance. However, as with [16], their performance is also
sensitive to weight selection.

Lu et al. [18] proposed a feature-fusion method based on
information entropy theory and relevant feedback to adapt the
weights of image features. However, their relevant feedback
of a feature of interest is based on how good the feature is
in selecting images that have the same category as the query
image. This indicates that their work does not directly focus
on similarity that is close to human perception.

D. LINEAR REGRESSION
The linear regression method presents the relationship
between independent and dependent variables by fitting a
linear equation to the data [19]. Its advantages are ease
of use and interpret-ability [20], and it is often used for
prediction tasks (e.g., [21], [22]). For some special cases,
linear regression even outperforms deep learning networks
when the number of training samples is small (e.g., [23]).

E. AUDIENCE PARTICIPATION GAME WITH A PURPOSE
APG is a type of game in which audiences can manipulate
the characters or game environment through variousmethods,
such as sending commands as chat messages. It reduces the
boundary between audiences and players as well as promotes
social communication [24]. The most famous APG on the
Twitch platform is arguably Twitch Plays Pokémon [25].
In addition, the concept of APG has recently been integrated
with other fields, such as the APG reality show ‘‘Rival
Peak.6’’

The concept of GWAP, invented by Ahn and Dabbish [26],
breaks down difficult tasks into smaller subtasks, then
allows players to solve those subtasks – through the
game – and finally merges the results of the subtasks to deal
with the original task. It has been applied to tasks such
as labeling, classification, and collection in many fields,
including music [27], [28], astronomy [29], and machine
learning [30], [31]. Because it uses manpower to solve
difficult-to-calculate problems [32], GWAPs are also known
as ‘‘Human Computation Games (HCGs)’’ [33].

APGWAP is a hybrid concept recently proposed by
Nguyen et al. [5]. It combines advantages from the above
two concepts. In this combination, APG helps reaching large
numbers of people (audiences), and GWAP enables getting
useful data from them.

F. LOTTERY: APGWAP FOR COLLECTING UKIYO-E
SIMILARITY DATA
Lottery [6] is an APGWAP designed to collect human-
provided similarity data for pairs of ukiyo-e images. Lottery

6https:/ /rivalpeak.com/

VOLUME 10, 2022 44609



Z. Wei et al.: Improving Deep-Feature Image Similarity Calculation

is inspired by a traditional card game called Old Maid [34].
It is designed to stream on, but not limited to, Twitch.tv.
There are three types of parties in Lottery: Player, Jury, and
Assistant. Players are two AIs, while Juries and Assistants are
human audiences who participate in gameplay through chat-
message commands.

The gameplay flow of Lottery is shown in Fig. 1. This
figure showsAI 1’s turn. OnAI 2’s turn, which is after the Bid
& Jury and before the next Draw, the positions of AI 1 and AI
2 are swapped in the figure. The audiences can only see the
cards of AI 1, which is the side they can help. At the beginning
of each game, both AIs will be allocated a certain number
of cards (6 cards or images per player by default). On each
turn, the player of that turn draws one of the opponent’s cards
and then discards a pair of the two most similar cards from
its hand. If the opponent thinks it can more similarly match
a card in its hand with one of the cards in the discarded pair,
it can choose to bid and then obtain both discarded cards. This
process continues until no card is left – when cards run out in
the hand of one player, that player ends their part of the game,
leaving the other to finish their cards.

The roles of Jury and Assistant are in the following. Juries
judge the cards that each player discards by giving a score that
evaluates howmuch they are similar. This is done by inputting
!x, where x is an integer score from 1 (least similar) to 5 (most
similar). Assistants help Player 1 choose the most similar pair
of cards by inputting a command in the form of !x; y; z, where
x, y are the indices of the cards in Player 1’s hand, and z is the
similarity score of the pair.

Card pair selection by Player 1 or Player 2 is directly based
on the deep-feature similarity (cosine similarity between the
aforementioned Cosine features of images) without using
audiences’ similarity scores (votes). However, it was found
that there is difference in perceptual similarity between
humans and machines, i.e., even normalized to have the same
scale, similarity scores calculated using deep-features are
significantly different from those that humans provide [7].
This makes gameplay by both AI players non-believable.

III. IMPROVING DEEP-FEATURE SIMILARITY USING A
REGRESSION MODEL
In this paper, we propose to use a linear-regression model
based on collected similarity scores by humans to reduce
the difference described in the end of II-E. The resulting
similarity from the model is called ‘‘improved deep-feature
similarity.’’ In addition, in this work, both AI players make
a card-selection decision based on not only the improved
deep-feature similarity but also on the average of the votes,
received up to the current time from both juries and assistants,
for each image pair of interest.

Let X , xi, and yi be a set of image pairs, the deep-feature
similarity of image pair i, and the human-perceived similarity
(the average of votes) of i, respectively, where i ∈ X . Our
goal is to improve xi using a regression model. The resulting
value (the improved deep-feature similarity) is denoted as ŷi.
As mentioned above, a linear model is used for the estimation

FIGURE 1. Lottery’s gameplay flow.

(cf. Equation (1)); such a linear model is built using the data
of pairs that have votes. It is noted that linear regression was
chosen out of multiple candidate models (cf. V-B).

ŷi = axi + b (1)

where a and b are the slope and the constant of this linear
function.

Let si be the similarity score that an AI player uses for
image pair i. It is considered that the more votes, the less
important the model becomes. Thereby, when an image pair
has less than, say, t votes, they will be substituted with the
improved deep-feature similarity.When an image pair has t or
more votes, its similarity score will solely be the average of its
votes. This is summarized in (2). The value of t is investigated
through an experiment in this study.

si =


1
n

∑n
j=1 yij if n ≥ t

ŷi otherwise
(2)

where n and yij are the number of votes and the jth
vote, respectively, for image pair i, and ŷi is the improved
deep-feature similarity in (1).

To demonstrate the role of (2), let us assume an AI player
of interest is choosing the most similar image pair among
five image pairs: A, B, C, D and E. Deep-feature similarity,
scaled to have a range from 1 to 5, gives scores of 4.24, 4.16,
4.16, 4.04, and 4.22, respectively. With the model in (1), the
scores become 2.75, 2.56, 2.54, 2.24, and 2.68. Regardless of
using (1), the AI player will select pair A. However, let us
assume further that human scores of 3.36 and 3.80 exist for
pairs C and D and that their number of votes is above t , the
AI player will now choose pair D according to (2), rather than
choosing pair A. This example is based on real data, which
are pairs #50, #51, #52, #53, and #54 in Fig. 2.

44610 VOLUME 10, 2022
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FIGURE 2. Comparison of human-perceived similarity, deep-feature similarity, and improved deep-feature similarity.

FIGURE 3. Absolute difference of either the improved deep-feature similarity or the deep-feature similarity from the human-perceived similarity.

IV. EXPERIMENT
An experiment was conducted for three major purposes as
follows:

1) To prove that a regression model (the linear model
in (1)) can improve the deep-feature similarity, by ver-
ifying if it outputs values closer to those perceived by
humans or votes (cf. V-A).

2) To find the minimum number of votes needed to make
the regression model in (1) stable, by locating the
number of votes used in training of the model where
the performance starts to saturate (cf. V-B).

3) To examine whether vote collection and hence the
Lottery game itself are still needed for new image
pairs when such a model exists, by deriving a point
(t in (2)) where the quality of the improved deep-feature
similarity starts to fall behind that of the average vote
(cf. V-C).

Supplementary material such as all the experimental
data can be found on our Open Science Framework
page.7

A. DATASET (IMAGE PAIRS)
Ukiyo-e images used in this research are from the afore-
mentioned ARC database. We randomly selected 12 images
from three image categories that have the largest number
of images: Yakusha-e, Bijin-ga, Meisho-e. Images in each
category were equally divided into three sets, thereby having
in total nine image sets. Table 1 shows all the image sets used
in this experiment.

B. COLLECTION OF HUMAN DATA (QUESTIONNAIRE)
The four images in each set were used to create pairs of
images, resulting a combination of six pairs or questions.

7https://osf.io/v4fpc/
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TABLE 1. All the image sets used in this experiment.

An online questionnaire was used to present 54 questions
(6 pairs x 9 sets) in random order to participants and ask for
their similarity scores. As in Lottery, scores are integer values
ranging from 1 to 5.

C. PARTICIPANTS
Forty-four participants engaged in this study. They
were undergraduate and graduate students studying in
computer-science-related fields, aged 19 to 29, 38 males and

44612 VOLUME 10, 2022
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FIGURE 4. Comparison of the human-perceived similarity and eight regression models.

FIGURE 5. Absolute difference of each of the eight regression models from the human-perceived similarity.

6 females. A link to the questionnaire was sent to them via
email.

V. RESULTS
A. IMPROVEMENT OF IMAGE SIMILARITY WITH
REGRESSION
Here we compare three types of similarities: human-
perceived similarity, (original) deep-feature similarity, and
improved deep-feature similarity. Since the second one is a
cosine similarity, with an output range of from 0 to 1, it is
scaled to have a range from 1 to 5, which is the voting range
by audiences. All the votes are used in taking the vote average

to obtain human-perceived similarity values and in training a
regression model to obtain improved deep-feature similarity
values. All figures in this sub-section, Fig. 2 and Fig. 3,
have the x-axis sorted in ascending order of human-perceived
similarity.

Fig. 2 shows the results of the three similarities, where
the linear regression model in (1) is used for the improved
deep-feature similarity. Differences can be clearly seen
when comparing the deep-feature similarity (the red points)
with the human-perceived similarity (the blue points). The
improved deep-feature similarity (the green points) is found
to be much closer to the human-perceived similarity.

VOLUME 10, 2022 44613
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TABLE 2. The R-squared and the average absolute difference of each regression model.

FIGURE 6. Linear model’s average absolute differences from the ground truth and their error bars; results of the simple moving
average (SMA) with three window sizes are also shown.

Fig. 3 shows the absolute difference of either the improved
deep-feature similarity or the deep-feature similarity from
the human-perceived similarity. The results confirm that the
former is much lower than the latter on most image pairs.
The improved deep-feature similarity has higher values of
difference only when the human-perceived similarity is near
or above 3.5, i.e., from the 52th image pair.

B. COMPARISON OF REGRESSION MODELS
As described earlier, linear regression is used in our work.
This is substantiated in this sub-section. Here, we compare
the predicted accuracy of multiple commonly used models:
linear, quadratic polynomial, cubic polynomial, logarithm
10, logarithm e, power, exponential, and hyperbola. As done
in the previous sub-section, all the votes are used in
obtaining human-perceived similarity values and training
each regression model, and relevant figures, Fig. 4 and
Fig. 5, have their x-axis sorted in ascending order of human-
perceived similarity.

Fig. 4 and Fig. 5 show prediction results from each
model and their differences from the human-perceived
similarity, respectively. Table 2 shows for each model
both the R-squared and the average absolute difference,
among all the image pairs, from the human-perceived
similarity. Since there is no much difference among the
models, linear regression was chosen due to its low
complexity.

C. DISCUSSION ON THE REQUIRED AMOUNT OF DATA
In order to find the minimum number of votes required to
effectively build a linear model, we examine how the training
size – defined as the number of votes used for training per
image pair – affects the prediction accuracy. For each training
size r , all combinations 44Cr are evaluated, except for each
r from 3 to 41 with their 44Cr larger than 1000 where
1000 combinations are randomly chosen for evaluation.

In addition, three-fold cross validation is applied. In par-
ticular, 18 images in each of the three categories are
grouped into three sets. Thereby, in each fold of cross
valuation, 36 image pairs (12 per category) are used for
training a regression model with training size r ; and the
remaining 18 image pairs (six per category) are used for
testing, from which the average absolute difference (AAD),
among all the aforementioned combinations and the three
folds, from ground truth is obtained. Note that henceforth
the ground truth for each image pair is defined as the
human-perceived similarity when all of its 44 votes are
used.

Fig. 6 shows the results, where blue dots represent AADs,
each associated with a grey error bar (± standard deviation).
As the number of votes increases, the AAD gradually
decreases. Data smoothing is also applied to the results by
using the simple moving average with a sliding window size
of 1 (the blue solid line), 3 (the red solid line), and 5 (the green
solid line). It can be observed that all the three lines converge
to 0.33 when there are 20 votes. As a result, we argue that

44614 VOLUME 10, 2022
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FIGURE 7. Average vote’s average absolute differences from the ground truth and their error bars.

there should be at least 720 votes (20 votes× 36 image pairs)
for achieving a stable linear-regression model in this task.

D. DISCUSSION ON THE NECESSITY OF LOTTERY
In the previous sub-section, we have illustrated the minimum
number of votes to train a stable regression model. A question
then arises: once a model is built, do we still need to use
Lottery to collect similarity data for new image pairs or
should we just simply use the trained model to obtain their
similarity values? To answer this, we conduct an analysis
similar to V-C, but replacing the linear regression model with
the average vote at each point on the x-axis.

Fig. 7 shows AADs of average votes and their associated
error bars. In this figure, the AAD of the linear model trained
with 720 votes, 0.33 discussed in the previous sub-section,
is also overlaid as the green horizontal line. It can be seen
that the linear model outperforms the average vote up to and
including the point where each image pair has four votes. This
indicates that t in (2) should be set to 5. In addition, the results
here confirm that Lottery is still needed for collecting votes,
at least five votes per image pair, to obtain reliable similarity
data, used for example in building an image recommender
system.

E. SUMMARIZED FLOW FOR OTHER APPLICATIONS
Below is a general procedure to apply our approach to other
systems.

1) Pre-collect a certain amount of human similarity data
of the target application.

2) Train and evaluate several regression models with the
data (cf. Table 2).

3) Select the best model for being used in (2).
4) Derive the minimum number of votes to make the

selected model stable (cf. Fig. 6).

5) Derive the number of votes per pair to switch from
the improved deep-feature similarity, obtained from
the trained model, to the similarity based on the votes
received so far (cf. Fig. 7).

VI. CONCLUSION
This study proposed using a regression model built with
human-perceived similarity data (pre-collected from other
images in the same image category) to improve the existing
similarity calculation of images, used in a recently developed
APGWAP called Lottery. We then investigated a question
of how much human-perceived similarity data should be
obtained to make the model stable. We also found that
the regression model in use can only make the calculated
similarity close to the human-perceived similarity, but there
is still noticeable difference. This indicates the importance
of Lottery in its purpose of collection of human-perceived
similarity data of images.

Nevertheless, this article does not discuss the aspect of
gaming experience of human audiences. This will be the
direction of our future work. We will also apply the proposed
approach for improving the calculation of image similarity in
other applications.
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