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ABSTRACT The next-generation Internet of Things (IoT) will control the critical infrastructure of the 21st
century, including the Smart Power Grid and Smart Cities. It will also support Deterministic Communi-
cations, where ‘deterministic traffic flows’ (D-flows) receive strict Quality-of-Service (QoS) guarantees.
A ‘Cybersecurity via Determinism’ paradigm for the next-generation ‘Industrial and Tactile Deterministic
IoT’ is presented. A forwarding sub-layer of simple and secure ‘deterministic packet switches’ (D-switches)
is introduced into layer-3. This sub-layer supports many deterministic Software DefinedWide Area Networks
(SD-WANs), along with 3 new tools for improving cyber security: Access Control, Rate Control, and
Isolation Control. A Software Defined Networking (SDN) control-plane configures each D-switch (ie FPGA)
with multiple deterministic schedules to support D-flows. The SDN control-plane can embed millions of
isolatedDeterministic Virtual Private Networks (DVPNs) into layer 3. This paradigm offers several benefits:
1) All congestion, interference, and Distributed Denial-of-Service (DDOS) attacks are removed; 2) Buffer
sizes in D-switches are reduced by 1000+ times; 3) End-to-end IoT delays can be reduced to ultra-low
latencies, i.e., the speed-of-light in fiber; 4) The D-switches do not require Gigabytes of memory to store
large IP routing tables; 5) Hardware support is provided in layer 3 for the US NIST Zero Trust Architecture;
6) Packets within a DVPN can be entirely encrypted using Quantum Safe encryption, which is impervious
to attacks by Quantum Computers using existing quantum algorithms; 7) The probability of an undetected
cyberattack targeting a DVPN can be made arbitrarily small by using long Quantum Safe encryption keys;
and 8) Savings can reach $10s of Billions per year, through reduced capital, energy and operational costs.

INDEX TERMS Cyber security, deterministic, the Internet of Things (IoT), quantum computing, zero trust,
encryption, privacy, Software Defined Networking (SDN), industrial internet of things (IIoT), tactile Internet
of Things, FPGA, Industry 4.0, deterministic Internet of Things.

I. INTRODUCTION
The next-generation Internet of Things (IoT) will control the
critical infrastructure of the 21-st century, including Smart
Cities, Smart Healthcare, the Smart Power Grid, Smart Man-
ufacturing, and Smart Transportation Systems. The IoT will
thus provide a critical infrastructure to enable much of the
world’s economic activity [1]–[3]. General Electric estimates
that the next-generation IoT will control ≈ 50% of global
GDP by year 2030, totalling ≈ $82 Trillion of GDP annu-
ally [1] (see section II).

Fig. 1a illustrates the USA electricity power grid, which
includes over 9,000 power plants and about 3 million miles
of transmission lines. Fig. 1b illustrates the USA natural gas
pipeline network, which includes about half a million miles

The associate editor coordinating the review of this manuscript and

approving it for publication was Chakchai So-In .

of pipelines. Cyberattacks against these critical infrastruc-
tures could have catastrophic consequences. In May 2021,
the USA experienced a ransomware cyberattack against the
Colonial Pipeline. This pipeline transports diesel, gasoline
and jet-fuel from Texas to the east coast, and delivers about
45% of the east coast energy needs. The cybersecurity firm
Emsisoft estimates that the USAwas targetted by over 15,000
cyberattacks in 2020. The firm McAfee estimates that cyber-
crime cost the global economy $1 Trillion in 2020, and
the firm Cybersecurity Ventures estimates that cybercrime
will cost the global economy about $10.5 Trillion by 2025.
Clearly, the world needs new ideas for the growing threat of
cyberattacks.

The US National Academy of Engineering has identified
14 grand challenges for the 21-st century, which includes
achieving fusion energy, carbon sequestration, cleanwater for
the world, and Securing Cyberspace [4].
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FIGURE 1. Critical infrastructures that are subject to cyberattacks. (a) USA electricity transmission grid. (b) USA natural gas pipeline network
(source: US EIA).

In this paper, a new paradigm to significantly improve
cybersecurity in the IoT is presented. A key feature of this
paradigm is that a Deterministic IoT will allow a user to
request the creation of a ‘deterministic traffic flow’ (D-flow),
with strict QoS (Quality of Service) guarantees on the data
rate, delay, jitter and reliability. The Deterministic IoT thus
requires a fair amount of pre-computation, in a centralized
network control-plane with a global view of all existing
D-flows and link utilizations. Specifically, the control-plane
must pre-compute deterministic routes and schedules, to
determine whether or not the user’s request can be satis-
fied. In the Deterministic IoT, the timeline in which future
events unfold is predetermined, and any deviation thereof
represents an anomaly. This paper shows that the use of a
centralized SDN control-plane with global knowledge of all
D-flows and link utilizations can also significantly strengthen
cybersecurity, to be impervious to attacks by foreseeable
Quantum Computers, by explicitly controlling and tracking
all communications.

According to the Canadian Centre for Cyber Security, the
motivation and capabilities of cyberattackers varies widely.
The most sophisticated cyberattacker is the Nation-State
Actor. This actor has the financial backing of the nation-state,
it is typically aligned with a national security agency, the level
of technical expertise is very high, and the motivation is geo-
political. The most popular cyberattacker is the Cybercrim-
inal. This actor has limited financial backing, the level of
technical expertise is typically moderate, and the motivation
is profit from criminal activity (i.e., ransomware attacks).

A first goal of this paradigm is to allow each nation to
significantly strengthen its national security, by reducing
the number of cyberattacks against its critical infrastructure,
from all types of cyberattackers includingNation-State actors
and Cybercriminals. The number of cyberattacks per year
can be reduced from potentially 1,000s, to a very small
number, where the expected number of successful attacks
per year from ‘external’ cyberattackers is zero. (An external

cyberattacker does not have access to a secured machine.)
A second goal of this paradigm is to dramatically lessen the
impact of any successful cyberattack, by supporting a Zero
Trust Architecture (ZTA). A third goal of this paradigm is
to save network operators $10s of Billions annually through
reduced capital, energy and operational costs, by exploiting
a more secure, efficient and easily-controllable deterministic
networking infrastructure based upon Software Defined Wide
Area Networks (SD-WANs), using FPGAs. A final goal of this
paradigm is to significantly reduce the costs of cybercrime to
the global economy, costs which are currently estimated to be
about $1 Trillion annually (in 2020).

This paper achieves its goals by exploring the intersection
of 5 topics: (i) Deterministic Communications, (ii) Post-
Quantum Cryptography (PQC), (iii) the Zero Trust Architec-
ture (ZTA), (iv) the Access Control System (ACS), and (v) the
Intrusion Detection System (IDS). These 5 topics are briefly
reviewed in section II. While each topic has been studied
by researchers in isolation, no prior research papers have
explored the intersection of the first 2 or more topics.

In late 2021, the ‘Log4j’ security threat was discovered.
According to the US CISA (Cybersecurity and Infrastructure
Security Agency), this security threat is amongst the most sig-
nificant security threats ever discovered, and hundreds of mil-
lions of computers world-wide are vulnerable to cyberattacks.
This paper will also discuss how the proposed paradigm
can mitigate the damage due to this type of cyberattack in
section VII.

The existing IoT is based upon a Best-Effort (BE)
communications paradigm, with inherently large laten-
cies [5]–[7]. The BE-IoT consists of the union of about
80,000 ‘autonomous network domains’ distributed around
the world. In its simplest form, and in the absence of extra
hardware/software such as Firewalls to limit connectivity,
the BE-IoT consists of billions of computers (or devices),
interconnected with a large number of Best-Effort IP routers.
The computers and devices typically run BSD (Berkeley
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Software Distribution) socket software (i.e., Berkeley Sock-
ets), to provide connectivity. The primary appeal of the
BE-IoT is the ubiquitous communications it offers: In the
absence of Firewalls, any user can easily communicate with
any of the billions of computers around the world, using
the fairly simple Berkeley Sockets software interface and the
Internet Protocol (IP) in layer 3. However, the primary appeal
of the BE-IoT is also its primary weakness: In the absence of
firewalls, cyberattackers are also free to communicate with
any of these billions of computers around the world, over
the Berkely Sockets interface. Firewalls can be added to limit
connectivity, but a very large number of Firewalls would
be needed to protect billions of computers, and each fire-
wall must be properly configured, representing a significant
challenge.

The BE-IoT network provides its best-effort to deliver
traffic, but it suffers from several serious deficiencies: (i) It
offers no inherent Access Control or Rate Control. Any user
is free to send messages to any of the billions of computers
in the world, at any data-rate. Thus, it is relatively easy to
create Distributed Denial of Service (DDOS) attacks. Cisco
estimates that there will be 15.4 million DDOS attacks in
2023 [8]; (ii) It offers no inherent Isolation Control. The
BE-IoT cannot be partitioned into isolated subsets to contain
cyberattacks; (iii) The BE-IoT can experience significant
congestion, excessive delays of 100s of milliseconds, and
high packet loss rates; (iv) The BE-IoT provides no determin-
istic QoS guarantees on the data rate, delay, jitter or delivery;
(v) The paths taken by packets can change dynamically,
due to the layer-3 dynamic routing protocol, causing large
fluctuations in end-to-end delays; (vi) Tomitigate congestion,
the BE-IoT is typically over-provisioned, i.e., it operates well
below its peak capacity, typically below 50 percent capacity,
thereby incurring excess capital and energy costs of $10s of
Billions per year (see section VII); (vii) To limit connectivity
and improve security, numerous Firewalls are deployed in
the BE-IoT. According to Cisco, up to 95% of firewalls are
configured manually, such that operational costs can be 2 or
3 times the network capital costs. Thus, the operational costs
of the BE-IoT are extremely high [8]. (viii) Layer 3 of the
BE-IoT is inherently insecure (see section II.A). As a result,
the global BE-IoT suffers from millions of cyberattacks per
year, including DDOS, Phishing, Spoofing, Replay, Man-in-
the-Middle (MITM), Ransomware and Remote Code Execu-
tion (RCE) attacks. (Common IoT attacks are reviewed in
Appendix C).

The BE-IoT offers a weak level of security by supporting
Best-Effort Virtual Private Networks (BE-VPNs) in layers 3
and 4 (see section II). A BE-VPN is a set of one or
more partially encrypted connections within the BE-IoT, that
are reserved for the use of a single corporation or entity,
as specified in the IETF ‘Internet Protocol Security’ (IPsec)
RFC [10].

Unfortunately, BE-VPNs have several significant security
weaknesses (see section II for details): (1) Each BE IP router
needs to read the IPsec packet-header to make layer-3 routing

decisions. Thus, packet-headers must remain unencrypted
and can be manipulated by cyber-attackers. A cyberattack
in which an adversary modifies a packet header to mas-
querade as a trusted peer is called a Spoofing cyberattack,
which can be used to create a more complex Main-in-the-
Middle cyberattack; (2) In the absence of firewalls, a secured
computer participating in a BE-VPN can be the target of
a cyberattack from any of the billions of other computers
around the world over the insecure Berkeley Sockets interface
- there is no isolation; (3) In the absence of firewalls, a
compromised computer participating in a BE-VPN is free to
launch cyberattacks against any of the billions of other com-
puters around the world over the insecure Berkeley Sockets
interface - there is no containment; (4) The BE-VPNs still
operate under the BE communications paradigm; they are
still subject to congestion, interference and several types of
cyberattacks, including the aforementionedDDOS, Phishing,
Spoofing, MITM, Ransomware and RCE attacks. The security
of BE-VPNs in layers 3 and 4 is thus severely inadequate for
the Smart Systems of the future [9]–[11].

A traditional BE-VPN is also vulnerable to cyberattacks
involving Quantum Computers. It is expected that Quantum
Computerswill be able to crack the Public Key Cryptography
(PKC) used in BE-VPNs in the near future, potentially by
the year 2030 (see section II). In the quantum-based ‘Harvest
Now, Decrypt Later’ cyberattack, an adversary may eaves-
drop and record the encrypted communications of a BE-VPN
today. The adversary may decrypt the communications a few
years into the future, when a sufficiently powerful Quan-
tum Computer exists. To combat this attack, the US NIST
(National Institute for Standards and Technology) has initi-
ated a project on Post Quantum Cryptography (PQC). It is
planning to standardize one or more Quantum-Safe public
key encryption and digital signature schemes to be used in
BE-VPNs, in the timeframe of 2022 to 2024. A BE-VPN
which utilizes the forthcoming NIST PQC standards can be
called a ‘Quantum-Safe BE-VPN’, and several companies and
research institutes have recently demonstrated software for
Quantum-Safe BE-VPNs (see section II). While Quantum-
Safe BE-VPNs will be immune to the Harvest Now, Decrypt
Later cyberattack, they are still vulnerable to the traditional
cyberattacks associated withBE-VPNs described earlier, such
as DDOS attacks.

Ultra-low latency networks have attracted significant atten-
tion recently [12]–[17]. The use of deterministic commu-
nications in small layer-2 networks, such as Deterministic
Ethernet [15], is well-established (see section II). The next-
generation IoT network is also expected to support Deter-
ministic Communications [17], to offer ultra-low latencies.
In a Deterministic IoT, D-flows must receive deterministic or
guaranteed data-rates and strict QoS guarantees. They must
be immune to congestion, interference and DDOS attacks.
Deterministic communications thus offers a fundamentally
new dimension for exploring cybersecurity in the IoT. The
next-generation IoT is expected to encompass the Industrial
Internet of Things, the Tactile Internet of Things, and the
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Consumer Internet of Things projects, as they will all benefit
from deterministic communications.

In this paper, we present a new security paradigm
for the next-generation Deterministic IoT, called the
‘Cybersecurity via Determinism’ paradigm. (This paper uni-
fies several prior papers, and adds several new results on
cybersecurity.) A new sub-layer of simple and secure ‘deter-
ministic packet switches’ (D-switches) is introduced into
layer 3, under the control of a Software Defined Network-
ing (SDN) control-plane. This sub-layer implements one
(or more) deterministic SD-WANs. We refer to this new
sub-layer as ‘layer-3a’, the forwarding layer for determinis-
tic traffic. The D-switches forward packets along predeter-
mined paths, where the routing and scheduling have been
performed in advance by the SDN control-plane. This new
sub-layer introduces three new tools for enabling determin-
istic communications, and for strengthening cybersecurity,
i.e., Access Control, Rate Control and Isolation Control.
The SDN control-plane can configure millions of isolated,
non-interfering D-flows into the new sub-layer. Each D-flow
follows a fixed path through the IoT network, and supports a
deterministic (or guaranteed) data-rate.

The proposed paradigm also supports Isolation Control,
i.e.,Network Slicing, where the network resources can be log-
ically partitioned to yield millions of isolated, non-interfering
network partitions. The traffic in each partition is isolated
from the traffic in any other partition. Each network parti-
tion can be configured in 2 modes: (a) the ‘un-encrypted’
mode; and (b) the ‘encrypted’ mode, where every packet is
encrypted at the source, and remains fully-encrypted until
it reaches the destination. A network partition operating
in the un-encrypted mode is called a Deterministic Virtual
Network (a DVN). A network partition operating in the
encrypted mode is called a Deterministic Virtual Private
Network (a DVPN). A DVPN has much stronger security and
privacy than the BE-VPNs used in today’s BE-IoT, as will be
shown.

The proposed paradigm also provides hardware support
in layers 3 and 4 for the US NIST Zero Trust Architecture
(ZTA) [18], [19] (see section II). Specifically, all communi-
cationswithin aDVPN are encryptedwith longQuantum Safe
keys, which are impervious to attacks by Quantum Comput-
ers, and every packet requires an Authorization-Check (see
section III). The ZTA builds upon the concept of Access
Control Systems, and it extends the access control concept
to individual resources, where the access to every critical
resource is determined by one (or more) rule-based Access
Control policy-engines. Only D-flows which are approved by
the Access Control policy-engines will be created by the SDN
control-plane. The use of the SDN control-plane, combined
with ZTA/ACS, and the Intrusion Detection System described
ahead, can significantly improve cybersecurity.

To deploy this paradigm, some of the major cloud ser-
vices providers, i.e. Google, Amazon, Apple, and Microsoft,
could each implement their own deterministic SD-WAN in
forwarding sub-layer 3a, to create millions of isolated zero

trust DVPNs for their customers, as a new revenue service.
Each critical public service, i.e., the Smart Power Grid,
and each government department, i.e., the Dept. of Defense,
can create many isolated DVPNs, each with significantly
improved cybersecurity, from multiple independent cloud
services providers, to achieve their mission. Several DVNs
can also be created to support the efficient transmission of
consumer-oriented BE-IoT traffic such as IP video (without
default encryption). According to Cisco, about 82% of the
traffic in the BE-IoT comprises IP video [26].

In the proposed paradigm, the tasks of routing and schedul-
ing of D-flows are removed from the D-switches, and are
performed in advance by the SDN control-plane. The SDN
control-plane only admits authorized D-flows, each with a
maximumdeterministic data-rate which it cannot exceed. The
proposed Deterministic IoT thus can quickly detect unautho-
rized packets targeting a DVPN, i.e., such packets will not
have pre-authorization or pre-determined routes and sched-
ules. The proposed paradigm thus provides a ‘guaranteed’
Intrusion Detection System, where the probability of an unde-
tected cyberattack can be made arbitrarily small. Section III
shows that the probability of a successful undetected cyber-
attack by an external cyberattacker targeting a DVPN can
be made arbitrarily small, and effectively zero, by using
long Quantum Safe encryption keys, which are impervious
to attacks from Quantum Computers using existing quantum
algorithms. According to the US NIST, even Quantum Com-
puters cannot crack an encrypted message using Quantum
Safe encryption keys with thousands of bits [68].
The proposed Cybersecurity via Determinism paradigm

exhibits several attractive properties. The first 6 properties
have been established in prior papers, and they are repeated
here for completeness. The last 9 properties are new, and are
denoted with a *.
• The SDN control-plane can embed millions of isolated,
non-interfering network partitions [17], [21], [22];

• All congestion, interference and DDOS attacks associ-
ated with the BE-IoT can be removed [17], [21], [22];

• IoT links in sub-layer 3a can operate at ≈ 100% of
peak capacity, saving $10s of Billions per year in excess
capital and energy costs [17], [20];

• IoT buffer sizes can be reduced by a factor of
1,000+ times, and IoT end-to-end delays can be
reduced to ultra-low latencies, i.e., the speed-of-light in
fiber [17], [20], [21];

• Layer-3 D-switches do not perform any distributed rout-
ing or scheduling algorithms. They are much simpler
than layer-3 IP routers, and they can be synthesized on a
single integrated circuit, i.e., a Field Programmable Gate
Array (FPGA), for a dramatic cost reduction [21];

• IoT energy-efficiency improves considerably [17], [21];
• The paradigm supports multiple SD-WANs, where
each SD-WAN supports: Deterministic communi-
cations, PQC, the ZTA/ACS, and a guaranteed
IDS. The use of SD-WANs can save network
operators $10s of Billions annually in reduced
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operational costs, by exploiting a more secure, efficient
and easily-controllable software-defined networking
infrastructure [8];*

• The paradigm provides hardware support in layers 3 and
4 for the US NIST Zero Trust Architecture, wherein an
Access Control System controls access to every critical
resource using one (or more) rule-based policy-engines.
The use of the SDN control-plane, the ZTA/ACS, and
the guaranteed IDS can significantly reduce the num-
ber of cyberattacks from external cyberattackers, i.e.,
DDOS, Spoofing, Phishing, MITM, Ransomware and
RCE attacks;*

• The packets within a DVPN can be fully encrypted
from end-to-end using longer Quantum-Safe encryption
schemes, which are impervious to attacks by Quantum
Computers using existing quantum algorithms. This fea-
ture effectively eliminates the aforementioned types of
cyberattacks, as well as the Harvest Now, Decrypt Later
cyberattack;*

• In a DVPN, packet headers are not examined to make
layer-3 routing decisions. Packets can be fully encrypted
and cannot be manipulated by cyberattackers;*

• The probability an external cyberattacker can compro-
mise any DVPN can be made arbitrarily small, and
effectively zero, by using longer Quantum Safe encryp-
tion keys, which are impervious to attacks by Quantum
Computers using existing quantum algorithms;*

• The probability an internal cyberattacker in a compro-
mised DVPN can compromise any other remote DVPNs
can be made arbitrarily small and effectively zero (the
damage is contained);*

• The D-switches do not require Gigabytes of high-speed
memory for insecure layer-3 IP routing tables;*

• The D-switches do not require a processor or operating
system or the insecureBerkeley Sockets software, to sup-
port insecure layer-3 protocols such as: Internet Control
Message Protocol (ICMP), Border Gateway Protocol
(BGP), and Interior Gateway Protocol (IGP), which all
introduce complexity and security threats;*

• The relatively-simple D-switches are much easier to
secure compared to a layer-3 IP router.*

The routing and scheduling algorithms of the proposed
SDN control-plane have been implemented in software.
To test the system, a simplified hardware testbed network of
26 D-switches, arranged as a USA backbone network, has
been embedded into an Altera FPGA. The SDN control-plane
and hardware testbed work according to specifications [17],
[21], [22].
Relationship to Prior Work: Some aspects of the pro-

posed Deterministic IoT have been presented in prior IEEE
publications. The hardware testbed and the performance of
the Deterministic IoT, for other traffic scenarios, have been
presented in [17], [21], and [22]. The stronger cybersecu-
rity provided by the SDN control-plane for deterministic
networks operating with DVNs has been presented in [21]
and [22]. The multi-commodityMax-FlowMin-Cost routing

algorithm used in the SDN control-plane has been presented
in [62]. The low-jitter scheduling algorithms used in the SDN
control-plane to achieve ≈ 100% throughput with ultra-low
latencies have been presented in [20] and [60].

However, these papers did not present the unifying con-
cept of the ‘Cybersecurity via Determinism’ paradigm. These
previous papers did not explore SD-WANs which operate
at the intersection of 5 distinct research topics, including:
(i) Deterministic Communications (ii) PQC, (iii) the ZTA,
(iv) the ACS, and (v) the IDS. They did not describe
Quantum-Safe DVPNs, where entire packets are encrypted
from end-to-end using Quantum-Safe encryption schemes,
which are impervious to attacks by Quantum Computers
using existing quantum algorithms. This paper also presents
extensions of the Quantum-Safe AES and RIJNDAEL sym-
metric encryption algorithms to support encryption keys with
1,000s of bits.

This paper is organized as follows: Section II briefly
reviews several topics, including the BE-IoT, the Determin-
istic IoT, PQC, the ZTA, the ACS, the IDS, VPNs, and the
IETF Deterministic Networking project. Section III presents
the key features of the Deterministic IoT. It also presents
extensions of the AES and RIJNDAEL algorithms to sup-
port long keys. Section IV presents the SDN control-plane.
Section V presents a security analysis. Section VI presents
experimental results. Section VII discusses extensions and
implications of the paradigm. Section VIII concludes the
paper. Section IX contains the appendices. Appendix A con-
tains a list of common acronyms. Appendix B describes a
BE IP router. Appendix C describes common cyberattacks
in the BE-IoT. Appendix D describes the most important
cyberattacks in the IETF deterministic network.

II. REVIEW
A. SECURITY IN THE BE-IoT
1) LACK OF CENTRALIZED CONTROL
One of the original design goals of the Internet, attributed
to P. Baran of the RAND Corporation, was the ability to
withstand a nuclear attack which could disrupt a significant
fraction of the network. A key feature was the lack of a
centralized controller which could be compromised in an
attack. This key feature of decentralized control is dominant
today, several decades later.

2) LAYER 3 INTERNET PROTOCOL (IP) IS INSECURE
Much of the BE-IoT was designed based upon a Trust model.
The basic IPv4 and IPv6 packet formats do not have any
means to authenticate the source or the destination of an IP
packet, i.e., to confirm that they are who they claim to be.
They also do not have any means to ensure the integrity of
the packet contents, i.e., to ensure that the packet contents
have not been altered. A cyberattacker can easily masquerade
as a trusted peer. It can create malicious IP packets with
fraudulent source or destination IP addresses, or fraudulent
packet contents, and insert these into the IP network.
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3) LAYER 4 TRANSPORT LEVEL SECURITY (TLS)
TheBerkeley Sockets software uses the IP packet formats, and
it also does not have any means for authenticating the packet
headers, or verifying the integrity of the packet contents, and
thus it is inherently insecure. Netscape developed a secure
version of the socket software in the 1990s, called the Secure
Socket Layer (SSL). In 1999, the IETF proposed an update
to SSL, and it re-named it as the Transport Layer Security
(TLS) protocol, to signify the change in ownership [23]. The
IETF TLS provides the means to authenticate the sender and
receiver of a TLSmessage, and it provides themeans to verify
the integrity of the TLS message contents. TLS exploits the
concept of the Public Key Infrastructure (PKI). TLS will only
open a secure connection from a user to a website with a
valid SSL or TLS Certificate. The certificate indicates that
the website has been vetted by a Certificate Authority (CA)
within the PKI model, where the CA has the sole authority
to issue SSL or TLS certificates. These certificates have a
digital signature (i.e., the output of a hash function which
uses a key), to ensure that they have not been tampered
with. The SSL or TLS certificate contains the public key
of the web-site, which can then be used to establish secure
symmetric encryption keys between the user and the website,
for secure communications with improved energy efficiency
and performance.

4) LAYER 3 BGP ROUTING IS INSECURE
Unfortunately, TLS operates at layer 4 of the OSI (Open
Systems Interconnection) model, the layer above Internet
Protocol (IP) layer 3. Thus, all IP communications in layer 3
still operate on the trust model and are inherently insecure.
Even the routing of IP packets in layer 3 is based on the
insecure trust model [27]–[29]. The Border Gateway Pro-
tocol (BGP) implements the layer 3 distributed IP routing
protocol. Each BGP router maintains a routing table, and the
destination IP address in an incoming IP packet is used to
select an outgoing link in each BGP router. Each autonomous
system in the IoT is associated with a range of IP addresses
called a ‘routing prefix’. Each BGP router has a routing table,
to associate a preferred outgoing IoT link with each routing
prefix. The routing tables in each BGP router are updated
dynamically, where each BGP router receives Update mes-
sages periodically from its peers, with updates to the BGP
routing tables. TheseUpdatemessages use the basic insecure
IP packet format. Hence, a cyberattacker can easily send a
fraudulent Update message to a BGP router, to direct the
traffic to an alternate destination that it controls, where the
packet can be copied or modified, for example as part of a
Harvest Now, Decrypt Later cyberattack. The US NIST has
proposed the use of Access Control Lists (ACLs) to improve
the security of the BGP protocol in layer 3 [27], [28]. The
IETF has proposed a secure version of the BGP routing
protocol called BGPsec in 2017 [29]. Unfortunately, BGPsec
only works well if a significant number of BE IP routers use
it, and no statistics have been reported on howwidelyBGPsec
has been deployed.

5) CISCO ANNUAL INTERNET REPORT (2018–2023)
According to the ‘Cisco Annual Internet Report
(2018-2023)’, the BE-IoT is expected to interconnect about
29.3 Billion devices by 2023 [8]. The number of best-effort
traffic flows supported by the IoT can be estimated at about
30 billion (assuming each device maintains one traffic flow),
and about 50% of the traffic flows represent M2M (Machine-
to-Machine) traffic. These devices are expected to generate
vast amounts of data. According to Cisco, the BE-IoT is
expected to carry about 9.1 Exabytes of traffic per day in 2021
(1 Exabyte = 1 billion Gigabytes), and 82% of this figure
will be IP video traffic [26]. Achieving cybersecurity in the
BE-IoT, with no centralized controller, with an insecure
layer 3, with no Access Control Systems, and no global
knowledge of which traffic flows exist at any one time, is an
outstanding challenge, i.e., see [30]–[34].

6) MACHINE LEARNING, DEEP LEARNING AND ARTIFICIAL
INTELLIGENCE
The use of machine learning and deep learning technolo-
gies, to process network traffic and statistics in an attempt
to discover cyberattacks, has attracted significant attention:
[35]–[38]. IBM has expanded upon this approach to include
Artificial Intelligence for Cybersecurity [39]. While these
approaches are promising, they must process vast amounts
of network traffic, i.e., collectively potentially exabytes of
traffic per day. They thus consume significant resources,
i.e., large amounts of computational power, time, energy and
capital costs.

7) TRANSFORMING THE INFRASTRUCTURE
According to Cisco, the growth of IoT costs is prohibitive [8].
Up to 95% of network configuration changes (configuring
routers, firewalls, etc) are performed manually, such that
operational costs are 2 to 3 times higher than network capital
costs. Thus, operational costs of the BE-IoT can be measured
in the $100s of Billions per year (see section VII). According
to Cisco, a need to ‘Transform the Infrastructure’ exists, using
innovations such as SDN controllers and SD-WANs, which
allow for unified domain controls and policies [8].

The proposed Cybersecurity via Determinism paradigm
exploits the existence of a logically centralized SDN control-
plane, which manages many deterministic SD-WANs. The
control-plane supports the intersection of 5 distinct research
topics, i.e.,Deterministic Communications, PQC, ZTA, ACS,
and IDS, to significantly improve cybersecurity.

B. THE DETERMINISTIC IoT
1) THE IETF IntServ AND DiffServ MODELS
The IETF has proposed the Integrated Services (IntServ)
model to support deterministic communications in [40]. The
IntServ model supports two classes of traffic, (i) best-effort
traffic flows, and (ii) deterministic traffic flows which receive
strict QoS guarantees. The use of IntServ in the Internet was
proposed in the late 1990s, in 5 IETF RFCs:
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• Integrated Services in the Internet Architecture [40],
• The use of RSVP with IETF Integrated Services [41],
• Specification of Guaranteed Quality of Service [42],
• General Characterization Parameters for Integrated
Service Network Elements [43],

• Network Element Service Specification Template [44].
In the IntServ model, a deterministic traffic flow will

reserve bandwidth in each link along and end-to-end path
through the Internet, from the source to the destination.
A resource-reservation protocol, such as the IETF RSVP
protocol, is used to reserve bandwidth on each link along
the end-to-end path. These RFCs did not address the issue of
distributed versus centralized network control, or the routing
and scheduling problems inherent with providing determin-
istic QoS guarantees. This early work formalized the concept
of Integrated Services for the IoT network, which supports
both best-effort and deterministic traffic flows, but it did not
lead to any IETF standards.

The IETF has proposed the Differentiated Services
(DiffServ) model to support prioritized best-effort traffic
classes in the BE-IoT [45]. The DiffServ model supports
3 classes of prioritized traffic flows, called the Assured
Forwarding (AF), the Expedited Forwarding (EF), and the
Default Forwarding (DF) classes. The AF class provides the
highest priority service, for the most demanding/important
BE-traffic. The EF class provides medium-priority service,
for low-latency, low-loss BE traffic. The DF class provides
the lowest priority service, for regular BE traffic. Unfortu-
nately, DiffServ cannot provide any deterministic QoS guar-
antees, as the BE-IoT is vulnerable to numerous cyberattacks,
such as DDOS attacks, and it cannot provide guaranteed
service. Nevertheless, the DiffServ model can be used in
the proposed Deterministic IoT to support prioritized traffic
classes, which can receive deterministic service and thereby
provide deterministic guarantees. Furthermore, in the pro-
posed Deterministic IoT one or more new traffic classes can
be added for deterministic traffic, which provide increas-
ingly strict QoS guarantees [20]. In the DiffServ model,
the queueing and scheduling are simplified relative to the
IntServ model, as each output link in a router can contain
one class-queue for each traffic class. Each class-queue can
buffer packets for 1000s of traffic flows that belong to that
given traffic class, and these packets can receive simple ‘First
Come First Served’ (FCFS) service.

2) QoS GUARANTEES
The problem of achieving reasonable throughput and QoS
guarantees in the Internet is a well-known problem [46]–[51].

Many BE IP routers use switches that employ Input-
Queueing (IQ), or Combined Input and Output Queueing
(CIOQ). The problem of designing packet buffers for IP
routers is discussed in [52] and [53]. The problem of schedul-
ing packets from multiple best-effort traffic flows through
an IQ or CIOQ switch, to achieve reasonably fair service,
is a well-known problem [54], [55]. The scheduling problem
can be formulated as a matching problem on a bipartite

graph. Reference [54] has shown that a Maximum Weighted
Matching (MWM) algorithm can achieve 100% throughput in
an IQ switch, but the time complexity renders the algorithm
too complex in practice.

Traditional BE IP routers typically use the iSLIP schedul-
ing algorithm, since it is fast and yields good performance.
Under a random and uniform traffic model, the iSLIP algo-
rithm can achieve a maximum throughput of 100% [55].
However, the delays can be large at high loads. In practice the
BE IP routers (and the BE-IoT) are often over-provisioned,
i.e., the links are designed to operate at peak loads well below
100%. Google has shown that links in the BE-IoT typically
operate at loads between 20% and 30% [24], [25]. A BE-IoT
link with a peak capacity of 200 Gigabit-per-second (Gbps),
which operates at 25% load, will carry about 50 Gbps of
traffic. In this case, about 75% of the link capacity is left
unused, and about 75% of the capital cost of the BE-IoT link
is wasted.

3) DETERMINISTIC TRAFFIC
The problem of scheduling packets from multiple determin-
istic traffic flows through an IQ or CIOQ switch, to achieve
strict QoS guarantees, is another well-known problem which
is summarized in [49] and [56]–[59]. It has been shown that
IQ and CIOQ switches can achieve up to 100% throughput,
when carrying deterministic traffic flows along with strict
QoS guarantees, however the scheduling algorithms are often
NP-complete.

The theory for aDeterministic IoT networkwhich supports
the IETF IntServ andDiffServmodels for deterministic traffic
was presented in [17], [20]–[22], and [60]–[64]. The pro-
posed Industrial and Tactile Deterministic IoT network sup-
ports both best-effort traffic flows, and deterministic traffic
flows with strict QoS guarantees for mission-critical traffic
such as telerobotic surgery [21], [61]. These papers presented
the concept of a logically centralized controller, along with
routing and scheduling algorithms to achieve 100% through-
put in a network of IQ or CIOQ switches, with near-minimal
end-to-end delay and jitter, for all deterministic traffic flows
simultaneously. The use of a centralized SDN control-plane
to improve cybersecurity in theDeterministic IoT supporting
IntServ and DiffServ, before the days of Post-Quantum Cryp-
tography, was explored in [21] and [22].

Huawei has recently described a large-scale deterministic
IP network in company documents, videos, and research
papers [65], [66].

4) THE IETF DETERMINISTIC NETWORKING (DetNet)
PROJECT
In late 2014, the IETF created a Deterministic Networking
(DetNet) working group, and it embarked on a renewed
effort to support deterministic traffic flows in layer-2
bridged networks and layer-3 Wide Area Networks (WANs),
with bounds on latency, packet loss, jitter and reliabil-
ity. This IETF DetNet effort is summarized ahead in
section II.H.
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C. QUANTUM COMPUTING AND QUANTUM SAFETY
1) QUANTUM SUPREMACY
In 2019, Google claimed that its 54-qubit Sycamore Quantum
Computer reached Quantum Supremacy, i.e., it performed
computations which take 10,000 years on a classical super-
computer, in about 200 seconds [67]. IBM, which had its
own Quantum Computer with 53 qubits at that time, chal-
lenged this claim, stating that the computations on a classical
supercomputer would only take 2.5 days. IBM has developed
a Quantum Computer with 127 qubits in 2021. IBM aims
to develop a Quantum Computer with over 1,000 qubits by
2023. Both IBM and Google aim to develop a Quantum
Computer with 1 million qubits in 2030. Such a machine
would exploit quantum error-correcting codes, to allow many
qubits to remain coherent, and is expected to cost Billions of
dollars.

2) PUBLIC KEY CRYPTOGRAPHY (PKC)
Currently, Public-key Cryptography (PKC) is used to secure
much of the communications of the IoT [68]. Accord-
ing to the ETSI (European Telecommunications Stan-
dardization Institute) [69], PKC relies upon 2 classes of
computationally-difficult problems which classical comput-
ers cannot solve:

• The Integer Factorization problem, which is used in the
RSA (Rivest Shamir Adleman) cryptosystem [70];

• The Discrete Logarithm problem, which is used in ECC
(Elliptic Curve Cryptography) [71].

According to the US NSA (National Security Agency),
the termsQuantum-Resistant,Quantum-Safe, andPost Quan-
tum Cryptography are all terms used to describe algo-
rithms that are ‘widely recognized by experts to be resistant
to cryptanalytic attacks from both classical and Quantum
Computers’ [72].

3) SHOR’S ALGORITHM
Two quantum algorithms relevant to cybersecurity are Shor’s
algorithm and Grover’s algorithm [68]. Shor’s Algorithm
can factor very large numbers with exponential speedup [73].
It can be used to crack traditional Public Key encryption
algorithms such as RSA. Researchers estimate that to crack
RSAwith a 2,048 bit key would require aQuantumComputer
with 20 million qubits, and would take 8 hours [74]. Such a
computer might be feasible in 1 or 2 decades. Recent research
has shown that the same RSA key can be cracked in 177 days
using 13,436 qubits and a multimode memory [75]. Public
key encryption schemes such as RSA are very widely used,
and hence there is a strong need for Quantum Resistant or
Quantum Safe public key encryption schemes.

References [76], [77] have compared the time-complexity
of cracking RSA encryption using Shor’s algorithm on two
competing Quantum Computing platforms, the (i) trapped-
ion and (ii) superconducting platforms, when using finite
resources. It was shown that given sufficiently long RSA
keys (i.e., 8.51 KB and 85.1 KB for the trapped-ion and

superconducting platforms respectively), Shor’s algorithm
can still take over 100 years to crack RSA. Thus, the security
of RSA encryption with very long keys can still be guar-
anteed, when considering the time-complexity of Quantum
Computing platforms using finite resources. The US NSA
must ensure that classified information of the US government
must remain secure for several decades, and it currently rec-
ommends the use of RSA keys with at least 3,072 bits [72].

4) GROVER’S ALGORITHM
Grover’s Algorithm performs an unstructured database
search, and can be used to crack symmetric encryption
schemes such as AES [78], [79]. It can effectively evalu-
ate O(L) cypher keys, and recover the plaintext with high
probability, with a quadratic speedup (in O(

√
L) quantum

queries). It has been proven that unstructured searches cannot
reach exponential speedup [68], and that Grover’s Algorithm
is asymptotically optimal [80], [81]. Grover’s original algo-
rithm finds the desired item in a database with high proba-
bility. It can be modified to yield an exact quantum search
algorithm, to find the desired item with probability 1, while
maintaining O(

√
L) quantum queries [82]. The optimality of

this exact quantum search is established in [83].
Grover’s algorithm can crack private key encryption

algorithms such as AES (with small keys), but the speedup
is much lower than exponential. Hence, the AES pri-
vate key encryption scheme is considered to be Quantum
Safe, when the keys are sufficiently large. AES with key
lengths ≥ 256 bits are considered to be uncrackable with
current technology. Recent research has shown that a Quan-
tum Computer with 7,000 qubits could crack AES-256 for
7 rounds of computation [84], [85]. Such a computer may be
feasible within a decade. However, AES-256 uses 14 rounds
of computation, and hence there is a large ‘Security Mar-
gin’, equivalent to 7 rounds of computation, before AES-256
can be cracked. However, a new quantum search algorithm
that exploits structure might be developed in the future,
which could potentially improve upon Grover’s Algorithm,
and potentially render AES-256 crackable. Hence, there is
a strong need for private key encryption schemes with very
large security margins.

5) POST-QUANTUM CRYPTOGRAPHY (PQC)
The US NIST has initiated a project on Post Quantum Cryp-
tography (PQC) in 2016 [86]. The US NIST initiated a Post
Quantum Cryptography Standardization Process in 2017,
with a goal to standardize one or more additional public-key
encryption and key-establishment algorithms, and digital sig-
nature algorithms [87].

Proposals for the new PQC Standardization Process were
due in Nov. 2017. In Dec. 2017, NIST approved 69 candidate
algorithms for the first round competition. A status report on
the first round of proposals was completed in Jan. 2019 [87],
and 26 candidate algorithms proceeded to the second round
competition, including 17 algorithms for public-key encryp-
tion and key-establishment, and 9 algorithms for digital
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signatures. A status report on the 2nd round of proposals
was completed in July 2020 [88]. The third and final round
has 7 proposals under consideration for standardization, 4 for
public-key encryption and key-establishment, and 3 for digi-
tal signatures. The third round also has 8 Alternate Candidate
proposals under consideration, although they will not be con-
sidered for standardization in the 2022-2024 timeframe. The
third round candidates are summarized by NIST in [88], and
by the ETSI in [89]. The final NIST approved algorithm(s) for
standardization will be released in the 2022-2024 timeframe.

6) SECRET PRE-SHARED KEYS
The IETF Internet Key Exchange version 2 (IKEv2) protocol
currently uses Public Key Cryptography to negotiate secret
keys used to secure the communications between 2 enti-
ties, and IKEv2 will be vulnerable to attack by Quantum
Computers. The IETF anticipates that IKE will be extended
to support Quantum Safe key exchange algorithms, once
the NIST Standardization Process completes [90]. Until that
time, quantum-safe communications between entities can be
achieved using Pre-Shared Keys [69], [90]. In the proposed
paradigm, secret Pre-Shared Keys can also be used to protect
the communications between the secured components.

D. THE ZERO TRUST ARCHITECTURE (ZTA)
In April 2021, the Ransomware Task Force, a group of
industry experts, submitted a report entitledCombatting Ran-
somware - A Comprehensive Framework for Action, to the US
government [96]. In May 2021, the US president issued an
Executive Order entitled Improving the Nation’s Cybersecu-
rity [97], which requires that the US advance towards a ‘Zero
Trust Architecture’, as described by the US NIST [18].

In the traditional Perimeter-Based security model used in
the BE-IoT over the last few decades, an enterprise typically
has a trusted-zone (i.e., a corporate LAN and its resources),
with a well-defined security perimeter. A user is first authen-
ticated at the perimeter, using an Access Control System
(described ahead), and is then admitted into the trusted-zone,
where that user can typically access resources unimpeded.
This model allows for considerable lateral movement and
internal cyberattackswithin the trusted-zone [18]. The grow-
ing use of a remote workforce, cloud computing and the IoT
has lowered the relevance of this model.
Zero Trust (ZT) is a set of cybersecurity principles that

de-emphasize the defense of security perimeters. ZT empha-
sizes protecting resources, rather than network segments.
ZT assumes that all communications are monitored, and
could be compromised by cyberattackers. ZT will use micro-
segmentation to partition the enterprise resources into very
small ‘micro-perimeters’, each as small as possible, and each
associated with one service or resource or type of data. It will
act as a border control for access to each enterprise resource,
and it will evaluate trust on a per-session basis. The NIST
ZTA will effectively maintain an Access Control System in
the SDN control-plane, to control the access to every critical
resource. Users, applications, computers and devices will be

authenticated often, using the Access Control System. Even
access to printers, or the BE-IoT network, or a Wifi network,
are resources that require approval.

A typical ZT implementation for an enterprise using the
BE-IoT was described in [19]. The ZTA may use an overlay
network in OSI layer-7 (the application layer), with an SDN
control-plane. The Access Control System has a rule-based
Policy Engine (PE), to control access to enterprise resources.
The ZTA includes Policy Enforcement Points (PEPs), i.e.,
secured components which enforce the policies. The ZTAwill
use commercially-available ‘Next Generation Firewalls’ to
protect each resource (or small group of resources). It will
continually: (a) perform authentication of users, applica-
tions, computers and devices, and perform authorization
checks for access to resources; (b) monitor and measure the
security-posture of all the resources, and upgrade resources
if necessary; (c) monitor network infrastructure and traffic,
to improve the security-posture of resources; (d) process
network data, and use insights to improve policy creation and
enforcement. According to NIST, most enterprises will use
a combination of Perimeter-Based and Zero Trust security,
in the future.

The proposed Cybersecurity via Determinism paradigm
also provides hardware support in layers 3 and 4 for both
Perimeter-Based and Zero-Trust security principles, in addi-
tion to providing deterministic communications to the next
generation IoT. The proposed paradigm introduces an SDN
control-plane with Access Control Systems into OSI layer 3,
to rigorously control access to the new deterministic for-
warding sub-layer 3a. The proposed paradigm significantly
reduces the attack surface available to cyberattackers in
layer 3, when using the IETF DetNet security model [121]
(see Appendix D). The proposed paradigm allows for the
creation of millions of isolated DVPNs in layers 3 and 4.
An enterprise may create 1,000s of DVPNs, where each
DVPN protects an enterprise resource (or a small group of
related resources). Each DVPN uses Quantum Safe encryp-
tion to secure the communications from end-to-end. The
proposed paradigm supports Isolation Control, which makes
it extremely difficult for: (a) an external cyberattacker to
compromise any remote DVPN; and (b) an internal cyber-
attacker in a compromised DVPN to compromise any other
remote DVPNs. The proposed paradigm also supports a guar-
anteed IDS, where it continually monitors traffic in sub-layer
3a, and detects virtually all unauthorized communications
in real-time. Finally, the proposed paradigm can save $10s
of Billions annually, in reduced capital and energy costs,
by exploiting a much more efficient and cost-effective for-
warding sub-layer 3a which can operate at effectively 100%
utilization [17].

E. ACCESS CONTROL SYSTEMS (ACS)
The BE-IoT has a serious vulnerability to cyberattacks in
layer 3: the inability to easily control which of the billions of
computers in the BE-IoT can access critical resources. The
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US NIST has recommended the creation of Access Control
Systems to improve cybersecurity of the BE-IoT [92], [94].
There are several types of Access Control Systems, includ-

ing Role-Based Access Control (RBAC) systems [92], [93],
and Attribute Based Access Control (ABAC) systems [94],
[95]. In an ABAC system, there are subjects with attributes,
objects with attributes, and rules relating the two. The ABAC
controls the access of subjects to objects, by evaluating rules
that examine the attributes of both the subject and object.
ABAC allows for the evaluation of an arbitrarily large number
of discrete logical inputs, when an access decision is made.

The simplest ACS, used in many older commercial prod-
ucts which support VPNs, requires each user to enter two
attributes; (i) a user-ID (typically an email address), and (ii) a
secret password. In the perimeter-based security model, the
user then typically gains access to an enterprise LAN (Local
Area Network), and many resources on that network. In this
case, the deployment of Quantum Safe VPNs will add little
security, if a malicious user can access a secured system
simply by entering a stolen/compromised password.

1) MULTI-FACTOR AUTHENTICATION
To strengthen the model, the concept ofMulti-Factor Authen-
tication (MFA) has been proposed. In this model, a user
requires additional attributes to gain access: (i) potentially a
one-time security code, sent by text-message to the user’s cell
phone, (ii) a positive match for biometric data, i.e., a finger-
print, a face or a voice recognition system. The use of MFA
will significantly lower the risk of internal cyberattackers
(i.e., attackers who have access to a compromised password),
as access to a critical system will now require a user to pass
additional attribute checks.

One of the challenges of implementing an Access Control
System for the BE-IoT is the lack of a logically centralized
infrastructure to support the system. For example, there are
expected to be about 30 billion devices connected to the
BE-IoT by 2023, and there is no centralized infrastructure
which tracks these devices, or the billions of traffic flows
that they create. There is no centralized infrastructure to store
and organize the millions of rules that will be needed. There
is no distributed infrastructure to enforce the Access Control
decisions.

In the proposed Cybersecurity via Determinism paradigm,
a logically centralized SDN control-plane manages multiple
SD-WANs. The centralized SDN control-plane can support
a hierarchy of Access Control Systems. It can act as a repos-
itory for the millions of rules and attributes used in a large
enterprise, and it can organize these rules hierarchically.

F. INTRUSION DETECTION SYSTEMS (IDS)
According to the US NIST, an Intrusion Detection System
(IDS) will monitor the events that occur on a computer
network or system, looking for signs of malware, i.e., vio-
lations of the policies of the Access Control System. An
Intrusion Prevention System (IPS) will perform Intrusion
Detection, and will attempt to stop any detected intrusions,

i.e., by disabling the transport of certain traffic flows. The
study of Intrusion Detection and Prevention Systems (IDPS)
has a long history [102]–[107]. The US NIST has published
recommendations for an IDPS in [112] and [113].

An IDS is typically placed at a strategic point, to observe
the traffic within a network domain. An IDS will typically
record relevant information, it will notify network admin-
istrators to take corrective action (i.e., by reconfiguring a
firewall), and it will produce reports. According to the US
NIST, an IDS will typically use 4 technologies [112], [113].
(i) In the Network-Based technology, the system will monitor
network traffic, devices and protocol activity, to detect sus-
picious activities. (ii) In the Wireless technology, the system
will monitor wireless network traffic and wireless protocol
activity, to detect suspicious activities. (iii) In the Network
Behaviour Analysis) (NBA) technology, the system will mon-
itor traffic to identify threats that generate unusual traffic
patterns overmuch of the network, such asDDOS attacks. (iv)
In the Host-Based technology, the system will monitor the
events occurring in relation to a single host, i.e., an IDS may
compare the state of important system files on a single host,
over time. If any system files are changed, then an intrusion
may have occurred.

In an attempt to improve detection rates, the latest IDS or
IDPS will typically employ Deep Packet Inspection (DPI),
to detect signatures of intrusions or malware. A signature
is a specific pattern, i.e., it may be a byte sequence in the
network traffic, or known sequence of malicious instructions
used by malware. An IDS has a database of known signatures
of cyberattacks, and it filters packets against the known sig-
natures, to detect intrusions.

An IDS or IDPS can be characterized by the Detection
Rate, False Positive Rate, False Negative Rate, and Preven-
tion Rate. Unfortunately, these systems are prone to report
False Positives, where legitimate traffic is reported as mal-
ware. These systems are only as accurate as the models they
use to detect malware, and cyberattackers use many tech-
niques to avoid detection. An IDS or IPS may also employ
machine learning and deep learning technologies, to process
large amounts of network traffic and history [108]–[111].
While these approaches are promising, they must process
vast amounts of traffic, potentially exabytes of traffic per day
collectively. They thus consume significant resources, i.e.,
large amounts of computational power, time for computa-
tions, energy and capital costs.

1) NEXT-GENERATION FIREWALLS
A traditional (first-generation) Firewall is a device, which
uses a static set of rules to process traffic flows in real-time.
A static rule may comprise an IP address and a socket port
number, used in an IP packet header, that identify a potential
cyberattacker. The Next-Generation Firewalls support much
more analysis, such as Deep Packet Inspection (DPI).

There are distinctions between a modern IDS, IPS and
Next-Generation Firewall, as summarized by Huawei (please
see web-article Comparison and Differences between PDS
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vs IPS vs Firewall vs WAF, Aug. 11, 2021). The firewall
is typically placed at the ‘front side’ of a network domain.
It processes packets that arrive from BE-IoT in real-time,
and it attempts to pro-actively block malicious packets from
entering the network domain. An IDS is a passive device, that
is usually placed after the firewall and within the network
domain, to observe packets that have been admitted by the
firewall. It alerts a network administrator to take action, when
it detects a potential intrusion. (In some cases, an IDS may
interact with a firewall to cause it to take action). An IDPS
is a pro-active system; it will alert a network administra-
tor when a potential intrusion is detected, and it will take
action to prevent the intrusion (i.e., by blocking the malicious
packets).

G. VIRTUAL PRIVATE NETWORKS (VPN)
1) BEST-EFFORT VPNs
The goal of a VPN is to provide secure communications
between a limited number of entities, over an inher-
ently insecure BE-IoT network. According to the ETSI,
there are 2 main types of VPNs, Site-to-Site and Remote
Access VPNs [69]. Site-to-Site VPNs will establish
partially-encrypted connections called tunnels between
2 local private networks. These tunnels are usually are semi-
permanent, i.e., they are established infrequently. (They are
called partially-encrypted, because the packets headers are
not encrypted.) Remote Access VPNs will establish a tunnel
between a host computer and a remote private network. These
tunnels are established frequently, and frequent authentica-
tion of a client (or device) is critical.

Existing VPNs that operate over the BE-IoT are hereafter
called BE-VPNs, to distinguish them from the Deterministic
VPNs (DVPNs) proposed in this paper. According to the
ETSI, BE-VPNs attempt to achieve security using several
protocols, operating at several layers in the OSI (Open Sys-
tems Interconnection) protocol stack [69]. The Data Link
layer (layer 2) usesMACsec (Media Access Control Security).
The Internet Protocol (IP) layer (layer 3) uses IPsec and
IKE (Internet Key Exchange). The Transport layer (layer 4)
uses TLS (Transport Layer Security). The Application layer
(layer 7) uses SecureShell (SSH). (There are other protocols
as well).

According to the ETSI, most of these BE-VPN protocols
operate in a 2-step manner [69]. In step 1, initially most
protocols accomplish entity authentication and key establish-
ment, using PKC, while some protocols use pre-shared keys.
Thereafter in step 2, all of these protocols accomplish data
authentication and data confidentiality using encryption with
symmetric (secret) keys, such as AES.

2) QUANTUM-SAFE BE-VPNs
The ETSI has outlined the requirements for Quantum Safe
BE-VPNs in [69]. The first step in the establishment of
BE-VPNs, which uses PKC for key exchange,must be revised
to use the forthcoming NIST PQC standard. For example,
software modules which previously performed PKC, must be
replaced with new software modules to perform PQC.

3) THE SOFTWARE DIRECT DROP-IN REQUIREMENT
According to the ETSI, ideally the new PQC key exchange
software can be organized as a software module with aDirect
Drop-in capability for each BE-VPN protocol [69]. The new
PQC software will likely use longer keys, and hence the
computations will take more time. Hence, the direct drop-in
software may affect the timing and memory requirements of
the updated BE-VPN protocols.

Open source versions of software to support BE-VPNs
are available, including:OpenVPN, OpenTLS, OpenSSH, and
OpenBSD. It is expected that all of these open-source soft-
ware systems will be upgraded to use Quantum Safe features
once the US NIST PQC standard is confirmed.

4) WireGuard QUANTUM-SAFE BE-VPNs
One of the difficulties of IPsec and OpenVPN is the com-
plexity of the software. It is estimated that these software
packages contain over 500,000 lines of code. WireGuard is
an alternative software package, which uses much less soft-
ware to create BE-VPNs in the BE-IoT. Wireguard has been
extended to use Quantum Safe key exchange. A recent study
has examined two metrics, the time required and the number
of BE-IP packets sent, for the protocol handshakes used in
the key negotiation and exchange phase in Wireguard [114].
Unfortunately, these Wireguard BE-VPNs still use the inse-
cure layer 3 IP, BGP and Berkeley Sockets protocols, and they
are thus subject to many types of cyberattacks, i.e., DDOS
attacks.

5) SOME EARLY TEST RESULTS
Several Quantum Safe BE-VPN software packages have
been tested by industry. Verizon has tested a Quantum-Safe
BE-VPN in August 2021. It uses a key exchange algo-
rithm selected from the round 2 finalists in the US NIST
PQC competition. Microsoft has also developed a Quan-
tum Safe BE-VPN, which also uses a quantum safe key
exchange algorithm selected from the finalists of the NIST
PQC competition. Its source code is posted on Github. The
company Agilsec has developed a Quantum Safe BE-VPN
hardware module, which also uses a Quantum Safe key
exchange algorithm selected from the finalists in the NIST
PQC competition.

Studies on Post-Quantum authentication in TLS 1.3 have
been recently completed [115], [116]. In reference [116], a
few PQC signature algorithms were integrated into TLS 1.3,
and TLS handshake latency and the effect on throughput were
evaluated. Hardware accelerators were used to accelerate
the PQC algorithms. BE-IoT networks with round-trip times
varying between about 10 and 225 millisec were evaluated.
On average, the TLS handshakes took about 110millisec. The
PQC signing times typically required < 15 millisec.

H. IETF ACTIVITIES IN DETERMINISTIC NETWORKS
1) DETERMINISM IN SMALL LAYER 2 NETWORKS
The IEEE 802.1 Time Sensitive Networking (TSN) stan-
dards [16] support the use of deterministic communications
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in small layer-2 networks such as Deterministic Ethernet,
for avionics and automotive applications. Multiple Ethernet
transceivers share access to an Ethernet broadcast cable,
through a repeating TDMA schedule. The repeating schedule
reserves course-grain ‘traffic-windows’ for several classes
of traffic, including deterministic and best-effort traffic.
To avoid collisions, all transceivers are tightly synchronized,
typically to within 1 µsec of accuracy, using the TSN time
synchronization technology. According to [16], this tight
clock synchronization requires significant network band-
width and it represents a significant load. Ethernet pack-
ets (frames) cannot be fragmented, and they are scheduled
for transmission in real-time as they arrive at a transceiver,
using a TSN 802.1Qbv Time-Aware Shaper. A large Guard
Interval precedes each deterministic traffic-window, during
which a new transmission of a lower priority frame cannot
be initiated, as it may not have sufficient time to complete.
These guard intervals represent idle periods, which reduce the
throughput of the Ethernet broadcast network to noticeably
less than 100%. (The ‘fine-grain’ scheduling of packets or
fragments of packets can restore throughput in layer-3 to ≈
100%, i.e., see [54].)

2) DETERMINISM IN LARGE LAYER-3 WANs
The IETF approved the Deterministic Networking (DetNet)
group to explore the addition of deterministic communica-
tions to a private layer-3Wide-Area Network (WAN) in 2015.
The goal is to create a Converged-WAN spanning large geo-
graphic distances, under the control of a single administra-
tive entity, which supports both Deterministic and Best-Effort
communications.

The IETF has published several documents, includ-
ing 4 RFCs:
• Deterministic Networking Problem Statement [118],
• Deterministic Networking Architecture [119],
• Deterministic Networking Use Cases [120],
• Deterministic Networking Security
Considerations [121].

The IETF presents an ‘Abstract Model’ of high-level
requirements. The IETF does not specify detailed design
implementations. The IETF expects that equipment ven-
dors will implement their own proprietary solutions, to its
high-level requirements. For example, the IETF does not
mandate; any routing algorithms, any fine-grain scheduling
algorithms, any deterministic switch architecture, any router
architecture, or the use of any pre-computed deterministic
schedules of any kind.

However, the IETF mandates that all layer-3 IP routers
in the Converged-WAN are tightly synchronized, typically to
within ≤ 1 µsec of accuracy, using the IEEE 802.1 TSN
technology. The tight synchronization adds a significant load
to the control traffic, and it is a potential security problem
for a WAN which spans distances of 1000s of kilometers,
as shown in Fig. 2b. In contrast, in the proposed Determin-
istic IoT, the D-switches do not require tight synchronization
(see section III).

The IETF has proposed several ‘Use-Cases’ for deter-
ministic networks [120], including (1) Professional Audio
over the Internet, (2) Deterministic Radio Access Networks
(D-RANs), (3) Deterministic Mobile Networks, and (4)
Deterministic control for utilities such as the Smart Power
Grid [122].

As shown in Fig. 1a, the existing power grid distributes
vast amounts of power over a network of high-voltage trans-
mission lines. According to the IETF, the ability to increase
transmission line utilizations in the power grid by 10% can
lead to potential capital cost savings of several Billions of
dollars [122]. The future Smart Power Grid will require
a very fast control system with end-to-end delays ≤ 5-10
milliseconds and with jitters≤ 250µsec [122]. The proposed
Deterministic IoT spanning the continental USA shown in
Fig. 2b can meet a 10 millisecond delay constraint over
distances of about 2,000 kilometers, with a jitter is less than
16 µsec (see section VI).

3) DETERMINISTIC NETWORKING SECURITY
CONSIDERATIONS
The IETF DetNet describes the most important security
threats for its Converged-WAN in [121]. In this subsection,
we outline some key similarities and differences between
the IETF Converged-WAN and the proposed Deterministic
IoT. Please see Appendix A for a summary of important
acronyms used in this paper. Please see Appendix B for the
design of a typical BE IP router. An IETF Converged IP
router requires this functionality, plus the ability to handle
deterministic traffic. Please see Appendix C for a summary
of common cyberattacks in the BE-IoT. Please see Appendix
D for a summary of the important security threats in the IETF
Converged-WAN.

a: IETF CONVERGED-WAN NETWORK
The IETF Detnet proposes a private layer-3 Converged-WAN,
under the control of a single administrative entity, which
supports both Deterministic and Best-Effort traffic. IETF
does not address adding deterministic communications in the
general IoT, which consists of a large number of autonomous
domains [119]. Existing BE IP routers in its layer-3 WAN
will have to be replaced with new Converged IP routers,
an expensive proposition. In contrast, the proposed Deter-
ministic IoT adds deterministic communications and strong
cybersecurity to the general IoT. It introduces a new sub-
layer 3a, comprising many deterministic SD-WANs, each
consisting of many simple and secure low-cost D-switches,
which provide deterministic services to layer-3.

b: IETF TRUSTED COMPONENTS
The IETF DetNet identifies ‘trusted components’
(i.e., IP routers and control-plane), and it assumes that
these function correctly and are trustworthy, when analysing
cyberattacks (unless otherwise stated). It leaves the detailed
design of the trusted components to the equipment ven-
dors. The IETF acknowledges that ‘perfect security’ and
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trustworthiness may be technologically or financially unfea-
sible, and that vendors may have tomake design tradeoffs that
affect security. In view of the US NIST Zero Trust Architec-
ture described ahead, we use the term ‘secured components’
to refer to the IETF ‘trusted components’. We also assume
that the secured components in the proposed Deterministic
IoT (i.e., D-switches and the SDN control-plane) function
correctly and are trustworthy, when analysing cyberattacks
(unless otherwise stated). Please see section III for design
discussions.

c: INTERNAL VS. EXTERNAL CYBERATTACKS
The IETF DetNet distinguishes between ‘Internal’ and
‘External’ cyberattacks. An internal cyberattacker already
has access to a secured computer in the system, perhaps by
human error, or it may have access to a secret password
or encryption key. An external cyberattacker does not have
access to a secured computer, password or encryption key.
In this paper, we address both types of cyberattacks.

d: PRECOMPUTED DETERMINISTIC PERIODIC SCHEDULES
As stated earlier, the IETF DetNet does not mandate the
use of any pre-computed deterministic schedules. The IETF
DetNet exploits the IEEE TSN standards, and it acknowl-
edges that tightly-synchronized ‘repeating schedules’ may
be useful [119]. A vendor’s implementation of the Det-
Net Converged-WAN could mimic the implementation of
Deterministic Ethernet. It could use: (a) tightly-synchronized
repeating Time Division Multiplexing (TDM) schedules with
fairly large course-grain ‘traffic-windows’ for Deterministic
and BE traffic on each link; (b) a IEEE TSN 802.1Qbv
Time-Aware Shaper (TAS) to schedule packets into the
traffic-windows in real-time; (c) large Guard Intervals pre-
ceding each deterministic traffic-window, to prevent low-
priority traffic from interfering with deterministic traffic,
which lowers the link utilization.

In contrast, in the proposed Deterministic IoT, an SDN
control-plane will pre-compute ‘deterministic periodic
schedules’ (D-schedules) for the D-switches in sub-layer
3a, for each domain. The D-schedules reserve time-slots
for packet transmissions on a ‘fine-grain’ basis, where
each packet has a guaranteed reservation. (In general, the
fine-grain scheduling of packets through a switch to achieve
maximum throughput and low-jitter is a well-known NP-hard
problem. Hence, fine-grain scheduling of packets is often not
addressed in standards.) Our D-schedules can reduce buffer
sizes by a factor of 1,000+ times, they achieve bounded delay
and jitter guarantees, and they can achieve very high link
utilizations in sub-layer 3a (≤ 100%), with ultra-low end-
to-end latencies [20], [60].

e: FLOW ISOLATION
The IETF DetNet states that ideally all DetNet-flows will
be isolated from one another, and from BE-flows. How-
ever, it leaves the detailed design to equipment vendors.
It acknowledges that it may be technologically difficult

or financially infeasible to isolate DetNet-flows from one
another, or from BE-flows, in all cases. Hence, a DetNet-
flow might not receive true deterministic service. In contrast,
the D-flows in the proposed Deterministic IoT are strictly
isolated, by the use of pre-computed D-schedules, and they
receive true deterministic service.

f: IPsec SECURITY WEAKNESS
The IETF DetNet uses IPsec for security in layer 3 and 4.
However, IPsec has several significant problems (as stated in
section 1). Specifically;

• (i) IPsec packet headers are not encrypted. The IPsec
packet payload can be encrypted, but the packet headers
are read at intermediate IP routers, to identify DetNet
flows and to make layer-3 routing decisions. Cyberat-
tackers can thus manipulate IPsec packet headers;

• (ii) Secured computers within a BE-VPN are subject to
cyberattacks from other computers around the world;
They are not isolated ;

• (iii) Compromised computers within a BE-VPN are free
to initiate cyberattacks against other computers around
the world. They are not isolated, and the threat is not
contained ;

• (iv) IPsec runs on the BE-IoT, and will suffer from
congestion, interference and DDOS attacks.

In contrast, in DVPNs; (i) packets are entirely encrypted
from end-to-end; (ii) D-switches do not read packet headers;
(iii) all cyberattacks which manipulate IPsec packet headers
are eliminated, and (iv) network partitions are strictly isolated
from one another (to contain cyberattacks).

g: IETF UNTRUSTED COMPONENTS
The IETF DetNet acknowledges that in its Converged-WAN
model, a DetNet-flow may pass through ‘untrusted’ com-
ponents. An untrusted component may be a ‘middle box’
which performs Network Address Translation (NAT) or load-
balancing [21]. Such untrusted components may be compro-
mised by a cyberattacker, and they may initiate a cyberattack
by modifying IPsec packet headers. In contrast, the pro-
posed Deterministic IoT introduces a sub-layer 3a of secured
D-switches, and the D-flows are only transported by secured
components. Sub-layer 3a does not require anymiddle-boxes,
i.e., NAT middle-boxes.

I. THE INDUSTRIAL AND TACTILE IoT AND INDUSTRY 4
General Electric (GE) developed the Industrial Internet
(of Things) (IIoT) architecture to recognize the growing
importance of interconnecting industrial machines and facto-
ries for Industrial Automation [1], [2]. GE argues that the shift
to Industrial Automationwill impact world economic activity
on the same scale as the Industrial Revolution of the 19th
century. According to theWorld Economic Forum, the world
is undergoing a 4th Industrial Revolution, often referred to as
Industry 4.0.
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According to GE, this revolution will increase world GDP
by $15 Trillion by 2030, by reducing manufacturing costs.
GE also estimates that the next-generation IIoT may control
about $82 Trillion of global GDP by 2030, representing about
50% of the world’s GDP. In March 2014, several compa-
nies (GE, Cisco, AT&T, IBM and Intel) formed the Indus-
trial Internet Consortium (IIC), and by 2016 the consortium
included over 250 companies, indicating strong industrial
adoption.

The IIC has presented several draft Industrial Internet Ref-
erence Architectures, the latest in June 2019. Like the IETF,
the IIC presents an ‘Abstract Model’ of high-level require-
ments, and it does not specify detailed design implementa-
tions. The reader is referred to IIC web-site for additional
information (www.iiconsortium.org).

The ITU initiated a project on the Tactile Internet,
to describe a next-generation Internet network with low end-
to-end latency (typically≤ 1millisecond), and high availabil-
ity, reliability and security in 2014, for applications including
smart transportation systems and industrial automation.

This paper argues that the proposed Deterministic IoT
meets the key requirements of the IIC Industrial IoT and the
ITU Tactile IoT projects; ultra-low latency, with very high
availability, reliability and security [21]. The proposed Indus-
trial and Tactile Deterministic IoT thus meets the demanding
requirements of the 4th Industrial Revolution i.e., Industry
4.0. It can also achieve exceptionally strong cybersecurity,
and save $10s of Billions in reduced capital, energy and
operational costs each year.

J. FPGAs WITH SILICON-PHOTONICS IO
A key feature of the proposed paradigm is the cost reduc-
tions that are possible, by using relatively simple D-switches
in sub-layer 3a. A simple D-switch can be created using
an Application Specific Integrated Circuit (ASIC), or an
Field Programmable Gate Array (FPGA). D-switches are
well-suited for fabrication using ASICs or FPGAs, since they
offer a dramatic reduction in complexity, compared to a layer-
3 IP router: (a) The tasks of routing and scheduling of D-flows
have been removed from the D-switches, and have been
migrated to the SDN control-plane; (b) The deterministic
communications can reduce buffer sizes by a factor of 1,000+
times [17], [20]–[22]; (c) D-switches do not need Gigabytes
of high-speed RAM to store insecure layer-3 routing tables;
(d) D-switches do not need a processor or a Linux operating
system running the insecure Berkeley Sockets software to
implement insecure layer-3 protocols, i.e., ICMP, BGP and
IGP. D-switches are also much easier to secure, compared to
a layer-3 IP router.One-Time-Programmable FPGAs can also
be used, as their functionality cannot be modified.

Furthermore, the microelectronics industry is currently
developing ASICs and FPGAs which are integrated with
Silicon Photonics optical transceivers [21], [126]. ASICS and
FPGAs with 100s of Gbps of optical IO bandwidth may be
commercially available within a decade. According to [21],
a simple D-switch realized on a single FPGA with optical

IO could achieve a capacity of a Terabit per second, while
dissipating about 100 Watts of power, within a decade. These
integrated photonic D-switches can be used to provide an
energy-efficient forwarding sub-layer-3a, which can embed
millions of isolated DVPNs, as shown in Fig. 2. The proposed
paradigm can thus dramatically reduce capital costs and
energy costs, by adding relatively simple D-switches in sub-
layer 3a, as opposed to adding relatively complex Converged
IP routers in layer 3.

III. THE DETERMINISTIC IoT—KEY FEATURES
A. SECURED COMPONENTS
The proposed Deterministic IoT supports a new forward-
ing sub-layer 3a, which implements multiple deterministic
SD-WANs, and comprises 4 types of secured components:
• Deterministic Sources (D-sources)
• Deterministic Sinks (D-sinks)
• Deterministic Packet Switches (D-switches)
• The SDN Control-Plane
The SDN Control-Plane itself can be organized hierarchi-

cally into two types of Access Control Systems:
• Global Access Controller
• Enterprise Access Controllers

An Enterprise Access Controller can be further sub-divided
into many smaller Access Control Systems:
• Employee Access Controllers
• SD-WAN Access Controllers
• Database Access Controllers
• DVPN Access Controllers

These controllers will provide the repository for the very
large number of rules and attributes an enterprise uses in its
ZTA/ACS.

The Global Access Controller manages the D-flows
between the multiple SD-DWANs that comprise the Deter-
ministic IoT. It stores and implements all the rules and
attributes needed to maintain secure D-flows between the
deterministic SD-WANs, managed by different enterprises.
Each Enterprise Access Controller manages the access to
all the resources of one enterprise. It can store and imple-
ment the large number of rules and attributes needed for a
ZTA/ACS system which manages: (i) enterprise employees,
(ii) the enterprise SD-DWAN, (iii) enterprise resources such
as data-bases, and (vi) enterprise DVPNs. (Other controllers
can be added, i.e., Wireless Access Controllers). Hereafter,
this paper will focus on a single SD-WAN and its DVPN
Access Controllers.

B. THE DETERMINISTIC TRANSCEIVERS
The D-sources and D-sinks enforce Access Control, Rate
Control and Isolation Control. A computer system can only
access the Deterministic IoT using these secured compo-
nents. These components act as thePolicy Enforcement Points
(PEPs) in the US NIST Zero Trust Architecture [19].

A D-source retains a list of authorized D-flows for which
it transmits data. For each D-flow, it transmits data at a
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FIGURE 2. (a) Layer-3 IoT with BE IP routers, and sub-layer-3a with D-switches. (b) A Deterministic IoT spanning the USA with 3 DVPNs,
originating at Los Angeles (LA), Seattle and Miami. Solid black lines denote fiber-optic edges. Dotted lines denote virtual ‘point-to-point’ links
(i.e., D-flows). A DVPN with fully-encrypted D-flows from LA to every other major city are shown with bold red lines.

Guaranteed-Rate, and it has a secret encryption key and
secret passwords (described ahead). The D-source commu-
nicates with the SDN control-plane over a D-flow, and it
receives a D-schedule from the control-plane, which specifies
the time intervals in which it may transmit data, for each
D-flow. A D-sink retains a list of authorized D-flows for
which it receives data. For each D-flow, it receives data at a
Guaranteed-Rate, and it has a secret decryption key (usually
the keys are symmetric) and secret passwords. The D-sink
communicates with the SDN control-plane over a D-flow,
and it receives a D-schedule from the control-plane, which
specifies the time intervals in which it may receive data, for
each D-flow.

IPv4 and IPv6 packets can contain up to 64 Kbytes. The
D-sources can also fragment large IP packets into smaller
fragments (i.e., 1 Kbytes), to minimize delays and to max-
imize throughput in sub-layer 3a. The fragments can be
transmitted to fill the reserved transmission intervals, and the
D-sinks can re-assemble the large IP packets. (Each fragment
must pass the Authorization-Check explained ahead. It will
also require a sequence number and a CRC checksum for
error detection.)

C. ISOLATED NETWORK PARTITIONS AND DVPNs
Fig. 2a illustrates IP routers in layer 3 (the ‘Internet Proto-
col’ or IP layer), and D-switches in sub-layer 3a. Fig. 2b
illustrates an SD-WAN spanning the continental USA, with
26 nodes (cities) and 82 edges. In Fig. 2b, the bold
black lines represent physical edges (i.e., fiber-optic links)
between cities, and the dotted lines represent virtual ‘point-
to-point’ edges (i.e., D-flows) between cities. The existence
of D-switches in sub-layer 3a will change the network topol-
ogy seen by an IP router in layer 3, thus making the IP routers
much more efficient. An IP router in layer-3 will view a

D-flow as a dedicated point-to-point fiber-optic link with a
deterministic (or guaranteed) data-rate between two remote
cities. Packets transmitted on a D-flow will bypass several
intermediate IP routers in layer-3, as they will pass through
the D-switches instead. Therefore, the D-flows are drawn
as dotted point-to-point lines directly connecting 2 cities,
in Fig. 2b.

A Network Partition is a collection of D-flows, which are
typically under the control of a single administrative entity,
i.e., an enterprise. Network Partitions are isolated, i.e., they
are completely independent of one another. The traffic within
one network partition cannot interfere with the traffic from
another network partition. The traffic within a network parti-
tion can: (a) remain unencrypted, or (b) it can be completely
encrypted. In the latter case, the encrypted network partition
is called a Deterministic Virtual Private Network (DVPN).

In Fig. 2b, three DVPNs are embedded into the network.
Three cities, Seattle, Miami and Los Angeles (LA), each
have a DVPN which interconnects the specified city to every
other city. Specifically, each of these cities has a DVPN
with 25 D-flows, with one D-flow to every other city in the
network. A DVPN with 25 D-flows originating at LA and
directed to every other city is shown by the bold red lines.

D. THE DVPN ACCESS CONTROLLERS
Under the proposed paradigm, each enterprise will have a log-
ically centralized controller (the DVPN Access Controller)
for management and control of all of its DVPNs. This con-
troller is also a secured component, and it can be viewed
as a sub-component of the SDN control-plane. (In practice,
the DVPN-controller may be a distributed software system
residing in one or more datacenters.) This DVPN-controller
retains a list of D-sources and D-sinks which are authorized
for use by the enterprise. It will also contain the attributes of
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these components, and the rules used to enforce the ZTA and
ACS.

This controller can request a new D-flow, between autho-
rized D-sources and D-sinks, with a deterministic rate, with
a requested reliability and security level, and with a maxi-
mum delay and jitter bound, from the SDN control-plane.
If the request can be granted, the SDN control-plane will
acknowledge the creation of the new D-flow. It will update
the relevant secured components (D-source, D-switches, and
D-sink), with the necessary D-schedules and secret symmet-
ric encryption keys (and secret passwords explained ahead).
The secured computers within the DVPN can then communi-
cate over this D-flow. If the SDN control-plane is unable to
satisfy the request, it will be denied. (The DVPN-controller
can also implement User Authentication at each secured
computer within a DVPN.)

Note that a secured computer within a DVPN cannot
create or modify a D-flow unilaterally, as all requests to
create or modify D-flowsmust originate from the DVPN con-
troller, and must be approved by the SDN control-plane (i.e.,
the Enterprise Access Controller and DVPN Controller).
A secured computer within a DVPN cannot read any secret
encryption keys from a secured component,

E. AUTHORIZATION-CHECK
Every packet in a DVPN must pass an Authorization-Check,
after it is decrypted at a D-sink. Each packet (or fragment
of a large IP packet) has an Authorization-Token with A
bits (A ≈ 256 bits), that identifies the packet as valid. The
Authorization-Check provides a second level of protection
for packets in a DVPN, beyond encryption. This Authoriza-
tion Check implements a Policy-Enforcement Point in the
ZTA/ACS, and it implements the guaranteed IDS.

We describe a simple Authorization-Check, given that the
packet is already encrypted with a Quantum Safe encryption
scheme. Assume the SDN control-plane initializes the the
D-source and the D-sink of each authorized D-flow with a
sequence of R secret passwords (i.e., random numbers), each
with ≈ 176 bits. For a lower level of security, R ≈ 8, while
for a very high level of security, R ≈ 1,024. Each D-source
also has a counter with ≈ 64 bits which records its ‘relative-
time’, i.e., the time elapsed since the device was last ‘reset’.
Each tick of relative-time could represent 20 nanoseconds.
(A 64-bit counter could thus count for over 1,000 years.) The
Authorization-Token consists of a relative-time stamp, plus
a 16-bit sequence number, plus the next secret password in
the sequence. The R secret passwords may be re-used in a
circular manner. (The sequence number is necessary when
large IP packets are fragmented into smaller units before
transmission.) The token may optionally be encrypted with
another long Quantum Safe encryption key, for additional
security.

For a malicious packet to pass the Authorization-Check,
an external cyberattacker must perform 5 steps: (a) find
greater than R (denoted R+) encrypted packets that belong to
one D-flow (which is extremely challenging given that 1,000s

of encrypted D-flows may share one fiber, so it will be very
difficult to associate encrypted packets with an individual
D-flow); (b) successfully decrypt these R+ packets;
(c) recover the Authorization-Tokens in these packets, and
recover the R+ secret passwords; (d) successfully predict the
correct Authorization-Token for a future packet belonging to
the D-flow; and (e) overwrite a future legitimate packet for
the D-flow with the malicious packet, at the right time, on the
right fiber. The probability of decrypting even one encrypted
packet can bemade arbitrarily small by using longerQuantum
Safe encryption keys, which are impervious to attacks by
Quantum Computers using existing quantum algorithms. The
following property summarizes the situation.
Property 1 (Malicious Packets and Authorization-Checks):

The probability that any malicious packet generated by an
external cyberattacker can pass an Authorization-Check at a
secured component can be made arbitrarily small by using
longer Quantum Safe encryption keys, which are impervious
to attacks by Quantum Computers using existing quantum
algorithms.

This Authorization-Check also detects Replay Attacks,
where a cyberattacker observes and records a prior legiti-
mate encrypted packet transmission, and re-inserts the old
legitimate transmission as a malicious packet, while over-
writing a newer legitimate transmission. In this case, the
cyberattacker does not have to actually decrypt any packets.
Such a packet will fail theAuthorization-Check, for 3 reasons:
(a) the relative-time stamp will be invalid, (b) the sequence
number will be invalid, and (c) the secret password will be
incorrect.

F. CYBERSECURITY OF THE SECURED COMPONENTS
The cybersecurity of the D-sources, D-sinks and D-switches
can be ensured by synthesizing them directly into hardware,
i.e., ASICs or FPGAs, rather than software. The hardware
functionality must be immutable (i.e., it cannot be changed).
These components cannot have a processor which uses a
linux-based operating system, or use the Berkeley Sockets
software for socket communications, which introduce secu-
rity threats. The hardware design should undergo Formal Ver-
ification of correctness, using theorem-proving technologies.
These components only accept heavily-encrypted commands
from the SDN control-plane or DVPN controller, which
are received on a special DVPN reserved for management
and control. Over the next decade, these components will
be well-suited for fabrication using the next-generation of
FPGAs or ASICs, which are expected to include optical
transceivers.

In order to compromise any secured component, an exter-
nal cyberattacker would have to generate malicious encrypted
packets that appear to be from the SDN control-plane,
and have these packets pass the Authorization-Check at the
secured component. The cyberattacker could then update the
D-schedules, or add or remove D-flows, or update encryp-
tion/decryption keys. However, by Property 1 stated earlier,
the probability of passing the Authorization-Check can be
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made arbitrarily small, by using longer encryption keys. The
following property summarizes the situation.
Property 2 (Cybersecurity of the Secured Components-1):

The probability that any secured component can be compro-
mised by an external cyberattacker can be made arbitrarily
small, by using longer Quantum Safe encryption keys.

Furthermore, there is a second level of protection for prop-
erty 2. Even if an external cyberattacker could compromise
one secured component, i.e., a D-source, the cyberattack
would be detected by either the D-switches or a D-sink. For
example, suppose a cyberattacker compromises a D-source,
to change the deterministic rate of a D-flow, or to create a
new D-flow to a new destination. This attack will be detected
by the D-switches traversed by the D-flow, and by the D-sink
which receives the D-flow. The SDN control-plane maintains
the D-schedules in these secured components in consistent
states, which an external cyberattacker cannot do, unless the
cyberattacker manages to compromise multiple secured com-
ponents simultaneously, which becomes even more difficult
to achieve. The following property summarizes the situation.
Property 3 (Cybersecurity of the Secured Components-2):

If a D-source is ever compromised by an external cyberat-
tacker, to adjust any deterministic rate of any D-flows, the
cyberattack will be detectable by some other secured compo-
nent, as the D-schedules will be inconsistent.

Consider the case where an internal cyberattacker com-
promises a secured computer within a DVPN. The internal
cyberattacker will be unable to create or modify any D-flows
unilaterally, as only the SDN control-plane can perform these
functions. The internal cyberattacker will not gain access to
any secret encryption keys or passwords, as the hardware
of the secured components will not allow this. The internal
cyberattacker will be unable to communicate with any other
computers in remote DVPNs. The internal cyberattacker will
only be able to communicate with other computers within its
DVPN over the existing D-flows. The use of isolated DVPNs
will therefore contain the damage caused by this internal
cyberattacker to the DVPN towhich it belongs. The following
property applies.
Property 4 (Cybersecurity of a Computer Within a DVPN):

If an internal cyberattacker manages to compromise a secured
computer within a DVPN, the internal cyberattacker will
have access to existing D-flows of the DVPN. However, the
internal cyberattacker will not be able to create or modify
D-flows, it will not gain access to the secret encryption keys
or authorization passwords, and it will not be able to commu-
nicate with remote DVPNs. Any damage will be contained
to the compromised DVPN. (Please see section V for an
expanded discussion.)

G. THE DETERMINISTIC PACKET SWITCH - CIOQ
ARCHITECTURE
The Combined Input and Output Queues (CIOQ) best-effort
switch is used inmany commercial BE IP routers. AD-switch
with Combined Input and Output Queues is shown in Fig. 3.
The D-switch has N input ports (IPs) and N output ports

FIGURE 3. A CIOQ D-switch with 5 deterministic controllers.

(OPs), each incident to an optical fiber. It has an unbuffered
NxN crossbar switch to provide connections between the
input and output ports.

1) VIRTUAL OUTPUT QUEUES
Each input port has N Virtual Output Queues (VOQs), where
VOQ(j, k) buffers packets which arrive at input port j and
depart on output port k (for j ∈ [1 . . .N ] and k ∈ [1 . . .N ]).
Each output port has N output queues (OQs), where OQ(j, k)
buffers data which arrives at input port j and departs on output
port k.

2) DETERMINISTIC SWITCH CONTROLLERS
In the proposed D-switches, the routing and scheduling of
packets is performed in advance in the SDN control-plane,
for a dramatic reduction of hardware and power consumption.
We assume a discrete-time D-switch, which transfers data in
time-slots, with F time-slots in a scheduling-frame.

There are several types of D-switches, and several types
of queueing strategies, which differ in hardware complexity
and levels of control of the D-flows [20]. The D-switch
in Fig. 3 allows the control-plane to exert a high level of
control of D-flows. The D-switch in Fig. 3 has 5 controllers:
IP-controller1 directs an incoming packet into a VOQ.
IP-controller2 selects data from a VOQ, to be forwarded to an
output port. OP-controller1 directs data arriving at an output
port to an OQ. OP-controller2 selects data to transmit onto a
fiber, from anOQ. The switch-controller connects input ports
to output ports.

In Fig. 3, all 5 controllers use D-schedules, which have
been pre-computed by the SDN control-plane. No packet
headers are processed to make layer-3 routing or schedul-
ing decisions. (The D-schedules are effectively high-speed
lookup-tables.) As a result, the D-switches do not need:
(a) many Gigabytes of expensive, high-speed RAM used for
layer-3 routing tables; (b) a processor or a Linux operating
system running the insecure Berkeley Sockets software to
implement insecure layer-3 protocols, such as ICMP, BGP
and IGP, which add significant costs and security threats.

The D-switch can be controlled by a master-controller,
which receives commands from the SDN control-plane. The
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TABLE 1. Security considerations.

master-controller in each D-switch can exchange control
packets with the SDN control-plane, using Quantum Safe
encrypted communications over a dedicated DVPN reserved
for network management and control.

3) SYNCHRONIZATION
The D-switches could be tightly synchronized using the IEEE
802.1 TSN technology, but a more secure method is pro-
posed next. Each D-switch is ‘loosely synchronized’ with
its neighbors, and receives a Start-of-Frame (SOF) signal
(or encrypted packet) from each neighbor, which indicates
when the next scheduling frame from that neighbor will start.
As described in section VI, a D-switch may receive a SOF
signal (or packet) from each neighbor roughly once everymil-
lisecond. Note that the IETF states that its Converged-WAN
could use repeating TDM schedules with neighbors [119].
The IETF Converged IP routers are also tightly synchronized
in time using the IEEE 802.1 TSN technology, typically
to within 1 µsec. Thus, if the IETF Converged-WAN uses
repeating schedules, then it will also require that: (a) all
repeating TDM schedules start at the same time (i.e., to within
1 µsec of accuracy), or (b) a SOF signal is sent from each
neighbor to denote when the repeating TDM schedule starts.
It will also require that control-signals are sent from each
neighbor to identify the start-times and end-times of all
course-grained traffic-windows, typically to within 1 µsec
of accuracy. The IETF Converged-WAN will thus have a
considerably higher overhead of control-packets to maintain
tight synchronization over distances of 1,000s of kilometers,
which increases the threat of cyberattacks (see Appendix C).

H. QUANTUM SAFE END-TO-END ENCRYPTION
This section illustrates how longQuantumResistant orQuan-
tum Safe encryption keys can be used to strengthen the cyber-
security of a DVPN.We focus on theQuantum Safe Advanced

Encryption Standard (AES). The IETF has referred to AES
as the ‘Gold Standard’ in private key encryption [101]. It is
well-known, it is used around the world, and its security
has been extensively studied, but any other Quantum Safe
scheme can be used. For example, IETF RFC 7289 proposes
the Chacha20 cipher as an alternative to AES encryption,
and the Poly1305 authenticator as an alternative to traditional
digital signature algorithms [101]. Chacha20 can be faster
than AES, on devices that do not have hardware to accelerate
AES computations.

The US NIST adopted the AES in 2001, to provide strong
encryption for potentially millions of IoT devices, some
with limited processors and limited memory, such as smart
cards [98]. AES will encrypt a relatively small array of 4 ×
4 bytes (with 128 bits).

TheAES algorithm is a subset of amore general encryption
algorithm called RIJNDAEL [99], [100]. The creators of
RIJNDAEL acknowledged that it can be extended to handle
larger data and encryption key sizes, but that there was no
need for such extensions at the time (in the year 2001).

The AES/RIJNDAEL algorithm consists of multiple itera-
tions called rounds, each comprising 4 basic steps:
1) AddRoundKey - XOR the data with a round key
2) SubBytes - substitute bytes using a lookup table
3) ShiftRows, i.e., shift row i left by i bytes ( 1 ≤ i ≤ 3)
4) MixColumns - i.e., each column is computed using

linear combination of some previous columns
The final NIST standard specifies 3 versions of AES,

which all encrypt a small block size (16 bytes of data). AES-
128, AES-196 and AES-256 use encryption keys with 128,
196 and 256 bits respectively, for stronger security. They also
use 10, 12 and 14 rounds of computation respectively, for
stronger security. AES is an example of a Key-Alternating-
Cipher with multiple rounds of computation, in which the
data is initially ex-ored with an encryption key before the
first round, and in which the data is ex-ored with another
key called the round key during each subsequent round. Thus,
AES-128 uses one independent 128-bit encryption key ini-
tially, plus a dependent round key for each round of compu-
tation. The round keys are generated using logical operations
on prior keys [98].

Consider the basic AES-128 algorithm with 10 rounds of
computation. There is one independent 128-bit encryption
key, and 10 dependent round keys. The lack of independence
of the round keys used is considered a weakness in AES.

The AES algorithm can be extended to handle longer
encryption keys, simply by using more independent
128-bit encryption keys. Consider an extension of the
AES-128 algorithm, to use 4 independent 128-bit encryption
keys, for a combined encryption key length of 512 bits.
Denote this extended algorithm the ext-AES-512 algorithm
in Table 1. According to [99], [100], the number of rounds
should increase by 4 for each increment of 128 bits added
to the encryption key. Hence, the number of rounds should
increase by ≈ 12. A key observation is that the length of the
independent encryption keys can be made very large.
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One weakness of AES is the small amount of data
(16 bytes) that is encrypted. Consider encrypting a larger
data array of 4 × 8 bytes (with 256 bits), using the RIJN-
DAEL algorithm [99], [100]. Denote this algorithm as
RIJNDAEL(4× 8)-256 in Table 1.

Consider encrypting an even larger data array of
4 × 16 bytes (with 512 bits), using an extended RIJNDAEL
algorithm. Denote this algorithm as ext-RIJNDAEL(4× 16)-
512 in Table 1. In this case, the initial encryption key and all
round keys will have 512 bits. (The larger data and encryption
key sizes will increase the number of rounds accordingly.)

For stronger security, consider extending the algorithm to
use 8 truly independent 512-bit keys, for a combined encryp-
tion key length of 4,096 bits. Denote this algorithm as ext-
RIJNDAEL(4× 16)-4,096 in Table 1.

In Table 1, column 3 illustrates the number of possibilities a
traditional computer must search in a successful attack using
Brute Force Search, reflecting the complexity in cracking the
extended AES or RIJNDAEL algorithms. In Table 1, column
4 illustrates the number of possibilities a Quantum Computer
must search in a successful attack using Grover’s algorithm.

It is important to note the astronomical difficulties of
cracking these algorithms. The life of the universe is about
13.5 billion years, or ≈ 1021 seconds. Researchers estimate
that AES-256 can withstand cyberattacks for the foresee-
able future, given that the best quantum search algorithm
results in only quadratic (rather than exponential) speedup.
In other words, even Quantum Computers cannot perform
a successful attack on AES-256, which requires 1,000s of
qubits and about 1038 quantum queries of the AES algorithm
using Grover’s search.

According to [76], [77], the minimum time for the simplest
quantum operation in a superconducting quantum computing
platform is ≈ 10 nanoseconds. The minimum time for the
evaluation of a quantum query of the AES-256 algorithm will
be several orders of magnitude larger. Thus, a lower bound of
time needed to crack AES-256 can be estimated at 1038 ×
10−8 ≈ 1030 seconds, which represents billions of times of
the life of the universe.

The extended AES and RIJNDAEL private key encryption
algorithms presented in Table 1, with very long keys, can
thus offer exceptionally strong encryption, which is resistant
to attacks by Quantum Computers using known quantum
algorithms.

IV. THE SDN CONTROL-PLANE
Fig. 4 and 5 illustrates a flow-chart for the SDN control-
plane. The SDN control-plane will compute 5 D-schedules
for each D-switch, which allow an encrypted packet of a
D-flow to traverse the network with a unique feature: the
D-switches do not examine packet headers to make layer-3
routing decisions. As a result, packets in D-flows can remain
encrypted from end-to-end, resulting in improved privacy and
cybersecurity. Specifically, these D-schedules define the time
intervals when authorized packet transmissions may occur,
on every fiber in the network.

The flow-chart is rather intricate and contains many steps.
A reader unfamiliar with switch design may wish to skip this
section on the first read through the paper, and revisit this
section afterwards.

The following notationwill be used in Fig. 4. The variable s
will denote a D-switch, for s ∈ [1 . . . S]. Let every D-switch
have N input ports and N output ports. The variable j will
denote an input port, for j ∈ [1 . . .N ].. The variable k will
denote an output port, for k ∈ [1 . . .N ]. The variable f
will denote a D-flow, for f ∈ [1 . . .G]. (For the purpose of
scheduling, a traffic class (i.e., a DiffServ traffic class) with
a guaranteed data-rate is treated as D-flow with a guaran-
teed data-rate.) The variable F will denote the length of a
scheduling-frame, in time-slots.

1) MAX-FLOW MIN-COST ROUTING OF D-FLOWS
The SDN control-plane has a global view of the network.
In Fig. 4 box 2, the SDN control-plane will route every
D-flow along a fixed path, from a D-source to a D-sink. The
routing algorithm ensures that no bandwidth capacity con-
straints are violated at any D-switch, and on any fiber optic
link. This step yields 2 matrices A(f , s) and D(f , s). In each
D-switch s, a D-flow f arrives at a input port j = A(f , s),
and departs on an output port k = D(f , s). Every D-flow
f has a deterministic or guaranteed data-rate to be satisfied,
denoted RATE(f ). The control-plane uses a Maximum Flow
Minimum Cost (MFMC) routing algorithm [62]. No other
routing algorithm can achieve a higher aggregate throughput
with a lower cost. The MFMC routing algorithm can route
D-flows to achieve up to ≈ 100 % utilization of the links in
sub-layer 3a. (A very small fraction of each link’s capacity is
used for Start-of-Frame signals or packets).

2) COMPUTE AGGREGATE TRAFFIC RATE MATRICES
In box 3, the SDN control-plane can determine an aggregate
traffic rate matrix T (j, k) for each D-switch s. This matrix
represents the aggregate traffic demand between the input and
output ports of each D-switch, resulting from potentially mil-
lions of D-flows. This step yields a 3D array T (j, k, s), where
the 3rd index identifies the D-switch s. For every D-flow f
that traverses D-switch s, the data-rate RATE(f ) is added to
element T (j, k, s), where j = A(f , s) and k = D(f , s).

3) LOW-JITTER SCHEDULES FOR THE AGGREGATE TRAFFIC
RATE MATRICES
In box 4, for every D-switch s the aggregate traffic rate
matrix is scheduled. The scheduling of traffic through a CIOQ
switch to meet QoS guarantees has a long history spanning
a few decades [54], [56]–[59]. The problem of scheduling
traffic in a CIOQ switch to achieve maximum throughput and
minimum jitter is known to be NP-hard.

The SDN control-plane uses a fast recursive scheduling
algorithm based upon Recursive and Fair Stochastic Matrix
Decomposition (RFSMD) [20], [60]. Given an N ×N doubly
stochastic traffic matrix D(j, k), where the sum of each row
or column ≤ F , this algorithm will compute a D-schedule
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FIGURE 4. SDN flow-chart, part 1.

consisting of F permutations, where F is the length of the
scheduling-frame. The algorithm is exceptionally fast, with
an execution time of O((NF)log(NF)). The algorithm also
achieves up to 100% throughput, and a bounded and very
low-jitter, to minimize queueing delays. Our low-jitter D-
schedules can reduce end-to-end delays to the speed of light
in fiber (see section VI).

This scheduling yields a 3D array IOS(j, t, s), where
k = IOS(j, t, s) yields the output port k. The index k identifies
the VOQ(j, k) at input port j that will transmit, in time-slot t of
D-switch s. Let the value s be fixed, to identify a 2Dmatrix for
D-switch s. Thus, k = IOS(j, t) determines which VOQ(j, k)
at input port j of D-switch s is scheduled to transmit, for
each time-slot of a scheduling frame. This first D-schedule
provides each VOQ with its deterministic or guaranteed rate
of transmission.

4) LOW-JITTER SCHEDULES OF D-FLOWS ONTO OUTPUT
LINKS
In Fig. 5 box 5, the D-flows in each VOQ are scheduled for
transmission on each output link k, in each D-switch s. The
guaranteed-rate service that each VOQ was allocated in box
4 is in turn allocated to the D-flows buffered within each
VOQ in box 5. Algorithms to schedule the D-flows within
eachVOQ are given in [20]. These scheduling algorithms also

minimize the jitter, which will reduce queue sizes and end-to-
end queueing delays.

For scheduling purposes, a traffic class with a deterministic
data-rate on an IoT link is treated as a D-flow, in boxes 5,
6, and 7. A traffic class can be a DiffServ traffic class, or a
new traffic class. Each traffic class receives a deterministic
rate of service at each D-switch. In this manner, a single
transmission schedule can also support all D-flows and all
traffic classes [20], [63]. Each traffic class can have its own
class-queue within the VOQ, which can contain 1,000s of
D-flows. The D-flowswithin a traffic class can receive simple
FIFO (First In First Out) service. Hence, by using traffic
classes the queueing and scheduling is simplified, relative
to the IntServ model [20]. In a D-switch s, box 5 yields an
matrix TFQ(j, t, s), where f = TFQ(j, t) yields the D-flow
(or the traffic class) f which receives service, at input port j of
the D-switch s at time-slot t. In the SDN control-plane, this
matrix for D-switch s can be stored in a 3D array TFQ(j, t, s)
by fixing s.

In box 5, the matrix TFQ yields a D-schedule for
every D-switch, which identifies the D-flow (or the traf-
fic class) to receive service, for each VOQ, in each time-
slot of a scheduling-frame. Using these TFQ schedules, the
control-plane will also compute for each D-switch, the sched-
ule of D-flows (and traffic classes) which depart on each
output port k, in each time-slot of a scheduling frame. Call
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FIGURE 5. SDN flow-chart, part 2.

this schedule the Deterministic Transmission (DTX ) sched-
ule. Step 5 will thus yield an array DTX (k, t, s), where f =
DTX (k, t, s) yields the D-flow (or traffic class) which departs
on output link k, at time-slot t, in D-switch s.

5) MAP THE D-FLOWS ONTO LINKS/EDGES
In box 6, for each D-switch, a list of D-flows (and traffic
classes) which depart on each output port k is determined,
from the routing information in box 2. A list of D-flows (and
traffic classes) which arrive on input port j of each D-switch
s is also determined, from the routing information in box 2.
These lists are used to strengthen cybersecurity.

6) COMPUTE DRX SCHEDULES FOR D-SWITCHES
In box 7, a Deterministic Reception (DRX ) schedule is com-
puted for every input port j at every D-switch d. In every
D-switch s, the output port k will lead to an input port j at a
receiving D-switch d. Hence, the Deterministic Transmission
(DTX ) schedule of output port k of D-switch s will become
the Deterministic Reception (DRX ) schedule of input port
j of receiving D-switch d. The schedule f = DRX (j, t, d)
identifies the D-flow f (or traffic class) which will arrive
at each time-slot t in a scheduling frame, at input port j

of D-switch d. Each D-switch d will now know the precise
arrival time-slots of D-flows (or traffic classes) on each of its
incoming ports.

7) COMPUTE D-SCHEDULES TO AVOID PROCESSING
PACKET HEADERS
In Box 8, the SDN control-plane will determine another
D-schedule, which will allows encrypted packets to traverse a
D-switch, without examining packet headers. D-switches do
not need to examine packet headers, in order to make layer-3
routing decisions. In box 8, in each D-switch s, and each input
port j, a new schedule RXO is computed, which identifies the
output port k needed by the D-flow which arrives on input
port j of D-switch s, for every time-slot t in a scheduling
frame. The SDN control-plane has already determined that
D-flow f = DRX (j, t, s) will arrive at switch s on input
port j, at time-slot t. The output port k used by this D-flow
f in D-switch s at time slot t is given by k = RXO(j, t, s).
The desired output port k in D-switch s can be determined
from the list of D-flows associated with each output port k,
which was computed in box 6. This schedule RXO(j, t, s)
represents another D-schedule, which will remove the need
for a D-switch to process the packet-headers of arriving
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D-flows. For example, at input port j of D-switch s, every
packet which arrives at time-slot t will be routed to output
port k = RXO(j, t, x), and this information identifies the
VOQ(j, k) to receive the packet. (To determine the output port
needed by a packet in a traffic class, some extra processing
is required. For example, each traffic class can be associated
with a distinct destination node).

By performing this flow-chart, every D-switch can receive
multiple D-schedules, which provide every D-flow with its
deterministic data-rate, and which will also remove the need
for (a) D-switches to perform the tasks of routing and
scheduling of D-flows or traffic classes, or (b) to process
any packet-headers. Therefore, packets can be completely
encrypted at the source, and they can remain encrypted while
they traverse the network from end-to-end. This approach
eliminates many Gigabytes of high-speed RAM (memory) to
store insecure layer-3 BGP routing tables. It also eliminates
the need for a processor running a Linux operating system
and the insecure Berkeley Sockets software, to update layer-3
BGP routing tables, using insecure layer-3 protocols such as
ICMP, BGP, and IGP.

(Note that the schedules for IP-controller2 and
OP-controller1 are dependent upon the D-schedule in the
switch-controller, and they can also be determined by per-
forming some logic operations on the latter schedule, thus
removing 2 D-schedules.)

8) THE MANAGEMENT AND CONTROL DVPN
Some DVPNs will be created to last for long periods of time,
i.e., days, weeks, months or years. The SDN control-plane
can configure one special long-term DVPN for management
and control of theDeterministic IoT. This DVPNhas aD-flow
interconnecting the SDN control-plane to every secured com-
ponent under its control. (The SDN control-plane is dis-
tributed, so multiple D-flows may be used to interconnect
these components.) This management and control DVPN is
immune to congestion, interference, and DDOS attacks, and
the end-to-end delays are reduced to the speed of light in fiber.

V. SECURITY PROPERTIES OF THE DETERMINISTIC IoT
A. ATTACKS BY AN EXTERNAL CYBERATTACKER
This sub-section will consider the challenges that an exter-
nal cyberattacker will face to inject a malicious packet into
the fiber in sub-layer-3a, to perform any type of cyberat-
tack, i.e., a Man-in-the-Middle attack. There are thousands
of kilometers of fiber in the network. Note that it will be
extremely difficult for a cyberattacker to access a fiber and
install an untrusted component without detection, as the SDN
control-plane can monitor each fiber-optic link in sub-layer-
3a periodically (i.e., every few milliseconds), to detect any
anomalies. Nevertheless, suppose that a cyberattacker has
gained access to a fiber, and has installed an untrusted compo-
nent that it controls, so it can access the encrypted communi-
cations. Suppose the cyberattacker has aQuantum Computer.
The cyberattacker can inject a malicious encrypted packet in

2 manners; (a) insert a malicious packet in a time-interval
in which no transmission is observed, or (b) insert a mali-
cious packet to overwrite a legitimate packet transmission.
The above scenarios are improbable, but they represent the
simplest ways to inject a malicious packet.

If a cyberattacker injects a malicious packet during a
time-interval in which no transmission was scheduled, the
malicious packet will be quickly detected at the receiving
D-switch (or D-sink), as it will violate a D-schedule. If a
cyberattacker injects a malicious packet by overwriting a
legitimate transmission, or if it transmits during a time inter-
val when a transmission is allowed (but not observed), then
that malicious packet will be forwarded along the path, until
it reaches its destination. At the destination, the malicious
packet will be received by a D-sink, and it will be decrypted.

In order to be accepted as a legitimate packet, the malicious
packet must pass the Authorization-Check. In section III,
it was shown that the probability an external cyberattacker can
transmit even one undetected malicious packet into a DVPN
that passes an Authorization-Check can be made arbitrarily
small, by using longer Quantum Safe encryption keys.

B. ATTACKS BY AN INTERNAL
CYBERATTACKER—CONTAINMENT
Consider an ‘internal’ cyberattacker, who already has com-
promised a secured computer within a DVPN. An internal
cyberattacker may gain access to a secured computer through
a human error. The administrative entity in control of a DVPN
is ultimately responsible for the software running on its
secured internal computer systems within the DVPN. There
are 2 cases to consider:
Internal Cyberattacker - Case 1:Acomputer compromised

by an internal cyberattacker within a DVPN may attempt to
compromise other computers around the world, in remote
DVPNs. Such attacks are impossible, since the communica-
tions of a DVPN are isolated, and cannot leave the DVPN.
There is a double level of protection here. Even if a compro-
mised computer could send a message to a remote DVPN,
the message would fail the remote Authorization-Check, and
the remote DVPN would view the message as one from an
external cyberattacker. The previous discussion would apply:
the probability an external cyberattacker could compromise
any one of the millions of remote DVPNs can be made
arbitrarily small.
Internal Cyberattacker - Case 2: A compromised com-

puter within a DVPN may attempt to compromise other
computers/resources within the same DVPN. To protect
against this scenario, each administrative entity must: (a) run
anti-virus software on all of its internal computer systems;
and (b) implement a ‘Next-Generation Firewall’ and IDS
on its internal computer systems, to detect and prevent
any cyberattacks originating from within the administrative
entity’s own secured computers. However, as stated earlier,
if an administrative entity’s secured internal computer system
becomes compromised by an internal cyberattacker, then the
damage will be contained to the DVPN to which it belongs.

45914 VOLUME 10, 2022



T. H. Szymanski: ‘‘Cyber Security via Determinism’’ Paradigm for Quantum Safe Zero Trust Deterministic IoT

The damage will not spread to the millions of other DVPNs in
the system. Furthermore, if an administrative entity adheres
closely to the US NIST Zero Trust Architecture, then each
DVPN will protect a micro-perimeter with a single resource.
Hence, an internal cyberattacker will only gain access to a
very small amount of resources.

C. SECURITY OF THE SDN CONTROL-PLANE AND DVPN
CONTROLLERS
Exceptionally-strong cybersecurity requires that the SDN
control-plane and DVPN-controllers are secure. Specifically:

• The SDN control-plane and DVPN controllers cannot be
compromised by a cyberattacker.

• The communications between the SDN control-plane,
DVPN controllers and the secured components cannot
be compromised.

The SDN control-plane (and DVPN-controllers) are dis-
tributed software systems, which are expected to execute
in several data-centers simultaneously. The data-centers are
interconnected with the special management and control
DVPN, using ultra-low latency D-flows. To achieve excep-
tionally strong security, multiple copies of each system can
execute in parallel, in different data-centers, and majority
voting logic is used to make decisions. For example, 5 copies
of each system can operate in parallel, and every decision
would require the consent of 3 copies, otherwise a problem
has been detected. This scheme would allow 2 copies of the
system to be rendered inactive, i.e., due to a fire, earth-quake
or other catastrophe, and the system would still function.
It would be virtually-impossible for an external cyberattacker
to compromise a system executing in one data-center, let
alone compromise multiple parallel systems simultaneously
in different data-centers, especially when all communica-
tions use long Quantum Safe encryption keys with 1,000s or
10,000s of bits. As summarized in section III, the extended
AES and RINJDAEL encryption algorithms are Quantum
Safe when using 256 bit keys, let alone when using keys with
1,000s of bits.

1) SCALABILITY OF THE SDN CONTROL-PLANE
To achieve scalability, the SDN control-plane interacts with
many independent DVPN-controllers. Each corporate entity
has its own DVPN-controller, to interact with the centralized
SDN control-plane, and to control the secured components
within its own DVPNs.

D. A CONCISE SUMMARY OF SECURITY PROPERTIES
Properties 1-4 were presented in section III. Properties 5-14
are summarized next.
Property 5 (Guaranteed Data-Rate): Every D-flow will

receive a deterministic (or guaranteed) data-rate through a
path of D-switches, from a D-source to a D-sink. The data-
rate can be expressed as a guaranteed number of time-
slot reservations within a scheduling-frame consisting of F
time-slots. Assuming all fiber-optic links support a data-rate

of 200 Gbps, and letting F=32K, then each time-slot reserva-
tion represents a data-rate of about 6 Megabits per second.
Property 6 (Routing Authorized D-Flows): The SDN

control-plane will route every D-flow along a fixed path
of D-switches, using a Max-Flow Min-Cost routing algo-
rithm [62], which can achieve ≈ 100% utilization of the link
capacity in sub-layer 3a. (Typically a very small fraction of
the link capacity is used for a Start-of-Frame signal/packet).
The SDN control-plane can also determine 2 lists for each
D-switch, to strengthen cybersecurity: (i) the list of autho-
rized D-flows that arrive (or depart) at every incoming (or
outgoing) fiber, respectively. This property solves a signifi-
cant weakness in today’s BE-IoT, in that layer 3 IP packet
routing using BGP is insecure (see section II.A).
Property 7 (The DTX Schedule): The SDN control-plane

can compute a Deterministic Transmission (DTX) schedule
for every fiber leaving a D-switch. This schedule identifies
the D-flow (or traffic class) with a transmission reserva-
tion, in each time-slot of the scheduling frame. Using the
scheduling algorithms in [20], the schedules can be circularly
rotated and still minimize buffer sizes and delays, so that
the D-switches do not need to be tightly synchronized. How-
ever, each D-switch must recognize a ‘Start-of-Frame’ sig-
nal/packet from each of its neighbors, roughly once every
millisecond. The size of the data queues can be reduced by
factors of 1,000+, compared to a BE IP router, and the end-
to-end queueing delays can be reduced to the speed of light
in fiber. The DTX schedule is used in the proposed guaran-
teed IDS, to detect any data transmission which occurs in a
time-interval for which no transmission has been scheduled.
Property 8 (The DRX Schedule): The SDN control-plane

can compute a Deterministic Reception (DRX) schedule for
every fiber arriving at a D-switch. This schedule identifies the
D-flow (or traffic class) with an arrival reservation for that
fiber, for every time-slot of a periodic scheduling frame. The
DRX schedule is also used in the proposed guaranteed IDS,
to detect any data reception which occurs in a time-interval
for which no reception has been scheduled.
Property 9 (End-to-End Packet Encryption): In a DVPN,

a packet can be encrypted at the D-source using a longQuan-
tum Safe encryption key, and it can remain fully encrypted
as it traverses the network from end-to-end. Even the packet
headers can be encrypted, as they are not examined at inter-
mediate D-switches to make layer-3 routing decisions. This
property solves 2 significant weaknesses in the BE-VPNs
used in today’s BE-IoT; (a) The BGP routing used in IP layer
3 of the BE-IoT is insecure; and (b) Layer 3 IP packet headers
cannot be encrypted, and remain visible to manipulation of
cyberattackers.
Property 10 (Edge-Disjoint Paths for Reliability): For

mission-critical applications, multiple edge-disjoint paths can
be allocated between a D-source and a D-sink in sub-layer 3a,
to provide very strong reliability. The D-source can transmit
multiple copies of each packet, one over each path. The
D-sink will eliminate duplicate copies and keep one copy of
each packet. This scheme is similar to the IEEE 802.1 TSN
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FRER (Frame Replication and Elimination for Reliability)
proposal used in layer-2 networks. It is also similar to the
IETF Detnet PREOF (Packet Replication, Elimination and
Ordering Function) proposal. (Mission-critical applications
may also use Forward-Error Correcting (FEC) codes.) The
cost of providing multiple paths in sub-layer 3a (using inex-
pensive D-switches) is much lower than the cost of providing
multiple paths in layer 3 (using expensive IP routers).
Property 11 (Edge-Disjoint Paths for Cybersecurity): The

use of multiple edge-disjoint paths for a D-flow within one
SD-WAN, as described in property 10, can also significantly
improve cybersecurity, in addition to improving reliability.
Also, the use of multiple DVPNs from multiple indepen-
dent SD-WANs managed by independent cloud services
providers, i.e., potentially Google or Amazon, can also sig-
nificantly improve cybersecurity. In both cases, it becomes
increasingly difficult for a cyberattacker to compromise mul-
tiple paths in one SD-WAN, or multiple DVPNs in indepen-
dent SD-WANs, simultaneously to avoid detection.
Property 12 (External CyberAttacker, Malicious Packet,

Case 1):Any malicious packet transmission from an external
cyberattacker, which occurs at a time-interval for which no
transmission has been scheduled by the SDN control-plane,
can be quickly detected.

Proof: Such a transmission will be detected by the guar-
anteed IDS. Consider a packet which arrives at a D-switch (or
a D-sink) in a time-slot for which no arrival was scheduled.
This packet will violate the DRX schedule and must be un-
authorized. Such a packet will be quickly detected by the
guaranteed IDS.

Similarly, consider a packet which departs from aD-switch
(or a D-source) in a time-slot for which no departure was
scheduled. This packet will violate the DTX schedule and
must be un-authorized. Such a packet will be quickly detected
by the guaranteed IDS and the SDN control-plane can be
informed for corrective action.
Property 13 (External Cyber-Attacker, Malicious Packet,

Case 2): Any malicious packet transmission from an
external cyberattacker targeting a DVPN, which occurs
by over-writing a legitimate encrypted packet transmis-
sion scheduled by the SDN control-plane, can be detected
by the guaranteed IDS, with probability arbitrarily close
to 1.0.

Proof: The malicious packet will be delivered to a
D-sink, where it will be decrypted. The packet must pass the
Authorization-Check to be accepted. According to section III,
the probability a malicious packet from an external cyberat-
tacker can pass an Authorization-Check can be made arbi-
trarily small, by increasing the length of the Quantum Safe
encryption keys.

Furthermore, an external cyberattacker will be unable to
target any specific destination in the DVPN. The malicious
packet will be received by the D-sink associated with the
D-flow (or traffic class). This property holds since the SDN
control-plane determines the packet routing in DVPNs, and
D-switches do not examine packet-headers within a DVPN

to make routing decisions. Hence, an external cyberattacker
cannot direct a malicious packet to an arbitrary destination.
Property 14 (Containment of Internal CyberAttacker): An

internal cyberattacker may gain access to a secured com-
puter system by human error. It is the responsibility of
the administrative entity in charge of a DVPN to ensure
that its own computers within the DVPN are secure. The
entity should run anti-virus software, and implement Next-
Generation Firewalls on its secured computers. However, the
proposed paradigm provides significantly improved security,
against internal cyberattackers:
• (1) The internal cyberattacker can communicate over the
established D-flows within the DVPN. However, it can-
not read the secret encryption/decryption keys, or create
or modify D-flows, as the hardware implementation of
the trusted components will not allow this.

• (2) An internal cyberattacker cannot communicate with
the external world, as the communications of a DVPN
are limited to within the DVPN.

• (3) An internal cyberattacker cannot initiate a cyberat-
tack against the millions of other computers external to
the DVPN, as the DVPN is completed isolated.

• (4) An internal cyberattacker can only communicate
over authorized D-flows within its own DVPN, limiting
its ability to compromise other computers/resources to
those within the same DVPN.

• (5) If the entity adheres to the US NIST ZTA, then each
DVPN will protect a single network resource, thereby
limiting the damage caused by an internal cyberattacker.

In summary, if an administrative entity’s secured internal
computer system ever becomes compromised by an internal
cyberattacker, the damage will be contained to the DVPN in
question.
Property 15 (Security per DVPN): The SDN control-plane

can issue a private Quantum Safe encryption key of suitable
length, to the D-source and D-sink of every D-flow that
it establishes in a DVPN. A moderate security level may
entail encryption keys with 100s of bits. A high security level
may entail encryption keys with 1,000s of bits. A very high
security level may entail encryption keys with 10,000s of bits.

VI. EXPERIMENTAL RESULTS
Fig. 2b illustrates a USA Deteministic IoT network, with
26 cities and 82 edges. Each city has a D-source, a D-sink,
and a D-switch. This testbed was implemented on an Altera
FPGA. The testbed used a scheduling frame with 1,024 time-
slots. It transmitted small packets of size≈ 20 bytes, at a rate
of over 400 million packets per second. The hardware testbed
results were identical to the results of a software simulator,
which was written in Matlab, and the results were consistent
with theoretical expectations [20].

For this paper, the SDN control-plane programmed 983
D-flows into the USA topology with 26 cities and 94 edges,
to achieve a high link utilization of ≈ 99% in sub-layer-3a,
and the performance was determined using the software sim-
ulator. (Similar testbeds for the USA Deterministic IoT were
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FIGURE 6. (a) End-to-end queuing delay CDF on selected D-Flows. (b) End-to-end queueing delay jitter distribution for all D-flows. (c) Packets queued per
D-switch, versus time. (d) Distribution of packets queued per D-switch.

presented in [17] and [22]. In those testbeds, ≈ 310 D-flows
were programmed into the USA topology, to achieve a link
utilization of ≈ 92% in sub-layer 3a.)
In Fig. 6, let the fibers in sub-layer 3a operate at 200 Gbps,

consistent with today’s Silicon Photonics transceivers.
Assume 1,024-byte IP packets are used, and that an IP packet
transmission takes 1 time-slot. (Larger IP packets can use
more time-slots, or they can be fragmented into 1K byte
fragments, which are sent over sub-layer 3a.) Therefore, each
time-slot has a duration of ≈ 41 nanoseconds.
Fig. 6a illustrates the end-to-end queueing delays for

several D-flows, in microseconds. The end-to-end queue-
ing delays are all ≤ 5 microseconds. Consider the D-flow
between LA and Miami. The distance between these two
cities is ≈ 3800 km, and the fiber latency is ≈ 19 millisec-
onds. The queueing delay is ≈ 1,000 times smaller than the
end-to-end fiber delay, consistent with the theory presented
in [20].

Fig. 6b illustrates the end-to-end delay jitter of the pack-
ets, when they arrive at a D-sink. Over 99% of all packets

experience a delay jitter ≤ 4 µsec. These jitters are much
smaller than the end-to-end fiber delays in the USA network,
which are measured in milliseconds.

Fig. 6c illustrates the evolution of the number of packets
queued in each city versus time, assuming an empty net-
work at time-slot 0. The vertical lines represent the start
of a new scheduling frame (with F=1,024 time-slots). The
evolution reaches a deterministic pattern which repeats for
each scheduling frame. The steady-state is reached after ≈
4 scheduling frames (i.e., ≈ 4,096 time-slots).

1) ROUTER BUFFER SIZING RULES OF THUMB
Fig. 6d shows that at most about 120 packets are buffered
any node, even when the links in sub-layer 3a operate at ≈
99% utilization. The well-known Bandwidth-Delay-Product
(BDP) buffer-sizing rule of thumb is used to find approximate
buffer sizes in BE IP routers (see Appendix B). Assume an
average Round-Trip-Time (RTT) of 250 milliseconds for the
flows traversing a link (as in [52]), and a link of capacity C=
200 Gbps. The BDP rule of thumb states that the worst-case
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FIGURE 7. Occupancy of two VOQs in the Las Vegas switch (in packets).

buffer size for the link, to avoid exhausting a buffer is RTT ·
C or about 6.25 Gigabytes, or about 6.1 million packets
(at 1K-bytes each). A BE IP router with degree 3 would
require worst-case buffer sizes of ≈ 18 million packets. This
extensive amount of buffering represents a phenomena called
Buffer Bloat, where a BE IP router may buffer many packets
from an individual BE-flow [6]. As shown in Fig. 6d, the
use of D-switches has reduced the worst-case buffer size
from≈ 18million packets down to≈ 120 packets, a reduction
of ≈ 150,000 times.

Reference [52] has presented a Small Buffer rule of thumb,
where the worst-case buffer size for each IoT link is RTT ·
C/
√
N , where N is the number of long-lived TCP (Transmis-

sion Control Protocol) flows traversing a link. Letting N ≈
1, 024, the Small Buffer rule indicates that the worst-case
buffer size for each link is about 195 Megabytes, or about
195K packets, a significant reduction. When compared to
the Small Buffer rule, the use of D-switches has reduced the
buffer size for a router of degree 3 from≈ 585K packets down
to ≈ 120 packets, a reduction of ≈ 4,875 times.
Our analysis and experimental results indicates that for

deterministic traffic, a new rule for buffer sizes can be stated.
The Deterministic Buffer Size rule states that the amount
of buffering required in a D-switch, to avoid exhausting a
buffer and to maintain 100% throughput, is K packet buffers
per D-flow, where K is a small number that depends upon
the Smoothness of the deterministic service that a D-flow
receives [20], [63]. According to [20], [63], K ≈ 1/2 packet
per D-flow when very smooth schedules are used. The
Smoothness can be defined as the worst-case lead or lag in the
service a D-flow receives, relative to a perfectly-scheduled
D-flow. The smoothness is called the Normalized Service
Lead/Lag in [20] and [63].
Fig. 7 illustrates the occupancy (i.e., the number of packets

queued) per VOQ, for 2 VOQs in the Las Vegas switch, versus

TABLE 2. Revenue from 2020 annual reports.

time. The packet arrivals and departures for each VOQ form
deterministic processes, with no randomness. The processes
converge to steady-state patterns, after ≈ 2..4 scheduling-
frames. As stated in properties 7 and 8, malicious packets
from an external cyberattacker (that are transmitted when no
transmissions have been scheduled) will violate the deter-
ministic DTX or DRX schedules in a D-switch, and will be
quickly detected by the guaranteed IDS.

VII. EXTENSIONS AND IMPLICATIONS
This section discusses some extensions and implications of
the proposed paradigm.

A. CAPITAL COSTS OF THE BE-IoT
Table 2 shows the 2020 yearly revenue for some major
BE-IoT equipment manufacturers (in US dollars), from their
2020 annual reports. (Nokia purchased Alcatel/Lucent Tech-
nologies in 2015). Cisco reports revenues of $49.3 Billion
in 2020. Approximately 72% of this figure represents prod-
ucts, while 28% represents services. The total revenue for
these companies in 2020 is ≈ $218 Billion USD. Assuming
72% of this figure represents global product sales, then the
global capital costs of BE-IoT equipment can be estimated
at ≈ $157 Billion USD, in 2020.
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Google has reported that BE-IoT links operate at about
25% utilization [25]. Assuming the global BE-IoT oper-
ates at 25% utilization, then ≈ 75% of the capital costs
are effectively wasted, i.e., the wasted capital costs are
about $120 Billion US per year in 2020. If the use of SDN
control-planes and SD-WANs can improve the utilization of
the global IoT network by ≈ 25% to 50%, then the potential
savings in capital costs are≈ $39 Billion to $78 Billion USD
per year, respectively.

B. OPERATIONAL COSTS OF THE BE-IoT
Cisco has estimated that up to 95% of the network config-
uration changes in BE-IoT equipment (i.e., routers and fire-
walls) are performed manually [8]. Cisco estimates that the
operational costs of manually maintaining the current BE-IoT
infrastructure is about 2 or 3 times the capital costs. Given
that global capital costs can be estimated at ≈ $157 Billion
USD per year in 2020, then according to Cisco’s estimates,
the annual operational costs of the BE-IoT can be estimated
to be≈ $300 Billion up to $450 Billion USD per year. (These
figures represents less than 1%of global GDP in 2020, so they
seem realistic given the pervasiveness of the BE-IoT.) If the
use of SDN control-planes and SD-WANs can improve the
controllability and reduce operational costs by ≈ 50% per
year, then the potential savings in operational costs can be
estimated at ≈ $150 Billion to $225 Billion USD per year,
respectively.

Cisco has argued for the need to ‘Transform the Infrastruc-
ture’, to include SDN controllers and SD-WANs, to allow
for unified domain controls and policies [8]. The proposed
paradigm exploits an SDN control-plane and SD-WANs,
which combine 5 distinct topics (deterministic communica-
tions, PQC, the ZTA, the ACS and the IDS) to significantly
improve cybersecurity.

C. The Log4j CYBERATTACK
The log4j cyberattack was first reported in Dec. 2021 [128],
[129]. Log4j is widely-used open-source software from the
Apache Software Foundation, that is used in servers to log
events such as diagnostic messages, and to communicate the
results to system administrators. For example, it can record
the user names of all users attempting to log into a web-server.
It is used in video games such as Minecraft, and in Apple
iCloud and Amazon Web Services.

To enhance its functionality, log4j can perform remote
lookups, i.e., JNDI (Java Naming and Directory Interface)
lookups and Java RMI (Remote Method Invocation) reg-
istry lookups [130]. The JNDI program can utilize naming
and directory services from many widely available remote
servers, i.e., (i) LDAP (Lightweight Directory Access Proto-
col) servers, to look up data such as usernames.
Unfortunately, JNDI does not protect against lookups from

servers controlled by an attacker, and thus log4j is vulnerable
to cyberattacks. To launch an attack, an attacker queries a
web-server, in an attempt to trigger a log record. The query
includes malicious text, which will cause the web-server to

access a remote LDAP server with malware, that the attacker
controls. The attacker can then take control of the web-server.
It is expected that log4j vulnerabilities will be around for
many years to come, given the wide-spread use of log4j in
other software products.

The US CISA in document CVE-2021-44228 has several
recommendations to protect vulnerable assets [128], [129]:

• Remove the asset from the network (unplug the cable)
• Implement a Firewall to stop lookups from unknown
servers

• Restrict the asset’s communications to the Internet or the
enterprise network

More detailed steps can be taken, but these require more
specialized equipment, i.e., a Next-Generation Firewall or an
IDPS that performs Deep Packet Inspection:

• Block outbound LDAP traffic, or implement an allowlist
to only allow access to known good destinations

• Block outbound RMI traffic, or implement an allowlist
to only allow access to known good destinations

• Block outbound DNS traffic, or implement an allowlist
to only allow access to known good destinations

The CISA term allowlist represents a simplified Access Con-
trol System.
How the Proposed Paradigm can Mitigate log4j Risk:

Consider a web-server for a critical infrastructure, such as
the Smart Power Grid. Suppose that it receives messages
from 1,000s of remote computers and devices which monitor
the grid, and it uses the log4j software to log information.
The proposed paradigm offers several levels of protection:
(i) All communications between the web-server and remote
devices will belong to one large DVPN, or several smaller
DVPNs, and these DVPNs are completely isolated from the
rest of the IoT. No unauthorized entity (i.e., external cyberat-
tacker) will be able to send a message to the server or any
computer/device. (ii) The web-server will only be able to
access other remote servers, that have been pre-approved by
the ZTA/ACS. The web-server will be blocked from access-
ing any arbitrary remote server that is not approved by the
ZTA/ACS. (iii) By implementing a ZTA, the probability that
an internal cyberattacker exists and can access the web-server
is minimized, as all users, devices and applications are contin-
ually authenticated using a rule-based ACS andMulti-Factor
Authentication. The proposed paradigm thus implements the
key recommendations of the CISA.

D. DETERMINISTIC VIDEO DISTRIBUTION NETWORK
According to Cisco, global IP networks will carry
9.1 Exabytes of traffic per day in 2021 (an Exabyte equals
one billion Gigabytes) [26]. The amount of IP traffic crossing
the global IP network every minute will equal the gigabyte
equivalent of all movies ever made. Globally, IP video will
form 82% of all IP traffic in 2021, and this figure is slowly
increasing with time.

A 4K UHD (Ultra High Definition) video stream with a
standard frame rate has a bit-rate of typically < 60 Mbps,
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while a high frame rate has a bit-rate of typically< 100Mbps.
Consider a 200 Gbps BE-IoT link that operates at 50%
utilization, thus carrying 100 Gbps of traffic. According to
Cisco, about 82 Gbps will this figure will be IP video traffic,
on average. Assuming each video stream requires 100 Mbps,
the minimum number of IP video streams carried on this link
is ≈ 820.

Video traffic is well suited for transport over determin-
istic SD-WANs in sub-layer 3a. A single video stream is
very bursty. However, the aggregation of 100s of indepen-
dent video streams significantly lowers the burstiness, as the
aggregated stream converges toward a constant bit-rate video
stream [17]. Given that about 82% of all IP traffic is video
traffic in 2021, there is a significant opportunity to migrate
much this traffic to the SD-WANs in deterministic sub-layer
3a, where it can be carried with ultra-low latency, and with
effectively close to 100% link utilization. This migration
would lower the amount of traffic carried in the BE-IoT in
layer 3, thus decreasing the annual capital costs of deploying
relatively inefficient and expensive BE IP routers in layer 3.
It will increase the amount of traffic carried in the Deter-
ministic IoT in sub-layer 3a, thus increasing the much lower
capital costs for deploying highly-efficient and lower cost
D-switches in sub-layer 3a.

E. ROUTING AND QUEUEING COMPARISON, D-FLOWS VS
BE-FLOWS
The layer 3 BGP protocol introduces considerable complexity
and security weaknesses into a BE IP router. A BE IP router
might process anywhere between 100 million and 1 billion
IP packets per second, representing a tremendous amount of
computational work and energy. Furthermore, the resulting
BGP routing is not secure, as cyberattackers can maliciously
update BGP routing tables in BE IP routers. It is estimated
that layer 3 packet header processing consumes about 60%
of the power of a BE IP router [127].

The proposed paradigm removes all routing and scheduling
algorithms, from the D-switches in sub-layer 3a, and moves
them into the SDN control-plane. This migration results in a
dramatic simplification of the D-switches, relative to a BE
IP router, such that a D-switch can be implement on one
(or a few) integrated circuits (FPGAs or ASICs). Consider
the routing of D-flows in sub-layer 3a using the Max-Flow
Min-Cost routing algorithm in [20]. According to [20], the
routing for 416 D-flows will take ≈ 8.17 seconds, on a dual
core microprocessor. The SDN control-plane resides in one
(or more) data-centers, and it is expected that between 1,000
and 50,000 multi-core processors within a data-center will
be applied to perform the routing and scheduling (each with
4-8 cores). Assume 1,000 quad-core processors are assigned
to the routing, and they achieve ≈ 50% of the peak per-
formance. The routing time for 416 D-flows in the SDN
control-plane is ≈ 4.1 millisecond. The routing time per
D-flow can thus be estimated at ≈ 10 µseconds.
Once the routing is complete, the D-schedules are

computed by the SDN control-plane. Assume each D-flow

represents a High Definition (HD) IP video stream, with
a data-rate of about 6.1 Mbps, over a period of 2 hours.
Assume a scheduling-frame with 32K time-slots, where each
time-slot has a duration of 41 nanosec. This scheduling
frame is reused repeatedly for 2 hours, and each D-flow
sends about 5.4 million packets in 2 hours. The schedul-
ing of these 416 D-flows in a dual core processor, into one
scheduling-frame, is estimated to take ≈ 40 seconds. The
scheduling of these 416 D-flows in the SDN control-plane,
using 1,000 quad-core processors, is expected to take ≈
20 milliseconds. The scheduling time per D-flow per hop
is thus ≈ 48 µsecond. Assume the D-flow will traverse
a path with 10 BE IP routers (i.e., 10 hops). The total
routing+scheduling time, for 1 D-flow in 10 hops, is domi-
nated by the scheduling time, and≈ 490 µseconds. Once the
routing and scheduling have been completed, theD-schedules
can be re-used for extended periods of time, i.e., days, weeks,
or months. The total queueing time for 1 packet in a D-flow,
per hop, is ≈ 1 µsec, as observed from Fig. 6(a). The total
queueing time for 5.4M packets in a D-flow, per hop, is ≈
5.4 sec. The total queueing time for 5.4M packets in a D-flow,
over 10 hops, is thus ≈ 54 seconds.
Consider the performance of BE-traffic flows, which

attempt to carry the same amount of video traffic in the
BE-IoT network. The IP packet headers will be repeatedly
processed in all the BE IP routers traversed by the BE-
flows, over a long period of time, to perform the routing
and scheduling. The BGP routing will consume a significant
amount of time and energy, and the BGP routing will be inse-
cure. Assume each BE packet incurs a time of ≈ 5 nanosec
per hop, for routing and scheduling overhead (please see
Appendix B). The total routing+scheduling time for 5.4M
BE packets in one hop is thus about 26 milliseconds, and
the total routing+scheduling time for 5.4M BE packets in
10 hops is thus about 260 milliseconds. Assume the total
queueing time per packet per hop will be ≈ 5 milliseconds.
The total queueing time of 5.4M BE packets per hop will be
≈ 27,000 seconds.
Table 3 compares the routing+scheduling time and total

queueing delays, for D-flows and BE-flows. Comparing the
total time for routing+scheduling, the D-flows are about
540 times faster than the BE-flows. Much of this time advan-
tage comes from the use of 1,000 quad-core processors to
perform the routing and scheduling of D-flows in a data-
center, plus the fact that the D-schedules are re-used 1,000s
of times. Comparing the total queueing time, the D-flows
are about 5,000 times faster. Much of this time advantage
comes from the Deterministic Buffer Size rule that applies,
where each D-flow buffers K packets per hop, for a small
number K (where K is ≈ 0.5 for the D-switch shown in
Fig. 3). In contrast, each BE-flow buffers typically between
5 and 10 packets in each BE IP router in this example, as
shown by the large total queueing time, contributing to a
phenomena known as Buffer Bloat [6].

The paradigm can thus yield significant improvements in
performance, energy, and security, for applications in which
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TABLE 3. Comparison of routing + scheduling time, for D-flows vs. BE-flows.

long term traffic flows can be established, i.e., in networks
that manage critical infrastructures, or networks that deliver
IP video traffic.

F. USING MPLS-LIKE FLOW-LABELS IN SUB-LAYER 3a
Fig. 2 illustrates the proposed deterministic forwarding sub-
layer 3a. A key feature of sub-layer 3a is that it ‘Transforms
the Infrastructure’ as Cisco advocates [8], i.e., sub-layer 3a
does not need to perform any complex layer 3 routing or
scheduling algorithms at all, and it does not need to process
IP packet headers, resulting in a dramatic simplification of
the D-switches.

The current BE-IoT includes many network domains
which employ Multi Protocol Label Switching (MPLS),
where each MPLS packet includes a flow-label in its header.
The proposed paradigm can be modified so that D-switches
do perform some simple processing in sub-layer 3a. The
D-switches still retain a dramatic simplification compared
to a BE-IP router, as they do not perform complex layer 3
routing and scheduling algorithms.

For example, each packet in sub-layer 3a can use a flow-
label to identify each flow. Flow-labels typically have about
20-24 bits (MPLS flow-labels have 24 bits, and IPv6 flow-
labels have 20 bits). Each input port in a D-switch can have a
high-speed flow-table, with an entry for each possible flow-
label. When a packet arrives at an input port, its flow-label
is extracted, and used to read a row of the flow-table. The
row yields the desired output port for the packet, and a new
flow-label to be used for the outgoing packet. The SDN
control-plane will maintain the flow-tables in each D-switch.
The purposes of this approach are three-fold: (a) to keep the
complex layer 3 routing and scheduling algorithms in the
SDN control-plane, so that D-switches remain simple and
secure; (b) to eliminate the need to synchronize D-switches in
sub-layer 3a, as each packet will now carry a flow-label in its
header to be used in a lookup-table in each D-switch; (c) To
retain the security features of the proposed paradigm (as every
packet in a DVPN must pass the Authorization Check).

G. MIGRATING SUB-LAYER 3a INTO THE BE IP ROUTERS
In Fig. 2, the deterministic forwarding sub-layer 3a exists
below the BE IP routers in layer 3, with the motivation to
‘Transform the Infrastructure’, as Cisco advocates [8]. Nev-
ertheless, it is possible to migrate the sub-layer 3a into the

BE-IP routers, by using Time Division Multiplexing (TDM),
as discussed in section II.H for Deterministic Ethernet net-
works. (The IETF Converged WAN also uses a repeating
TDM schedule.) Each BE-IP router can absorb one (or more)
D-switches, and the D-switches can still be completely con-
trolled by the SDN control-plane. These resulting routers can
be called Integrated Services/Differentiated Services routers,
i.e., ISDS routers.

Each IoT link can use a repeating TDM schedule, with
alternating windows of time defined for best-effort traf-
fic and deterministic traffic. Suppose an IoT link is con-
figured to support BE traffic 50% of the time, and the
windows have a duration of 0.1 millisecond. Assuming
a 200 Gbps link, and assuming sub-layer 3a uses packets with
1,024 bytes, then each time-slot in a deterministic window
represents ≈ 41 nanoseconds, and a 0.1 millisec window
will hold ≈ 2,439 time-slots. The SDN control-plane can
schedule the transmissions for deterministic traffic into these
windows, with no significant changes to any algorithms. The
SDN control-plane can still retain complete control over the
routing and scheduling, and packets arriving at a DVPN at a
D-switch must still pass the Authorization Check, such that
the security properties remain intact. This approach undoes
some of the Transformational Effect of introducing a separate
sub-layer 3a, and it will increase the capital cost of the IoT
network by forcing all BE IP routers to be upgraded to ISDS
routers, but it retains the very strong security features of the
proposed paradigm, and it is a less transformational approach
that can be taken.

VIII. CONCLUSION
Cyber-security remains an outstanding challenge [4], and the
world needs new ideas for the cybersecurity crisis. This paper
has presented the ‘Cybersecurity via Determinism’ paradigm
for the next-generationDeterministic IoT, Industrial IoT, and
Tactile IoT. The paradigm exploits the intersection of 5 dis-
tinct topics, including: (i) Deterministic Communications,
(ii) Post-Quantum Cryptography, (iii) Zero Trust Architec-
tures, (iv)Access Control Systems and (v) Intrusion Detection
Systems. It is shown that the use of a logically centralized
SDN control-plane, with global knowledge of all existing
D-flows and link utilizations, can significantly strengthen
cybersecurity in the IoT, by explicitly controlling and tracking
all communications.
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This paradigm introduces a new forwarding sub-layer (3a)
of simple and secure D-switches. This sub-layer supports
many deterministic SD-WANs, and it gives Network admin-
istrators 3 tools for enabling deterministic communications,
and for significantly improving cybersecurity: Access Con-
trol, Rate Control and Isolation Control. This sub-layer also
provides hardware support in layers 3 and 4 for the US
NIST Zero Trust Architecture [18]. An SDN control-plane
can embed millions of isolated DVPNs into the SD-WANs
of sub-layer 3a, each consisting of many isolated D-flows.
The DVPNs are immune to congestion, interference and
DDoS attacks. Packets in a DVPN are encrypted from end-
to-end using Quantum Safe encryption, which is impervious
to attacks by Quantum Computers using existing quantum
algorithms. Even the packet headers are encrypted, and they
cannot be viewed or compromised by a cyberattacker. The
D-switches do not examine packet headers to make layer-3
routing or scheduling decisions, resulting in a dramatic sim-
plification in hardware complexity. The D-switches do not
implement insecure layer 3 protocols, such as the Berkeley
Sockets and the BGP routing protocols, resulting in a dramatic
improvement in security.

The paradigm allows each nation to signifiant strengthen
its national security, by reducing the number of cyberat-
tacks against its critical infrastructure. The probability that
a DVPN can be compromised by an external cyberattacker
can be made arbitrarily small, and effectively zero, by using
longer Quantum Safe encryption keys. The probability that a
DVPN, which has already been compromised by an internal
cyberattacker through human error, can compromise a remote
DVPN can be made arbitrarily small, and effectively zero, by
using longer Quantum Safe encryption keys. Generalizations
of the Quantum Safe AES and RIJNDAEL algorithms to
use longer keys have also been presented. The paradigm can
save network operators $10s of Billions per year (and poten-
tially $100s of Billions per year) in reduced capital, energy
and operational costs, by exploiting a more efficient and
easily-controllable deterministic software defined network-
ing infrastructure, which exploits FPGAs. The paradigm can
save the global economy a significant fraction of the global
costs of cybercrime, which are currently estimated at about $1
Trillion per year in 2020 (and rising to potentially $10 Trillion
per year in 2025). In summary, the paradigm can significantly
strengthen cybersecurity, well beyond what is possible with
today’s BE-IoT using existing security protocols.

APPENDIX
A. APPENDIX A: COMMON ACRONYMS
Table 4 briefly summarizes the most common acronyms used
in this paper.

B. APPENDIX B: A BE IP ROUTER
A Best-Effort (BE) IP router which interconnects 32 optical
fibers (each at 200 Gbps), has a peak throughput of 6.4 Tbps.
In a layer-3 BE IP router, the packet headers are processed

to make best-effort routing and scheduling decisions, in real-
time. Assume that IP packets have an average size of 1K
bytes. The BE IP router will process about 781 million
packet-headers per second. It may have a queue for data-plane
packets waiting for their packet headers to be processed, to
perform the routing. It may also have a queue for control-
plane packets, which havework to perform (i.e., to implement
the BGP routing protocol and update the BGP routing tables).
Packet-header processing can consume about 60% of the
power of a BE IP router [127].

Each autonomous system in the IoT is associated with a
range of IP addresses that it can reach, called a routing prefix
(or simply a prefix). An IPv4 prefix is typically identified
using 4 hexadecimal numbers to represent 32 bits, where
the most significant bit values identify the prefix, i.e., the
string 192.51.100.0/24 uses the most significant 24 bits of the
given IPv4 address as the prefix. This prefix can be obtained
from an IPv4 address by using a bit-mask to identify the
relevant bits. In this case the bit-mask is 255.255.255.0. Each
router maintains a BGP routing table, which associates a
preferred outgoing IoT link with each routing prefix that it
is aware of. As of 2021, IPv4 had about 861,000 prefixes,
and IPv6 had about 109,000 prefixes. Many IP routers have a
hardware limit of 1M routing table entries, which is expected
to be reached by late 2023. These tables are maintained in
a distributed manner, where each router receives an Update
message from its peers, i.e., where a new preferred link is
identified for a routing prefix.

BGP routing in inherently insecure, as it uses the basic
insecure IP protocol in layer 3 to maintain BGP routing tables
[27]–[29], [131]. In addition, there is a considerable amount
of work to do, to perform the routing for a single packet.
The destination IP address must be extracted from the packet
header, the prefix must be extracted, and it must be compared
to all the prefixes stored in the BGP routing table, to see if a
match is found. Typically, a BGP routing table may contain
up to 1M routing prefixes, and all these prefixes are typi-
cally searched in parallel, requiring an extensive amount of
hardware and energy. It is estimated that the time involved to
perform one BGP table lookup requires 5 nanoseconds [132].

The router will require about 4-8 Gigabytes of high-speed
RAM (memory), to store IP routing tables. BE IP routers
often use a buffer-sizing rule-of-thumb called the Bandwidth-
Delay-Product (BDP) rule to store IP packets in a queue
awaiting transmission on an outbound link [52]. Assume
the mean Round-Trip-Time (RTT) is ≈ 250 milliseconds,
for BE flows traversing a link. Assume the link capacity is
C = 200 Gbps. According to the BDP rule of thumb, each
link requires data buffers for RTT · C ≈ 50 Gigabits, or ≈
6.25 Gigabytes. Thus, a BE IP router with 32 fiber-optic links
would require ≈ 200 Gigabytes of high-speed memory to
buffer data, and at least 4-8 Gigabytes of memory to store
IP routing tables. It would be impossible to fit such a system
onto a single ASIC or FPGA.

Reference [52] has presented a Small Buffer rule of
thumb, which states that each link requires data buffers for
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TABLE 4. Commonly used acronyms.

RTT · C/
√
N bits, where N is the number of long-lived TCP

(Transmission Control Protocol) flows that traverse the link.
Assuming N = 1, 024, this rule would reduce the amount of
buffering required for one IoT link to ≈ 1.56 Gigabits. A BE
IP router with 32 links would thus require about 50 Giga-
bits of buffering, It would be impossible to fit this amount
of high-speed memory for buffering on a single integrated
circuit.

In contrast, a D-switch can reduce the memory needed
for buffering data by 1,000+ times. It can also eliminate the
need for a processor and memory, running a Linux operating
system and the insecure Berkeley Sockets software, to imple-
ment insecure layer-3 protocols such as ICMP, BGP and IGP.
The simplification allows a D-switch to be implemented in
hardware in a single ASIC or FPGA integrated circuit, for
a dramatic cost reduction, and it is much easier to secure
compared to a complex BE IP router.

C. APPENDIX C—COMMON CYBERATTACKS IN THE BE-IoT
Table 5 illustrates some common cyberattacks in the BE-IoT.

1) DOS AND DDOS ATTACKS
According to Cisco, a DOS (Denial of Service) attack will
flood a device (or web-server or network) with superfluous
traffic, to exhaust resources or network bandwidth, resulting
in either degraded performance, or outright service out-

age [8]. In a DDOS (Distributed DOS) attack, multiple com-
promised devices launch the attack. A Botnet is a network
of devices which have been compromised with malware, and
Botnets are typically used in DDOS attacks. The average
DDOS attack has an intensity of 1 Gbps, enough to take
down most organizations. About 33% of DDOS attacks last
about 1 hour, 60% last for one day or less, and 15% last
for 1 month or longer. Some motivations for DDOS attacks
are: (i) financial gain through extortion, or (ii) gaining a
competitive advantage. The top industries targeted by DDOS
attacks include: (i) online gaming, (ii) service providers,
(iii) cloud services such asAWS andAzure, (iv) governments,
(v) financial services, and (vi) online retailers. According
to Cisco, the number of DDOS attacks is expected to reach
15.4 million per year by 2023. In Dec. 2021, the Microsoft
Azure networking team observed and thwarted a 3.47 Tbps
DDOS attack, which is believed to be one of the largest
DDOS attacks in history. The attack originated from about
10,000 compromised devices in 10 different countries (please
see ZDnet article Microsoft - Heres How We Stopped the
Biggest Ever DDOS Attack).

2) SPOOFING ATTACK
In a Spoofing attack, an entity (a person or computer program
or IP packet) masquerades to appear to be from another entity,
by falsifying data. The TCP/IP protocol does not use any form
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TABLE 5. BE-IoT - common security threats.

of authentication of the source or destination IP addresses in
the IP packets. In an IP spoofing attack, typically the source
IP address in the packet header is modified to appear to be
from an alternate sender. These attacks can be used to create
a Man-in-the-Middle (MITM) attack, in which a cyberat-
tacker interposes itself between two communicating entities
to intercept their communications without their knowledge.
MITM attacks often occur when two entities communicate
over unprotected wireless networks. Spoofing attacks can be
mitigated by using Next Generation Firewalls, which per-
form Deep Packet Inspection, or by taking other steps to
authenticate the source and destination IP addresses of IP
packets. In a Domain Name System (DNS) Spoofing attack,
an internet domain name is misrepresented in the DNS server
(i.e., it maybe spelt incorrectly), causing the victim to visit a
malicious web-site, such as a fraudulent bank website (which
resembles the legitimate bank website). The cyberattacker
can then collect sensitive information from the victim, and
also install malware to gain longer-term access to the victim’s
machine.

3) PHISHING ATTACKS
A Phishing attack uses deception, with a goal to steal sen-
sitive user information, such as login credentials and credit
card information. An attacker typically masqerades as a
trusted entity by sending fraudulent information, and con-
vinces the victim to open an email, or text message, or visit
a malicious web-site. As of 2020, Phishing was one of
the most common cyberattacks. Most phishing attacks are
delivered by email to a large pool of targets (i.e., Bulk
Phishing attacks). These emails may use a spoofed source

address, and appear to be from legitimate banks and finan-
cial services, email and cloud services providers, or stream-
ing services providers. Some phishing attacks include a
link to a malicious website. The malicious website usually
appears to be legitimate, and it may prompt the potential
victim to log into their account, to address an urgent issue.
Google has a service entitled Google Safe Browsing (see
https://safebrowsing.google.com), which monitors websites
and reports websites which may be compromised to their
owners. Results are also reported in many web browsers, such
as Google Chrome. During Oct. 2021, Google reported about
5 million potentially compromised web-pages per week.
In Oct. 2021, the average response time for an owner to
address the warning was about 47 days.

4) SPEAR PHISHING ATTACKS
In a Spear Phishing attack, a specific organization or a
specific individual is targeted. These attackers may collect
information about the intended target, so that the malicious
emails and web-sites are more likely to succeed.

5) MALWARE ATTACK (i.e., REMOTE-CODE-EXECUTION
ATTACK)
In a Malware or Remote Code Execution (RCE) attack, a
remote cyberattacker can typically assume control of a vic-
tim’s computer or device, typically by downloading mali-
cious software to that computer or device. The attacker can
then typically execute any OS commands or run arbitrary
malicious code on the victim’s machine. Typically, the vic-
tim’s machine has a Remote Code Execution Vulnerability
in its hardware or software, which a cyberattacker exploits.
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TABLE 6. IETF DetNet—most important security threats.

The US NIST maintains a list of software applications with
vulnerabilities in a National Vulnerability Database (NVD)
(available at: https://nvd.nist.gov/vuln). The MITRE Corpo-
ration maintains a system called the Common Vulnerabilities
and Exposures (CVE) system, which ranks the severity of
common vulnerabilities.

6) MALWARE VIA EMAIL ATTACHMENTS
One of the most popular methods of initiating a mal-
ware (RCE) attack is via email attachments. Typically,
an email to sent to a potential victim as part of a phishing
or spear-phishing attack. The email typically has a malicious
attachment. According to the MITRE Corp, the attachment
may be (a) an executable file, (b) a Microsoft Office doc-
ument, (c) a PDF file, (d) an archived (.zip or .rar file) or
(e) an html file. A Word attachment may use the Rich Text
Format (RTF). (The opening of an RTF file often requires
the execution of remote code, and hence all emails should
only be opened in plaintext mode.) Any of these attached
files can contain links (URLs) to compromised websites that
the victim is enticed into visiting. The text of the email mes-
sage usually gives a plausible reason why the victim should
open the file/attachment. Upon opening the attachment, the
payload exploits a vulnerability on the victim’s computer,
or directly executes on the victim’s computer. (See document
MITRE-Phishing: Spearphishing Attachment, Available at:
https : attack.mitre.org/techniques/T1566/001.)

7) RANSOMWARE ATTACK
In this attack, a cyberattacker assumes control of a victim’s
machine, and downloads software to encrypt the data files
accessible from that machine. Some attacks may encrypt
entire disks. The victim must typically pay a ransom, often
using anonymous cryptocurrency such as Bitcoin, to receive a

decryption key, which can be used to recover the original data
files. According to Cisco, most ransomware infections occur
from malicious emails, websites and attachments. To protect
against ransomware attacks, Cisco recommends that users
enable MultiFactor Authentication, use a Next-Generation
Firewall, and use an Intrusion Prevention System (IPS). They
also recommend controlling access to critical resources.

8) CROSS-SITE SCRIPTING ATTACK (XXS)
Someweb-applications are vulnerable toCross-Site Scripting
attacks, which are a form of RCE attacks. A cyberattacker
can inject a Client-Side Script into the web pages viewed by
other users, thereby bypassing the default ACS, and assume
control of the victim’s machine. A Client-Side Script is
a small program that is processed by the web browser of
the client. These programs are automatically downloaded,
compiled and executed by the web browser, when a client
visits a website. Javascript is a popular client-side scripting
language.

9) SQL INJECTION ATTACK
According to Cisco, many web-servers use SQL (Structured
Query Language) in their websites [8]. In an SQL attack,
an attacker inserts malicious code into a web-server’s user
interface, causing the web-server to reveal sensitive infor-
mation (i.e., user names and passwords). Such attacks are
relatively easy to create, as an attacker can submit malicious
code into a vulnerable website search box.

D. APPENDIX D: IETF DETNET SECURITY THREATS
The IETF has summarized themost important security threats
for its DetNet Converged-WAN in [121]. We briefly sum-
marize these threats in Table 6, and explain how they are
addressed in the proposed Deterministic IoT (D-IoT).

VOLUME 10, 2022 45925



T. H. Szymanski: ‘‘Cyber Security via Determinism’’ Paradigm for Quantum Safe Zero Trust Deterministic IoT

1) DELAY ATTACK
In this attack, packets in a DetNet-flow are delayed by
a cyberattacker, causing a deterministic maximum delay
bound to be exceeded. The attack can target the data-plane
or the control-plane. In the proposed D-IoT, D-flows tra-
verse D-switches according to D-schedules. In order to
delay any packets, a cyberattacker must first compromise
a secured component (a D-source or D-switch), and then
insert a new D-schedule, which delays one or more D-flows.
(Alternatively, the cyberattacker must compromise the SDN
control-plane, or the DVPN-controller, and then modify the
D-schedule of a secured component). By security proper-
ties 1 and 2, the probability a cyberattacker can compromise
any secured component, by injecting malicious control-plane
packets, can be made arbitrarily small by using longer Quan-
tum Safe encryption keys.

2) FLOW HEADER MODIFICATION ATTACK
In this attack, the packet header of a DetNet-flow is modified
by the cyberattacker. The attack can target data-plane packets
or control-plane packets. The proposed D-IoT does not exam-
ine the packet headers, and hence this attack does not exist in
the proposed D-IoT.

3) RESOURCE SEGMENTATION ATTACK
This attack occurs when resources which should be reserved
for DetNet-flows are consumed by BE-flows. For example,
a DetNet Converged IP Router may have a queue for control-
plane packets, which havework to perform (i.e., to implement
the BGP protocol and update IP routing tables). If DetNet-
flows share this queue with BE-flows, then the DetNet-flows
could be delayed if a cyberattacker floods the Converged IP
router with BE-flows [121]. This attack does not exist in the
proposed D-IoT for 2 reasons: (a) The D-IoT does not process
packet headers; (b) It strictly isolates D-flows fromBE-flows,
using sub-layer 3a.

4) PACKET REPLICATION ATTACK
To achieve very high reliability, DetNet can allocate multiple
paths to a DetNet-flow, for improved reliability. Each packet
is replicated and sent along a different path. This attack
disrupts the packet replication process, thereby affecting reli-
ability. In the proposed D-IoT, packets are replicated and
transmitted along distinct paths, according to D-schedules.
To implement this attack in the D-IoT, a cyberattacker
must first compromise a secured component (D-source or
D-switch), and then insert a new D-schedule, which disrupts
the packet replication handling. (Alternatively, the cyberat-
tacker can compromise the SDN control-plane or DVPN-
controller, and then modify the D-schedule of a secured
component). By security properties 1 and 2, the probability
a cyberattacker can compromise any secured component,
by injecting malicious control-plane packets, can be made
arbitrarily small by using longer Quantum Safe encryption
keys.

5) PATH CHOICE ATTACK
This attack disrupts the manner in which distinct paths are
selected. In the DetNet Converged-WAN, distinct end-to-end
paths are established in real-time as needed, using layer-3 sig-
nalling (control-plane) packets. The criteria for path selection
typically include: path latency, jitter, reliability, and packet
loss rate. A cyberattacker could attempt to manipulate these
metrics, to affect the path choice. In the proposed D-IoT, the
distinct paths are established in advance by the SDN control-
plane. To implement this attack in the D-IoT, a cyberattacker
must first compromise a secured component (a D-source or
a D-switch), and then insert a new D-schedule, which affects
the path choice. (Alternatively, the cyberattacker can compro-
mise the SDN control-plane or DVPN-controller, and then
modify the D-schedule of a secured component). By secu-
rity properties 1 and 2, the probability a cyberattacker can
compromise any secured component, by injecting malicious
control-plane packets, can be made arbitrarily small by using
longer Quantum Safe encryption keys.

6) COMPROMISED CONTROL-PLANE ATTACK
In this attack, the DetNet control-plane is attacked and com-
promised. In the proposed D-IoT, by security properties
1 and 2, the probability an external cyberattacker can com-
promise the SDN control-plane or a DVPN-controller can
be made arbitrarily small, by using longer Quantum Safe
encryption keys.

7) RECONNAISSANCE ATTACK
In this attack, an attacker has gained access to a commu-
nications link, and can observe and potentially record the
communications. According to [121], this attack is the most
difficult attack to detect and to protect against. According
to [121], DetNet-flows can be identified by a cyberattacker,
since they use un-encrypted packet headers. In the proposed
D-IoT, packets in a DVPN are entirely encrypted, and poten-
tially 1,000s of encrypted D-flows share one fiber-optic link.
It will be extremely difficult for a cyberattacker to identify
which encrypted packets belong to one given D-flow, without
decrypting many (or all) of the packets on a link. By secu-
rity property 1, the probability an external cyberattacker can
decrypt even one encrypted packet in a DVPN can be made
arbitrarily small. Hence, the threat of this attack is greatly
reduced in the proposed D-IoT.

8) TIME SYNCHRONIZATION ATTACK
In the DetNet Converged-WAN, all IP routers are tightly
synchronized in time, typically to within 1 µsec of accuracy,
using the IEEE 802.1 TSN standards. As stated in [16],
the tight time synchronization can create a significant load
of control-plane packets. All these packets are subject to
cyberattacks, and they thereby increase the ‘attack surface’.
In this attack, the control-plane packets are compromised
to disrupt the tight time synchronization, which can cause
DetNet packets to miss their deterministic time bounds.
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In the proposed D-IoT, the D-switches are not tightly
synchronized in time. A D-switch will receive a Start-of-
Frame (SOF) signal (or encrypted packet) from each neigh-
bour roughly once every millisecond. The number of control
signals (or packets) is negligible. Hence, the attack surface is
much smaller, i.e., there are far fewer control-plane packets
to attack, and the threat of this attack is greatly reduced in
the proposed D-IoT. Furthermore, if encrypted packets are
used to signal the SOF, the probability a malicious control-
plane packet can pass the Authorization-Check can be made
arbitrarily small, by using longer Quantum Safe encryption
keys.
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