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ABSTRACT Security event correlation approaches are necessary to detect and predict incremental threats
such as multi-step or targeted attacks (advanced persistent threats) and other causal sequences of abnormal
events. The use of security event correlation techniques also makes it possible to reduce the volume of the
original data stream by grouping the events and eliminating their redundancy. The variety of event correlation
methods, in turn, requires choosing the most appropriate way to handle security events, depending on the
purpose and available resources. This paper presents a systematization of security event correlation methods
into several categories, such as publication year, applied correlationmethods, knowledge extractionmethods,
used data sources, architectural solutions, and quality evaluation of correlationmethods. The researchmethod
is a systematic literature review, which includes the formulation of research questions, the choice of keywords
and criteria for inclusion and exclusion. The review corpus is formed by using search queries in Google
Scholar, IEEE Xplore, ACM Digital Library, ScienceDirect, and selection criteria. The final review corpus
includes 127 publications from the existing literature for 2010-2021 and reflects the current state of research
in the security event correlation field. The results of the analysis include the main directions of research in the
field of event correlation and methods used for correlation both single events and their sequences in attack
scenarios. The review also describes the datasets and metrics used to evaluate security event correlation
approaches. In conclusion, the existing problems and possible ways to overcome them are identified. The
main contribution of the review is the most complete classification and comparison of existing approaches
to the security event correlation, considered not only from the point of view of the algorithm, but also the
possibility of unknown attack detection, architectural solutions and the use of event initial data.

INDEX TERMS Advanced persistent threat, alert correlation, attack scenario, information security, intrusion
detection, multi-step attacks, network security, security event correlation.

I. INTRODUCTION
Every day, modern systems are becoming more complex in
terms of architecture, processed data and tasks. At the same
time, the attack vectors and protection methods for these sys-
tems are also becoming more complicated. Security analytics
tools should collect security information, detect intrusions,
and analyze security events in the form of messages or alarms
related to activity in a system or a network. Such messages
can be information from network packets, system logs, appli-
cation logs, and other data sources. As part of security, events
that are part of a multi-stage attack or an independent threat
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should be detected. Their prerequisites also should be defined
to prevent such events in the future.

To solve the problems of security event management,
analysts use various event processing methods. Correlation
occupies an important place among these methods and deter-
mines connections between heterogeneous events and inci-
dents. The use of security event correlation techniques also
allows one to decrease the amount of the original data stream
by grouping the events and eliminating their redundancy.
Determining the relationships between events from different
sources contributes to a better understanding of the attack
development and the most significant event identification.

There are a several reviews devoted to security event
correlation approaches [1]–[6], as well as to the detection
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of multi-step [7]–[9] and targeted attacks [10]. These reviews
vary in depth and research methods used, including system-
atic literature review (SLR). This method of review, as a rule,
includes the formulation of research questions, the selection
of keywords to search for papers and inclusion and exclusion
criteria determination to form the final corpus of studies that
will be included in the review.

We provide a systematic literature review of the security
event correlation approaches published in the scientific lit-
erature over the past decade. The difference from some other
systematic surveys [6], [8]–[10] is determined by the research
questions presented in the proposed research methodology.
The questions posed make it possible both to assess the
current state of the research area and to identify future actual
issues. This review describes the complex state of the security
event correlation technology based on the proposed classi-
fication, which contains various aspects of event correlation
systems, including the methods and architectural solutions.
Also, one of the review tasks is to describe the datasets and
evaluation metrics used by the authors in scientific papers on
this topic. We present a comparison of experimental research
results.

The main contribution of the paper:

• summarizing the most relevant papers about security
event correlation technologies published in recent years;

• the most complete classification and analysis of existing
security event correlation approaches, considered not
only from the point of view of correlation methods but
also from the point of view of architectural solutions,
the possibility of unknown attack detection and using the
initial data about events;

• comparison of the security event correlation technolo-
gies by the used datasets, methods, and evaluation
results;

• identification of the most significant problems in the
field of security event correlation and possible ways to
overcome them;

• presentation of results in a well-structured and accessi-
ble form for a large readership.

The paper is organized as follows. Section II contains a
clarification of the main terms used. Section III presents an
analysis of relevant reviews in the field of security event
correlation. Section IV describes the review methodology,
including research questions, search strategy, and criteria
for inclusion and exclusion of papers for subsequent anal-
ysis. Section V provides the classification and review of
selected publications that suggest security event correlation
approaches. Section VI describes the results of the presented
research issues. Section VII concludes the paper.

II. TERMINOLOGY
This section describes the most important terms for research.
This is to avoid confusion arising from the fact that termsmay
be interpreted differently in diverse sources. Table 1 shows
the main abbreviations and designations used in the paper.

TABLE 1. List of acronyms and notations used in this article.

A. EVENTS AND ALERTS
In general terms, events are individual or cumulative mes-
sages or alarms related to activity on a system or a net-
work [1]. Thus, a security event can contain information
about both the contents of the network packet and a message
about the exploit. In the second case, such events are often
called alerts.

An alert is a message that an event of interest has been
detected, which typically contains information about unusual
activity [11]. This term is often used by authors as a
synonym for ‘‘security event’’. Therefore, in this review,
we will use these two terms interchangeably. The term
‘‘alarm’’ is also sometimes used to denote how the secu-
rity system responds to suspected malicious activity or
errors [5].
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B. MULTI-STEP AND TARGETED ATTACKS
Amulti-step attack is an aggregate of steps, containing at least
two different actions, taken by one or more attackers with one
specific target within a network [8]. This action can be known
as a simple or single-step attack. At the same time, the steps
of the attack are not isolated but are interconnected by some
logical relationships. Thus, only with unrelated repetitive
similar actions, an attack may not be considered a multi-step
attack. The authors also call multi-step attacks using the terms
‘‘multi-stage’’, ‘‘attack scenarios’’, ‘‘attack strategies’’, and
others.

Some multi-step attacks are called Advanced Persistent
Threats (APTs), which are specifically designed against a
single victim and where the attacker’s access to the target sys-
tem or network is maintained for a long period of time [10].
APT-based attacks are usually covert, multi-action, long-
term, and based on a set of different zero-day vulnerabilities.

C. INTRUSION DETECTION SYSTEMS
An example of an alert generating system is an intru-
sion detection system (IDS) that detects suspicious activity.
By organization principle, IDS is classified into host-based
IDS (HIDS) [12] and network-based IDS (NIDS) [13]. HIDS
monitors events in the incoming and outgoing traffic of
the computer system on one host, and NIDS monitors the
entire protected network. The IDS approach can be based
on both signature detection of known attacks and anomaly
detection when checking for compliance with normal system
behavior [14]. If a detection system can further mitigate and
prevent identified attacks, it is called an intrusion prevention
system (IPS).

D. SECURITY INFORMATION AND EVENT MANAGEMENT
Technologies like Security Information and Event Manage-
ment (SIEM) enable the analysis of security events. SIEM
systems form the central platform of modern security centers
and analyze events and alerts from multiple sensors such as
IDSs, antiviruses, firewalls, etc. Event analysis includes event
aggregation, storage, correlation, and security reporting [15].
Typically, a simple SIEM system consists of separate units
responsible for collecting, storing and managing security
events, which can also work independently of each other.

E. SECURITY EVENT CORRELATION
The event correlation process is the process of finding the
relationships between events. Correlation creates context
between individual events and information previously col-
lected in real-time, and also normalizes it for subsequent
processing. [1]. The primary purpose of alert correlation is
to identify the most significant events in the security dataset.
Security event correlation should increase the quality of
information about events while decreasing their number and
interpreting multiple alarms.

Figures 1-2 show diagrams for a better understanding of
the relationships between the terms given in this section.

FIGURE 1. Role of correlation in security event management.

FIGURE 2. Security event management relations.

In Figure 1, events are the result of system behavior moni-
toring, and alerts or security events are the results of abnor-
mal activity detection, which also include single-step and
multi-step attacks. The correspondences between concepts
are indicated by color. The security event correlation process,
in turn, allows one to define relationships between single
alerts, at the same time the related alerts can be combined
into a meta-event or a hyper-alert and categorized in different
ways.

As mentioned earlier, SIEM performs the functions of
monitoring, storing andmanaging events. The Figure 2 shows
the relationships between the main concepts in the security
event management. We can trace the relationships between
the previously mentioned terms of intrusion detection, SIEM
and alert correlation (indicated by color).Intrusion detection
is the source of security events. These events are monitored
by SIEM system and then correlated in the management
process. In addition to the combination and prioritization of
alerts, an important task of correlation is the analysis of attack
strategies. Related security events are identified as steps of
attackers to achieve the goal and are analyzed as part of a
specific attack strategy.

For this reason, the security event correlation approaches
in this review also include methods for multi-step attack
detection, since they consist in finding relationships between
events belonging to the same attack scenario.
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TABLE 2. Relevant surveys.

III. RELEVANT SURVEYS
In this section, we look at the existing relevant surveys in the
security event correlation area. The Table 2 presents a brief
description of the selected surveys in terms of the year of
publication, the number of reviewed papers and their period,
field, methods, and research parameters.

There are two types of review:
• literature review (LR) – a simple description of studies,
there is no strategy for searching and selecting studies;

• systematic literature review (SLR) – a survey of studies
describing the methodology for search and selection of
studies, including the formulation of research questions,
selection of keywords and criteria for inclusion and
exclusion [17].

Limmer and Dressler [1] categorize correlation methods
by layer of data processing. Each level tries to filter out as
many irrelevant events as possible, match the relevant events
and aggregate them accordingly. Raw data level performs
packet sampling, probabilistic analysis, anomaly detection,
detection of port scans, application identification and payload
analysis. The main purpose of the event layer is to collect
as much information as possible, aggregating multiple events
through local or distributed correlation. The report layer
generates possible active countermeasures and checks for
security events. The authors also classify the used correlation
algorithms for signature matching or anomaly detection.

Elshoush and Osman [2] classify approaches to cor-
relating collaborative IDS alerts into five classes. The
similarity-based methods provide alert correlation using the
similarity between some of their features; events, in which
the similarity value is large enough, are grouped. The
attack scenario-based methods analyze alerts using prede-
fined attack scenarios defined by experts or obtained from
training datasets. The prerequisites and consequences meth-
ods reconstruct some complex attack scenarios by linking the
individual steps of the attacker in such a way that one of
the stages of the attack is a prerequisite for the other. Meth-
ods based on multiple information sources combine different
types of information. Methods based on filtering algorithms
remove and prioritize security events according to predefined
rules.

Similar methods are used to classify alert correla-
tion approaches by Yu Beng et al. [3], additionally includ-
ing expert systems and data mining. A similar division
of approaches is also presented in the study by Pavlov
and Voloshina [16]. At the same time, the authors con-
sider attribute-based algorithms in terms of property-based,
timestamp-based and statistical-based relationships.

Mirheidari et al. [4] classify correlation algorithms into
three groups. Similarity-based algorithms include simple
rules, hierarchical rules, and machine learning. Knowledge-
based algorithms rely on known data about attack scenar-
ios, such as the prerequisites and consequences of events.
Statistical-based algorithms contain three groups of algo-
rithms. The first group of statistical algorithms detects regu-
larly repeated alerts and determines their patterns. The second
group finds out repeated sequences of alerts. The third group
evaluates the priority of an alert based on its approval by other
data sources.

Salah et al. [5] categorize alert correlation approaches,
in addition to the methods used, into other aspects such as the
number of data sources, type of application and type of archi-
tecture. So, approaches can accept data from only one data
source or from several. The authors identify three main areas
of application: network management systems, IT security,
and process control in manufacturing systems (SCADA). The
applied architectural solutions can be centralized, distributed
and hierarchical. The architecture is determined by whether
the central node or distributed network agents perform event
correlation. The authors distinguish three main groups of
correlation methods: similarity-based, sequential-based and
case-based methods. To sequential-based correlation meth-
ods, the authors add codebook, Markov models, Bayesian
networks, and neural networks.

Luh et al. [10] discuss semantic methods for targeted
attack detection. Existing solutions include host-based,
network-based and multi-source approaches, and purely
semantic-based approaches that cannot be attributed to a
specific domain. Multi-source approaches focus on data
fusion and correlation. The main applications for these
approaches are SIEM-like systems and event correlation
systems.
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FIGURE 3. Classifications of approaches for security event correlation in relevant surveys.

FIGURE 4. Timeline of relevant surveys.

Ramaki et al. [6] provide a systematic review and iden-
tify ten main sub-processes (functionalities) when analyzing
security events. Event pre-processing includes normalization
and verification. Event processing is aggregation, correla-
tion, new attack strategy detection and missed attack hypoth-
esizing. Event post-processing is prediction, prioritization,
impact analysis and visualization. Correlation is divided into
two subclasses: correlation of homogeneous alerts and corre-
lation of heterogeneous alerts. The classification of correla-
tion algorithms is similar to that presented in [5].

Husák et al. [7] analyze attack prediction models. The
first group of such methods are discrete models, which
include attack graphs, Bayesian networks, Markov models

and game theory. The second group of methods contains
methods based on continuous models, such as time series
and gray models. The third group of methods includes meth-
ods based on machine learning and data mining. The fourth
group comprises similarity-based approaches and evolution-
ary computing.

Navarro et al. [8] consider approaches to multi-step attack
detection and classify them into five classes according to the
method used. Similarity-based methods include progressive
construction by attribute matching or attribute correlation,
scenario clustering and anomaly detection. Causal correlation
includes prerequisites and consequences models, statistical
inference and model matching. Structural-based correlation
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uses a network model where future attack paths can be pre-
dicted. Case-based approaches detect known attack scenarios
as an ensemble of traces. Mixed approaches use several meth-
ods, but none of them stands out from the others.

Kovačević et al. [9] conduct a systematic review of meth-
ods for detecting and preventing attack scenarios, identifying
three groups of methods. The first group includes state transi-
tion analysis based on explicit attack scenario signatures, and
the second group includes alert correlation relying on expert
knowledge, which uses rules to construct attack scenarios.
The third group includes alert correlation relying on data
mining and machine learning.

Figure 3 demonstrates the main classifications of
approaches for security event correlation in the presented
surveys in a timeline format. We use the criteria identified in
relevant studies to compile our own complete classification of
security event correlation approaches. Figure 4 shows a time-
line of relevant surveys compared to our review. Although we
only consider publications from the last decade, we include
a larger number of them in the review. This improves the
completeness of the description of alert correlation studies.

Though the views vary in depth, they all in one way or
another relate to the topic of security event analysis, which
is to find the connection between various events and alerts.
In this review, we present our classification of security event
correlation approaches as part of a systematic analysis, which
also includes a classification with significantly wider cover-
age and a comparison of approaches according to the datasets,
methods and evaluating results. The difference from some
other SLRs [6], [8]–[10] is determined by the research ques-
tions described in the proposed research methodology. Our
review contains several recently proposed approaches that
were not included in the above papers.

IV. REVIEW METHODOLOGY
This study is based on the recommendations for sys-
tematic literature review by Kitchenham et al. [17] and
Petersen et al. [18]. This method of bibliographic review
allows one to identify the main directions of research in the
security event correlation field and identify existing gaps.
This section describes the review questions, search strategy
and criteria for including and excluding publications for later
analysis.

A. RESEARCH QUESTIONS
The main questions that we aim to answer in the review:

RQ1: What topics are considered by security event corre-
lation researchers?

RQ2: What are the approaches to security event correla-
tion?

RQ3: What datasets are used to evaluate approaches to
security event correlation?

RQ4: What metrics are used to evaluate approaches to
security event correlation?

RQ5: What security event correlation approaches are
promising for future research?

FIGURE 5. Search strategy.

FIGURE 6. Keyword sets.

B. SEARCH STRATEGY
This review examines the research results published in sci-
entific journals. The sources considered do not include
articles in non-scientific journals or commercial white
papers, presentations, and slides. We also do not consider
patents for inventions. The research search strategy according
to [17], [18] is shown in Figure 5.
Step 1. Identify and analyze relevant surveys focusing

on research in security event correlation and detection of
multi-step and targeted attacks. This analysis is presented
in III.
Step 2. Keyword extraction. When analyzing relevant

reviews, we identify the most popular words and phrases
found in the titles of the paper on the selected topic. Based
on the results of the analysis, the following sets of keywords
were compiled for search queries:

Set 1: security+ {event(s), alert(s)}+ {correlation, anal-
ysis, management}.

Set 2: {SIEM, security information and event manage-
ment} + system(s).

Set 3: {cyberattack, attack} + scenario + detection, pro-
jection, reconstruction.

Set 4: {multi-step, multistep} + attack(s) + {detection,
projection, recognition}.

A combination of different keywords in one search is indi-
cated by the ‘‘+’’ symbol. The curly braces show options for
selecting parts of the key phrase. Some parts are considered
singular and plural, which is indicated by the letter ‘‘s’’ in
parentheses. Figure 6 shows the used key strings.
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Step 3. Search for publication based on a set of keywords
in electronic databases. Google Scholar, IEEE Xplore, ACM
Digital Library and ScienceDirect were selected as search
engines. The result of this step is an initial set of publications.
Step 4. Check the initial set of publications for inclusion

and exclusion criteria. These criteria allow one to assess
whether the publication will be included in the final sample
for subsequent review.
Step 5. Recursive search for relevant references. The

selected relevant publications are considered similar to the
initial set from step 4 and are also added to the final corpus
or excluded from the review.

C. INCLUSION AND EXCLUSION CRITERIA
For inclusion or exclusion of scientific publications in the
final review corpus, we apply the appropriate criteria. If a
published scientific study does not meet any of the inclusion
criteria or has at least one of the exclusion criteria, then it will
be excluded. Otherwise, it will be added to the final corpus.

Inclusion criteria:
IC1. The authors of the publication propose a security

event correlation approach, including attack sce-
nario detection.

IC2. The publication presents an evaluation of the pro-
posed approach in an experimental, mathematical
or another way.

IC3. The publication has a clear structure. The methods
are presented clearly and visually.

IC4. The publication period of the study is 2010-2021.
IC5. The publication is written in English in compliance

with stylistic and grammatical norms.
Exclusion criteria:
EC1. The publication is not about security event analysis

or attack scenario detection.
EC2. The publication is about security event or attack

scenario analysis but does not contain approaches
to their detection and correlation.

EC3. The publication is a review or comparison of corre-
lation methods.

EC4. The presented approach is described without vali-
dation on data or in another way.

EC5. The publication contains information duplicated
from other papers of its authors.

EC6. The presented approach is poorly understood. The
publication has no clear structure and/or is written
in unscientific language.

EC7. The publication was not written in English.

D. SEARCH RESULTS
We conduct searches for selected keywords conducted in
Google Scholar, IEEE Xplore, ACM Digital Library and
ScienceDirect. For each search result, we export the first
50 most relevant publications. Thus, a search by titles of pub-
lications in electronic databases of scientific publications give
800 studies. Removing duplicate papers give 512 publications

as initial set. Further, checking for inclusion and exclusion
criteria resulted in the deletion of the following number of
articles: based on title – 266, based on annotation – 73, based
on the entire text – 78. Thus, the initial number of included
publications was 96 papers. Recursive search for relevant
papers added 31 studies according to the criteria. The final
review corpus is 127 papers.
Figure 7 shows the distribution of excluded studies accord-

ing to the main reason for exclusion. Most of the studies
are excluded from the review, as they do not offer a specific
approach to alert correlations. For example, research might
focus on risk analysis, event modelling and attack scenarios,
or visualization of security event correlation results. Papers
that describe the analysis ofmultimedia data such as captchas,
images, and videos are also excluded from the review
corpus.

Figure 8 shows the distribution of studies by years of
publication. The prevailing number of publications in the
review corpus based on the search results was written in
2010-2014, since the papers of this period are the most cited,
and it can be assumed that search engines offer them as the
most relevant for queries. Recursive search also allows us
to find earlier publications. At the same time, the area of
security event correlation does not cease to be relevant, and
in recent years no less number of scientific papers have been
published.

FIGURE 7. Distribution of reasons for excluding studies from the review.

FIGURE 8. Distribution of studies by years of publication.
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FIGURE 9. Security event correlation approaches classification.

V. CLASSIFICATION OF SECURITY EVENT
CORRELATION METHODS
In this section, we present a classification and review
of selected publications, in which the authors propose
approaches for security event correlation. Figure 9 shows the
general classification scheme for correlation approaches. The
basis for the purposed classification is the features, identified
by researchers in the field of security event correlation, which
were considered earlier in the relevant reviews (Table 2).
We define the following main features to classify the

approaches and methods of security event correlation:
• Correlation method. Security event correlation
methods can be divided into three main classes:
similarity-based, step-based and mixed. Similarity-
based methods compare multiple events based on
attributes, timestamps, or filters. Step-based methods
create chains of events, reconstruct an attacker’s actions,
and analyze connections between several events. This
class includes scenario-based methods, prerequisites
and consequences models, attack graphs and trees,
statistical-based methods and machine learning. Mixed
methods use a combination of different correlation
algorithms.

• Knowledge extraction. The approaches to security
event correlation can be categorized according to the
origin of information about attacks. So, according to
the knowledge extraction, we can distinguish manual,
supervised and unsupervisedmethods.Manualmethods
use knowledge encoded by an expert in the form of
rules or attack signatures. Expert rules are created by
describing the conditions for an attack, for example,
using logical expressions, ontologies and other ways.

Signatures are known and documented attack patterns.
Supervised methods use a training dataset containing
information about attacks. Unsupervisedmethods do not
use any prior knowledge.

• Detection type. Correlation approaches can be classi-
fied according to their ability to detect new security
issues. It depends on whether the approach explores
intrusion detection or anomaly detection. The first cat-
egory analyzes events presumably containing specific
attack data and does not allow detection of new attacks;
this category often is named misuse detection. The sec-
ond category analyzes deviations from normal behavior,
which may indicate a new attack type.

• Information sources. The security event data source
can be either single or multiple.

• Layers of event correlation. Depending on the stage,
alerts can be processed at the raw data, events, and
report levels. The raw data layer processes raw sensor
and source data. The event layer analyzes IDS alerts
and aggregated event data. Report level to carry out
post-processing of prioritized and classified events.

• Architecture of the security event correlation system
can be centralized, distributed or hierarchical. Central-
ized alert correlation approaches use local data collec-
tion using various network agents. Further, alerts are
transmitted to the central control server for correlation
analysis. Distributed correlation allows each agent to
perform partial correlation, which results are aggre-
gated, for that all agents have the same weight. The hier-
archical architecture divides management agents into
several groups according to various aspects such as geo-
graphic location, administrative control, and others.
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Correlation levels are allocated similarly to [1], the number
of data sources and architecture type is similar to [5]. The
classification of correlation methods is based on the general-
ization of [2], [4], [5], [7]–[9]. The type of attack detection
and knowledge extraction is partially mentioned in [1], [8].

In this review, we consider approaches to security event
correlation from the selected set of publications in terms of
each given feature. The review also takes into account the
experimental component of the research. We define existing
datasets and how approaches are evaluated. The evaluation
describes whether the authors validated their approach on
datasets using quantitative performance metrics, reconstruc-
tion of attack scenarios, or using examples, use cases, and
formal evidence. The metrics used will be discussed in more
detail in Section VI.

A. SIMILARITY-BASED METHODS
1) ATTRIBUTE-BASED METHODS
This type of method correlates events based on the similarity
of their attributes. Figure 10 shows how this category of
methods works. A group of alerts {A1,A2,A3 . . .} is sent
to the input, where each i-th alert has a set of attributes
Ai = {ai1, ai2, . . . , ain}, where n is the number of attributes.
A measure of similarity between attributes (sim) can be cal-
culated using Euclidean, Mahalanobis or Manhattan distance
functions, Pearson’s correlation coefficient, hash functions
and other mathematical tools. The obtained correlation coef-
ficients are compared with the threshold value. The selected
correlation coefficients are used to determine the similarity
of each pair of alerts based on the preset function 8. This
creates a similarity matrix for incoming alerts. The basic
principle behind this correlation is that a group of similar
alerts can correspond to the same type of attack. Attribute-
based correlation is also used effectively to identify similar
alerts, which helps reduce the number of events processed for
the security administrator.

Different sets of attributes can be used to determine the
similarity between events. Most researchers analyze IDS

FIGURE 10. Simple attribute-based correlation method.

alerts in terms of signs of network flows, such as IP addresses,
ports, protocols, and others. Mohamed et al. [19] use the
target asset and destination IP address as alert attributes
to identify patterns of attacks against specific assets. They
combine alert attributes into clusters, and calculate the hash
sum of each cluster for later comparison and similarity.
Bajtoš et al. [20] propose their own formula for combining
and correlating security events using attribute values such
as IP addresses and ports. Hostiadi et al. [21] describe a
two-step approach for low and high levels alerts. At a low
level, they determine the equality of the attributes of the
network flows, and the result is a matrix of similarity values
for each alert type. At a high level, the authors measure
the similarity of the resulting alert matrices. GhasemiGol
and Ghaemi-Bafghi [22], [23] use alert partial entropy. The
higher the partial entropy, the higher the probability that
alerts indicate the same information. Alerts are grouped using
density-based spatial clustering of applications with noise
(DBSCAN) [24]. This clustering algorithm examines the
density of points: groups closely spaced points, and marks
distant points as outliers. Only the specified number of alerts
containing the largest amount of information in the cluster is
selected.

In the case of cloud environments, attributes are identified
using the cloudmanagement portal. So,Meera andGeethaku-
mari [25] perform event correlation in such a way as to group
events generated by a specific user or virtual machine using
their unique identifiers.

Tan et al. [26] propose a multivariate correlation analysis
system for attack detection by extracting geometric correla-
tions between characteristics of network traffic. This solution
uses anomaly-based detection by examining only legitimate
network traffic patterns. The Mahalanobis distance is used to
measure the similarity between traffic records, which allows
the estimation of multidimensional data objects.

The set of attributes can be determined not only by experts,
but also without prior knowledge. So, Liu et al. [27] propose
a correlation scheme in which unnecessary attributes are
removed using rough sets theory. This method allows remov-
ing unnecessary attributes by calculating the conditional
entropy between them and analyzing the alert sequences
to obtain rules in the form of attack behavior patterns.
Huang et al. [28], [29] introduce an automatic fuzzy logic
rule generator to block highly correlated alerts. The module
uses attribute adaptation and history rule lifetime to generate
temporary blocking rules that can then be applied in the IDS
rule database. Attack streams are generated by combining
alerts with equivalent source and target attributes that occur
over a specific period. Traditionally, security event analysis
is provided by default by expert rules, such as rules provided
by SIEM systems like OSSIM or Sigma, and programmed
rules, for example in IDS Bro. Granadillo et al. [30] describe
two methods for obtaining attribute-based alert correlation
rules. The first method aims to derive correlation rules from
the configuration of policy enforcement points (PEPs), such
as firewalls, web servers, and others. All PEP attributes are
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standardized into a common format by a matching table. The
authors describe their function for comparing attributes. The
second method aims to derive correlation rules from infor-
mation security indicators such as the National Vulnerability
Database (NVD).

In addition to centralized management, the security event
correlation module can have a distributed architecture.
Mohamed and Basir. [31] split the managed network into
separate management domains, and each domain is assigned
an intelligent agent to collect and analyze security events.
All agents use a majority rule to determine the root cause of
a network failure. To compute the most likely explanation,
the agent manager applies the theory of belief functions or
Dempster-Shafer theory [32]. This theory makes it possible
to combine evidence from different sources and arrive at a
degree of belief, in the form of a mathematical object called
the belief function. It takes into account all available evidence
to calculate the probability of an event.

Rice and Daniels [33] propose a layered hierarchical
approach to intrusion detection based on specifications and
event correlation at each level of the system. Each individ-
ual level of the hierarchy indirectly interacts with neigh-
boring levels, transmitting the results of the analysis to the
higher-level system in the form of messages. The event cor-
relation engine compares messages from each layer with
messages generated by neighboring layers.

Attribute-based correlation methods are simple and easy
to implement, but the ability of these approaches to detect
causality between events is very limited. Attribute similar-
ity approaches rely heavily on expert knowledge, and their
effectiveness depends on the choice of an appropriate distance
function and the threshold value.

2) TIMESTAMP-BASED METHODS
This type of method uses the timestamp of security events
as the primary feature of similarity. Finding relationships
between security events is based on their temporal relation-
ships, so the correlation occurs within a certain time window.

Wu et al. [34] calculate Pearson correlation coefficients
between pairs of security event attributes in a time series. The
correlation matrix captures the relationships between each
pair of event attributes from the start time to the end time.
The graphical representation of the current event from the
correlation matrix is compared with known events from the
signature database to determine the type of the current event.

Bateni and Barani [35] present an ERDTW (Enhanced
Random Directed TimeWindow) alert selection policy based
on sliding time windows analysis. ERDTW classifies time
intervals into relevant (safe) and irrelevant (dangerous) based
on their attributes described in the rules and expressions of
mathematical logic. For example, if there aremany alerts with
the same IP address in a time interval, then it is more likely
to be flagged as dangerous.

Raftopoulos and Dimitropoulos [36] describe an Extru-
sion Detection Guard (EDGe) IDS alert correlator that
detects a multi-step malware trail created by infected hosts.

The sequence of alerts is discretized over time slots for each
host. Next, an entropy-based information theory criterion
is used to detect correlated tuples of alerts within a given
window. Each tuple is associated with a frequency and a
confidence level. The frequency determines the number of
occurrences of the first alert. Confidence refers to the pro-
portion of cases where the first alert is followed by another
alert within the time window. The ranking of tuples is based
on the union of these metrics.

In addition to the specified time windows, an indicator
of the time delay between security events can be used.
Kotenko et al. [37] propose an approach to security event
correlation, which reveals the relationships between the types
of security events depending on the distribution of events over
time. The delay between two events is considered as one of
the main indicators and is included in the calculation of the
Pearson correlation between these events.

Timestamp-based correlation can significantly reduce the
number of alerts and aggregate them into high-level alerts.
But its application is limited due to the high determinism
in the analysis of events and the dependence on the size of
timewindows. Since the security event is constantly evolving,
the number of selected time steps may not be sufficient to
reflect the entire period of the event, resulting in incomplete
measurement data.

3) FILTERING-BASED METHODS
Filter-based correlation methods are also used to reduce
irrelevant security events. Certain filtering algorithms assign
priority to various events according to their criticality for
the security of the system or network. Elshoush et al. [38]
propose an alert correlation model that reduces the num-
ber of alerts processed by discarding irrelevant and false
alerts in the early stages. The filtering component uses the
asset database, identifies high and low-risk alerts, and the
low-risk alerts are discarded. Anuar et al. [39] propose a
security event prioritization model based on a risk assess-
ment and hierarchy analysis process. The metrics criticality,
maintainability, replaceability, and dependability are used for
assessment.

Filtering algorithms can also be applied to truncate IDS
alerts based on the validation of alerts by security operators.
The event filtering logic FO-MQCL (First Order – Minimal
Qualitative Choice Logic) by Benferhat and Sedki [40] only
displays alerts that match the operator’s qualifications.

The applied filtering algorithms are highly dependent on
the configuration of the protected system or the network
topology used. Consequently, this category of approaches
has low dynamics and high deployment costs. There is also
a high dependence on the described correlation rules. For
these reasons, the use of filtering algorithms in security
event correlation systems has been declined significantly
in recent years, giving way to more adaptive approaches.
Also, this category of methods can be called of little interest
to a modern researcher, since this relatively well-studied
area.
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TABLE 3. Similarity-based methods.

4) SUMMARY TABLE OF SIMILARITY-BASED METHODS
Table 3 presents the described similarity-based correlation
approaches. Here and below, approaches to the security event
correlation are considered from the point of view of the dis-
tinguished features of the classification: correlation method,
knowledge extraction, detection type, information sources,
correlation layer and architecture (see Figure 9). We also
determine the datasets used and the method of evaluation
based on quantitative performance metrics (Metric), recon-
struction of attack scenarios (Recon.), or using examples, use
cases, and formal evidence (Formal).

Similarity-based correlation approaches often require
knowledge to select a threshold or filtering algorithm, which
demands the involvement of experts. But at the same time,
we can see an increase in the use of methods based on auto-
matic rule generation. Filtering-based approaches, as the least
adaptive, are less commonly used in current research, while
methods based on similarity of attributes remain relevant due
to their ease of implementation and reliability.

B. STEP-BASED METHODS
1) SCENARIO-BASED METHODS
Scenario-based approaches correlate security events based
on specific attack scenarios defined by signatures or expert
rules. The main application of these approaches is to detect
individual stages of multi-step attacks and the sequence of
stages. The degree of similarity between events belonging to
the same attack scenario should be higher than the degree of

similarity between events from different scenarios. Figure 11
provides representations of the multi-step attack signatures
that are used in the studies discussed in this paper, as well as
methods for comparing alerts.

Various correlation functions of such attributes as the
attacker’s IP addresses and port numbers can be used to com-
pare the current state of the system with the attack signature,
as shown by Wang et al. [41].

Cheng et al. [42] present the development of the JEAN
(Judge Evaluation of Attack intensioN) approach to vali-
date network security alerts. This approach allows predicting
a multi-step attack by measuring metrics of the difference
between the current session and the attack session. Sessions
are represented as two ordered sets of coordinates, and their
coincidence is measured by the sum of the weighted squares
of the distances between the corresponding coordinate pairs.

FIGURE 11. Ways to represent signatures of multi-step attacks.
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Comparisons between normal and abnormal sessions are
also carried out by Das et al. [43]. The authors describe
detection algorithms for each of three attack scenarios: flood-
ing App-DoS, shrew flooding App-DoS, and flash crowds
App-DoS. Díaz López et al. [44] present three attack scenar-
ios for the Internet of Things (IoT) networks, based on the
main weaknesses of the IoT network, and also constitute the
correlation rules used by the SIEM system.

Liu et al. [45] group security events based on nondeter-
ministic finite-state machine (FSM). The authors propose
three types of attack scenario presentation: process-critical,
attacker-critical, and victim-critical. In the process-critical
scenario, FSMs are used to simulate an intrusion process
between one attacker and one victim. The attacker-critical
scenario recovers the intrusion process against the entire tar-
get network. The victim-critical scenario simulates intrusion
actions for a specific system.

Attack patterns can also be described using ontologies and
formal grammars [46], logical rules [47], signature languages
and Petri nets [48]. The ontology is based on a hierarchy of
concepts that define the actions of intruders to implement
attacks of various classes with varying degrees of detail [46].
Besides, attacks are represented by sequences of characters
that can be considered as ‘‘words’’ of a formal language,
specified by some formal grammar [46]. Sadighian et al. [47]
consider a context-aware and ontology-based alert corre-
lation framework ONTIDS. The proposed ontology con-
tains templates for the basic classes of IT assets, alerts,
vulnerabilities, and attacks. The correlation mechanism is
implemented using logical rules written in Semantic Web
Rule Language (SWRL) [49] and Semantic Query-Enhanced
Web Rule Language (SQWRL) [50] based on OWL (Web
Ontology Language) description logic (OWL-DL) [51],
which uses the model of description ‘‘object-property’’.
Jaeger et al. [52] offer a real-time event analysis andmonitor-
ing system (REAMS) to detect multi-step attacks. It is based
on analysis of event logs using EDL (Event Description Lan-
guage) signature language. EDL [53] represents attacks in a
colored Petri net, where nodes set the state of the system, and
transitions between them are based on current system events.
REAMS is based on normalization rules to match and detect
the type of the event, and then to extract the event fields from
specific groups in a regular expression. Ussath et al. [54]
propose amethod for automatically derivingmulti-stage EDL
signatures from tagged data graphs.

Using full attack signatures may not be enough to identify
variations in different attacks. For this case, Herrerías and
Gómez [55] divide security event correlation in logs into
two parts: automated detection of atomic attacks from the
knowledge base and their use to construct complex multi-step
attacks scenarios in real-time. The attacker’s actions are
linked based on the source IP address and timestamp.
Zhang et al. [56] propose Intrusion Action Based Correlation
Framework (IACF) to detect multi-stage attack scenarios.
Alerts are grouped according to the source IP address and the
destination IP address. Intrusion actions are extracted from

each group of alerts based on intrinsic correlation or atomic-
ity: one attack class can fire the same set of alerts regardless of
how they are ordered. The IACF can split a long sequence of
actions into different sessions by calculating the time limit for
each subsequence. The framework reduces sessions using a
sequence-pruning algorithm to remove redundant actions and
splits sessions into binary correlations. Binary correlations
are then added to correlation graphs for intrusion prediction.

Transitions between system states in attack scenar-
ios can be defined using a fuzzy declarative language.
Almseidin et al. [57] present a multi-step attack detection
mechanism based on a fuzzy automaton. This mechanism
allows the use of an incompletely defined rule base for tran-
sition between events. In the fuzzy automaton, the system
states, inputs, and outputs are represented as fuzzy sets. In the
beginning, the initial normal states of the system and pos-
sible final states are configured. Possible input values are
determined by the attack types in the form of event sets, and
transitions from one state to another are described by fuzzy
rules.

Attack patterns can be obtained by anomaly analysis.
Landauer et al. [58] describe an approach that automatically
extracts cyber threat information from raw data, creating
patterns of complex system behavior. The authors conduct
training on log data without anomalies, and use the found
deviations in the alert sequences for clustering and recov-
ering attack patterns. Shin et al. [59] introduce an approach
that automatically generates multi-step attack detection rules
based on suspicious traffic. The network flows analysis mod-
ule clusters the dominant patterns of activity and creates rules
for detecting multi-step attacks.

Attacks dispersed across cyberspace can be detected
by distributed correlation systems. For this, Nie et al. [60]
demonstrate an architecture for unlimited network scanning
to detect attack scenarios, represented as tuples of attack
nodes, directed edges, and their constraints. Control centers
in a P2P network manage security agents, and security agents
control some peripherals. Each security agent can be used
as a task coordinator to correlate security events. Agents
are united in groups according to similar attack scenarios.
Bhatt et al. [61] use Intrusion Kill-Chain (IKC) attack mod-
els as a basis for modelling attacker behavior. IKC is a
seven-stage model that an attacker inevitably follows during
an intrusion: information gathering, weaponizations, deliv-
ery, exploitation, installation, command, and control (C2),
actions [62]. The authors propose a distributed sensor system
to detect each of these stages and search for known attack pat-
terns. The authors propose a systemwith distributed detection
sensors for each of these stages. The sensors are triggered by
matching rules with known patterns of malicious behavior.

The described scenario-based correlation approaches are
presented in Table 4. Scripting approaches are most effective
for known attack detection and have remained relevant over
the past decade. But at the same time, both the support of the
attack scenario database and the search for new templates can
require significant additional resources.
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TABLE 4. Scenario-based methods.

2) PREREQUISITES AND CONSEQUENCES MODEL
In contrast to the above approaches, methods using prereq-
uisites and consequences allow one to more effectively solve
the problem of multi-step attack detection in the absence of
specified signatures.

This category of methods compares and links security
events to each other on the basis of causality: the conse-
quences of previously executed stages of attacks are com-
pared with the prerequisites for subsequent stages of attacks.
Events are correlated if the consequence of one event matches
the prerequisite of another (Figure 12).

Relationships between events can be obtained with or
without a knowledge base of prerequisites and consequences.
A set of defined criteria is used to study the causal
relationship between alerts. Modeling prerequisites and con-
sequences can be based on logical expressions, modeling
languages, etc. For example, Xuewei et al. [63] reconstruct
an attack scenario based on a finite-state machine that com-
bines cluster analysis and causal analysis for synchronous
security event processing and intrusion process rebuilding.
Each FSM node corresponds to an attack scenario rule, which
is described by a number of attributes.

Ficco and Romano [64], [65] present a distributed
approach to the complex correlation of events and

FIGURE 12. Simple prerequisites and consequences correlation model.

intrusion symptoms. Attack symptoms are classified based
on the concepts presented in the author’s ontology. The
attack scenario is modeled by the causal correlation rule
in the form of a set of logical conditions for intermediate
attack signals, which are interconnected by time constraints.
Based on the developed approach, the authors also implement
the intrusion detection and diagnosis system (ID2S) [66],
which consists of hierarchically organized logical objects:
probes, agents, decision engine, adjudicator, remediators, and
monitors. Lin et al. [67] describe a real-time intrusion alert
correlation system based on prerequisite and consequence
(REAC), consisting of distributed agents and a manager. The
prerequisites and consequences of alerts in the form of logical
predicates are stored in the knowledge base.

Some of the prerequisites-consequences correlation
approaches include components that operate in two modes:
offline and online. The offline component analyzes historical
data and generates rules for security event correlation
on a causal basis, while the online component corre-
lates incoming alerts using the created rules and models.
Alserhani et al. [69], [70] offer multi-stage attack recogni-
tion system (MARS). The proposed approach is based on
an improved ‘‘requires/provides’’ causal model [79] with the
addition of two additional consequences parameters: vulner-
ability and extensional consequences. This model establishes
a correspondence between the conditions ‘‘require’’ and
‘‘provide’’ for elements of attacks. The online component
of the system aggregates the raw alerts hyper-alert, while
the offline component provides attack detection rules for
matching the hyper alert. The authors subsequently demon-
strate the capabilities of MARS to detect botnet attacks [68].
Alnas et al. [71] use a similar ‘‘requires/provides’’ model to
recognize botnet attacks, adding new parameters: in addition
to vulnerability and extensional conditions, they introduced
attack direction and administrator experience.

Saad and Traore [72] propose an attack scenario recon-
struction technique that groups semantically relevant IDS
alerts into clusters representing possible attack scenarios.
The technique identifies relevant alerts and encodes causal
information for an attack using an intrusion ontology.
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TABLE 5. Prerequisites and consequences model.

Also, this technique can detect false negative results using
prerequisites-consequences information and information
about the environment. Similarly, Barzegar and Shajari [75]
reconstruct the attack based on the ontology of alerts and
search for semantic similarities between them. The most
similar alerts have a causal relationship. Hu et al. [78] analyze
both successful and unsuccessful paths of an attacker, which
are grouped into different attack scenarios for comparison
with future alerts.

A number of approaches are based on the use of relations
of prerequisites and consequences when the system devi-
ates from normal behavior. Friedberg et al. [73] use normal
system behavior or whitelisting to detect incidents. Their
approach analyzes log lines and combinations of information
from system logs to determine hypotheses. These hypotheses
describe the possible consequences based on the classifica-
tion of log lines. Events not related to the hypothesis are
considered anomalous.

Liu et al. [74] propose a tool for tracking and prioritizing
causal relationships in events. The authors consider the rarity
of a system event and its topological features in the causality
graph to assess the priority of this event. The developed ref-
erence model records common routines in computer systems.
The rarity of each event is quantified to distinguish unusual
operations from normal system events.

Khosravi and Ladani [76] describe an approach to real-
time APT-based attack detection. The authors conduct a
causal analysis of meta-alerts generated by both security sen-
sors and other system recorders. The proposed approach cal-
culates the sensitivity to probable APT-based attacks for each
host through dynamic programming that works with alerts
from each host separately and conducts a long-term analysis
of the attack process. The attack steps are linked if the follow-
ing conditions are met: (1) prerequisites-consequences alerts
occur on the same host; (2) prerequisite alert and consequence
alert belong to the same class of events; (3) a prerequisite alert
precedes a time consequence alert.

Another way to recover attack scenarios is to use a
codebook. The codebook encodes the relationships between

security events and their consequences as a matrix of codes.
All alerts are grouped into vectors that are mapped to the con-
sequences of security issues and stored in a codebook. Often,
this matrix is binary where ‘‘1’’ indicates a causal relationship
between the event and the security issue, and ‘‘0’’ indicates
no relationship. Mahdavi et al. [77] propose a real-time alert
correlation method based on code-books (RACC) in which
codebooks correspond to attack scenarios. In the offline
phase, themethod extracts scenarios from the knowledge base
and creates indexed codebooks, while in the online phase
it accesses the books and performs correlation using matrix
operations. Correlation with the codebook quickly identifies
the root cause of a security violation. However, dynamically
changing the structure of the protected system or network
requires a costly update of the codebook. There is also a high
dependence on expert knowledge.

The described correlation approaches using the prereq-
uisites and consequences model are presented in Table 5.
Prerequisite and consequence methods are more flexible
and extensible than scenario-based methods, as they tend to
require less initial knowledge of attacks. At the same time,
the resource, and computing power requirements increase.
Creating a knowledge base that describes each action with its
prerequisites and consequences is very labor-intensive.When
a previously unknown event appears, it is necessary to check
its connections with all existing ones.

3) ATTACK GRAPHS AND TREES
Often, step-based security event correlation approaches use
models to specify attacks or network security situations,
such as graphical attack evolution models or game-theoretic
representation of the interaction between an attacker and a
defense system. The most common category of such models
are graphs and attack trees. In graph theory [81], a tree is
an acyclic graph, in which any two vertices are connected
by exactly one path, and the graph is a cyclic graph. At the
same time, in the reviewed papers, attack graphs are visually
represented by both cyclic and acyclic graphs. Therefore,
we need to take into account that the representation of attack
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FIGURE 13. Example of network configuration and attack graph Source: Adapted from [80].

graphs in security research does not always correspond to the
definition of a graph in graph theory [82]. We can establish
that attack trees have only one entry point, which is the root
of the tree, and there are no closed chains of steps or cycles.
At the same time, attack graphs can have one or more input
points, and closed chains may or may not be present.

Correlation methods based on graphs and attack trees rep-
resent sequential information about security events in the
form of directed graphs, where vertices (also called nodes)
are alerts or attack stages, and edges are relationships between
them. Transitions in such a graph represent attacking actions
with some weights, such as probability or criticality. A com-
mon way to represent attack graphs is to model the network
topology with vulnerabilities for each node.

Figure 13 shows an example of an attack graph described
in [80]. The left part of the figure shows the network configu-
ration: machine-1 is a file server that offers file transfer (ftp),
secure shell (ssh), and remote shell (rsh) services, machine-2
is an internal database server with ftp and rsh services. The
right part of the figure shows an attack graphwith two types of
vertices: exploits in ovals and conditions in the form of labels
without ovals. For example, rsh(0,1) represents a remote shell
login from machine-0 to machine-1, and trust(0,1) means
that a trust relationship is established from machine-0 to
machine-1. Numeric values represent the probability that the
exploit will be executed under all required conditions. The
figure shows three attack paths (A, B, C) indicated by colored
lines.

We will briefly describe attack A as an example (B and C
are performed similarly). The attack begins with a ssh buffer
overflow from machine-0 to machine-1 (sshd_bof(0,1)),
which gives the attacker the ability to execute arbitrary
codes on machine-1 as a normal user (user(1)). The attacker
exploits the ftp vulnerability on machine-2 (ftp_rhost(1,2))

to download a list of trusted hosts. This trust relationship
allows an attacker to remotely execute shell commands on
machine-2 without a password. A local buffer overflow is
performed on machine-2 (local_bof(2,2)), which increases
the attacker privilege to the root server of that machine.

There are two general types of approaches to analyz-
ing attack graphs and trees. The first one includes search
technologies to identify possible attack paths and attacker
actions. So Roschke et al. [83] match alerts to graph nodes
and search for suspicious subsets using the Floyd-Warshall
algorithm [84], [85] to find the shortest paths in the attack
graph. The total weights of the shortest paths between all pairs
of vertices are calculated for one execution of the algorithm.
At the preparation stage, information about the system is col-
lected, a database with alert classifications is imported, and a
graph for the network is loaded. The second type of attack
graph analysis approach uses statistical methods, such as
sequence frequency analysis, to try to find the relationships of
attacks over time. Jinghu et al. [86] build attack graphs based
on data mining. They first transform the sequence of events
into a directed acyclic graph, then look for frequent graphical
patterns that define the characteristics of the attack pattern.
Shittu et al. [87] for a comprehensive system for analyzing
intrusion alerts (ACSAnIA) use a frequent pattern analysis
algorithm to extract common patterns from each alert cluster.
The approach by Navarro-Lara et al. [88] is based on Ant
Colony Optimization to link sequences of events that could
lead to an attack. Agents, like ants, traverse a set of trees
representing an attacker’s sequence of actions. Additionally,
an expert check is introduced to train the system.

The attack graph, which provides information about the
progress of an attack, is also often complemented by a service
dependency graph that demonstrates the propagation of the
attack’s impact from a compromised service. The attacker’s
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actions, in this case, consist of sequential compromise of
nodes using their known vulnerabilities. Hossain et al. [89]
present a real-time approach to reconstructing attack scenar-
ios based on dependency graph analysis of audit log data.
The graph vertices represent subjects (processes) and objects
(files, sockets), and the edges specify audit events (for exam-
ple, operations such as read, write, execute, and connect). The
approach detects attacks using tags assigned to events based
on knowledge. Albanese and Jajodia [90] combine the attack
graph and the dependency graph to display all explicit and
implicit dependencies between services and hosts. The edges
of the joint graph showwhich services are directly affected by
a successful vulnerability exploit, and what losses are caused
by this exploit. This helps to calculate the impact of current
attacks and assess future impacts. Shameli-Sendi et al. [91]
propose a model combining attack graphs and service depen-
dency graphs based on LAMBDA functions. These func-
tions determine the attacker knowledge level and the attack
impact on security attributes CIA (confidentiality, integrity,
and availability). Thus, the attack graph provides accurate
information about the attack progress, impact on CIA and the
attacker’s knowledge. In turn, the service dependency graph
demonstrates the propagation of the attack impact from the
compromised service.

Angelini et al. [92], in turn, purpose an On-line Correla-
tion Engine (OCE), that checks whether the incoming alert
is a part of any attack graph and evaluates the next access
point. OCE uses two independent metrics to assess the sim-
ilarity between the current alert and the attack path: Jaccard
similarity and cosine similarity. Jaccard Similarity or Jaccard
index [93] is defined as the sample intersection size divided
by the sample union size. This index allows comparing the
set of the attack graph edges and the set of incoming alerts.
Cosine similarity is a metric that measures the proximity (dis-
tance) of two vectors in space, equal to the cosine of the angle
between them. This metric determines the similarity of attack
vectors and alerts. Kawakani et al. [94] also use the Jaccard
index, but to determine the similarity between several attack
graphs for further clustering them. The authors calculate the
similarity index both for all nodes and for a pair of nodes
in the form of edges. Then the average of these two results
determines the similarity between the attack graphs.

Attack graphs and trees can also be created offline as base-
line models, which are then used in real-time to correlate with
incoming alerts. Zali et al. [96] in their approach represent
the knowledge base of attack patterns in the form of causal
relation graphs (CRG). In offline mode, trees are built with
probable alert correlations. Correlation is searched online for
each received alert in the corresponding tree of previously
received alerts. Chien and Ho [95] describe an approach in
which an attack plan is created for a specific net in the form
of a colored Petri net. The approach allows generating a cov-
erability tree for a security situation assessment and an attack
scenario prediction. Attack detection is based on the exploit
reliability metric. Kotenko and Chechulin [97] purpose
cyber-attack modeling and impact assessment component

(CAMIAC) for attack graphs and trees creation, real-time
event analysis, future attacker actions prediction, and attack
impact assessment. Basic attack graphs are generated for
various models of potential attackers. At the same time, a set
of tuples is formed for each host of the protected network,
including attack action class, access type and attacker knowl-
edge level. The distributedmonitoring system tracks events in
real-time, correlating themwith the basic graphs and updating
them as necessary. Godefroy et al. [99] automatically gener-
ate correlation rules for the attack tree based on previously
collected statistics that reflect the relationships between an
attacker’s actions and potential attack paths.

Security event graphs can be analyzed in terms of looking
for abnormal data. Parkinson et al. [100] introduce Graph-
BAD (Graph-Based security Anomaly Detection) for detect-
ing abnormal events without requiring prior knowledge of
data structure. GraphBAD converts security configuration
data and audit logs into a graphical model. This model is
then analyzed to identify abnormal (irregular) subgraphs that
may indicate security issues. Melo and Macedo [101] present
a distributed agent-based multi-step attack detection system
that works with attack graph correlation to reduce false alarm
rates to counter-attacks. Agents detect normal and abnor-
mal data in network traffic. When anomalies are detected,
each alert is displayed only according to the source and
destination data. As a consequence, each alert triggered by
an anomalous pattern can be displayed as an attack graph.
Marvasti et al. [98] propose a data-independent approach to
automatically determine the root causes of complex IT sys-
tems disruptions based on correlating data from abnormal
events. The approach performs statistical processing of vir-
tual directed graphs created based on historical anomalies
with probabilistic correlations.

Attack chains can be formed from a graph of correlated
alerts by cutting off unrelated events. Zhang et al. [102] use
negative correlation clipping and non-cascading event noise
removal for this purpose. Non-cascading events occur at the
same time interval independently of each other, which means
they have no causal relationships and can be deleted.

The described approaches to correlation using attack
graphs and trees are presented in Table 6. Methods based on
attack graphs and trees are popular, especially for visualizing
attack scenarios. We can note that these methods are the
most used for analyzing generated datasets. The advantage
of correlation based on graphs and trees is simplicity, and
analysis of graph models allows one to create relationships
and associations between events. The ease of updating graphs
is also their advantage: elements can be added and removed
independently of each other. The main disadvantage of the
graph-based methods is data limitation. The graph-based cor-
relation method is not very suitable for analyzing data that
cannot be represented in the form of a structure. Implicit
and non-linear relationships between events also complicate
analysis using graphs and trees. The processing of large
complex amounts of data requires more computing resources
to maintain the entire graph connections.
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TABLE 6. Attack graphs and trees.

4) STATISTICAL-BASED METHODS
Statistical correlation methods conclude the distribution of
historical data by analyzing sequences of security events in
terms of probabilities. Among the popular statistical-based
security event correlation methods are probabilistic graphi-
cal models (PGMs) in which dependencies between random
variables are represented as a graph.
Bayesian networks are structures containing directed

acyclic graphs, where vertices correspond to events and edges
meet to relationships between them. Another component is
quantitative assessment of relationships based on the condi-
tional probability distributions of each node in the context of
its parents. So, the Bayesian network consists of the proba-
bilities of the parent node state and a set of conditional prob-
ability tables of the child nodes. Figure 14 shows an example
of a simple Bayesian attack graph [103] that simulates the
activity of an attacker (D) who can use one of the buffer
overflows exploits (B, C) to gain access to a server (A). Proba-
bility tables are attached to each node. The first two columns
(if there are two parents) indicate the necessary conditions
for reaching a given node, encoding the execution of parent
nodes 0 and 1 (if there is one parent, then one column is used).
The other two columns show the probability of execution of
a given node Pr(x) or negative probability Pr(x), where x
is the designation of the node. This model can be used to
calculate the probability of a certain security violation or
an attacker’s action. For example, Anbarestani et al. [104]
classify log alerts based on the observed intrusion target
using a Bayesian network that extracts the most likely attack
strategies.

Statistical approaches can be performed offline and online.
The statistical model is trained offline and then used in
real-time to correlate security events. In the approach by
Ren et al. [105] the autonomous system for selection of
Bayesian correlation features is used to determine the

appropriate features between two alert types and store this
information in the correlation and reference tables. The
online alert correlation system is designed to determine the
relationships between alerts and build attack scenarios on
the fly based on the correlation reference table. Wang and
Yang [106] implement their algorithm based on [105]. In their
approach, the Bayesian network not only calculates the prob-
abilities of relationships between alerts, but also determines
the relevance function of alerts. Kavousi and Akbari [107],
[108] use a Bayesian network to automatically determine
correlation rules in the offline component of their system.
This component compares security alerts with accumulated
statistics and extracts suspected attack patterns. The online
component correlates alerts in real-time, combining them into
hyper alerts based on the knowledge obtained by the offline
component.

Ramaki et al. [109] also purpose a Bayesian network sys-
tem that operates in two modes. Alerts are merged offline
based on similarities in meta-alerts, and the probabilities
of transitions between alerts are the basis for creating a

FIGURE 14. Simple Bayesian attack graph Source: Adapted from [103].
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FIGURE 15. Simple Markov model for multi-step attack Source: Adapted
from [112].

Bayesian attack graph. The most likely next steps of the
attacker are predicted online, depending on the incoming
alerts, and the values of the probabilities of transitions
between the meta-alerts are updated. Based on this sys-
tem, Pivarníková et al. [110] describe a solution that uses a
Bayesian network to predict the progress of attacks in the
early stages, calculating the probability of a certain alert
based on Bayesian inference.

Marchetti et al. [111] use the pseudo-Bayesian correlation
algorithm to identify correlations between alerts that belong
to the same multi-step attack scenario. First, a pseudo-
Bayesian probability is determined using Bayes’ theorem.
This probability reflects the probability of correlating alerts
based on their type and timestamps. Correlation results are
converted into a weighted graph with nodes representing
alerts and edges corresponding to correlation probabilities.
The authors then apply a dynamic thresholding algorithm to
reduce the graph and remove low-weight vertices.
Markov models describe the probabilities of transition

between security events. These models rely on the following
property: the subsequent state of the system depends only on
the current state, and not on the entire sequence of previous
events. The probabilities of state transitions are determined
statically or by training on a dataset. In the context of alert
correlation, the transition probability is the conditional prob-
ability that the next attack step will be executed after the
previous step has been completed.

Figure 15 shows an example of the Markov model pre-
sented in [112]. This model includes the following stages
of a multi-step attack: scanning, enumeration, exploitation
by access attempt, exploitation by malware attempt, and
exploitation by denial of service. The edges between the
attack stages encode the relationships of probability depen-
dence between the variables, and, unlike Bayesian networks,
are not directional and can be represented by cycles.

As a rule, events in one attack scenario are always related
to each other in the allocation of addresses: the node of the
first step of the attack can be the source node of the second
step of the attack. For this reason, the IP address correlation
property is often used. Xuewei et al. [113] propose an auto-
matic search for causal knowledge based on Markov models.
The raw alert stream is grouped into multiple sets based on

IP similarity. Then a matrix of the probabilities of transition
from one alert to another is built, and a knowledge base of
attack patterns is created. Similarly, Zhang et al. [114] use
Markov chains to correlate alerts in their real-time mining
algorithm (RTMA). Security alerts are aggregated into hyper
alerts and grouped according to IP addresses. RTMA learns
attack patterns from these hyper-alerts. In the approach by
Hu et al. [115] the absorbing Markov chain (AMC) is used
to describe the scenario of multi-step attacks. In AMC, each
state can reach an absorbing state, which, once entered, can-
not be exited. Thus, this model describes the probabilities of
transition from one attack action to another before reaching
one of the attack targets.

In the usual Markov model, the probabilities of transitions
between states are the only parameter, and the states them-
selves are visible to the observer. In the hiddenMarkov model
(HMM), states are not observable and only the variables that
are affected by the state can be tracked. Each state has a prob-
ability distribution among all possible outputs. After initializ-
ing the model, the forward algorithm uses the initial state and
transition probabilities to calculate the observation probabili-
ties for each state based on the sequence of observations. For
example, Luktarhan et al. [116] train hidden Markov models
for each attack scenario. The probability of an alert sequence
appearing in a particular model is calculated as the intrusion
probability.

A series of papers by Kholidy et al. [117]–[119] is ded-
icated to attack prediction in cloud systems. The authors
propose the autonomic cloud intrusion detection framework
(ACIDF), which integrates models based on the hidden
Markovmodel and the variable-orderMarkovmodel (VMM).
The observable parts of the hidden Markov model are system
events, and the hidden parts are its states. Events are observed
with different probability distributions depending on the sys-
tem state. HMM and VMM define the sequence of events
corresponding to the attack signature as a series of transitions
between states with a certain probability. The HMM algo-
rithm calculates the risk level of an alert, and then this risk
is matched against one of the defined risk levels. Unlike the
hidden Markov model, which requires an attack knowledge
base, the variable-order Markov model can operate in the
absence of such information. In this model, the number of
variables, that each state depends on, can vary. VMM is more
commonly used to analyze contextual information. Its main
role is to compute the conditional probability distribution of
the next alert after receiving the previous alert sequence.

Holgado et al. [120] add an average alert vector to the
HMM in a multi-step attack prediction approach. The HMM
is built for each type of attacks using a training set of alerts
grouped according to the similarity of the attack description
to the content of the Common Vulnerabilities and Expo-
sures (CVE) documents. The Viterbi algorithm [121] is used
to find the most likely paths for different scenarios. This algo-
rithm, in the context ofMarkov chains, obtains the most prob-
able sequence of events that have occurred. Zhang et al. [122]
use a hidden Markov model to predict multi-step attacks by
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training with the Baum-Welch (BW) algorithm [123], which
is used to find the maximum likelihood estimate of HMM
parameters for a given set of observations. Attack scenarios
are recognized using the Forward-backward algorithm [124],
which calculates the probability of a specific sequence of
HMM observations. Attack prediction is carried out using the
Viterbi algorithm.

Researchers also suggest multi-level architectures of hid-
den Markov models. Zegeye et al. [125], [126] use an HMM
of top and bottom layers, each with two functional levels. The
first level trains and evaluates the HMM parameters using
the Baum-Welch algorithm, and the second level searches for
hidden states using the Viterbi algorithm. This multi-level
model makes it possible to divide the problem space into
smaller manageable parts. Shawly et al. [127] propose two
architectures for detecting multiple interleaved attacks based
on a database of known attack patterns represented as an
HMM. The design of the first architecture is based on mod-
ifying the HMM parameters to detect multi-step attacks in
the presence of mixed alerts. The second architecture allows
one to eliminate the interleaving of mixed alerts from various
attacks for the HMM processing subsystem.

In addition to the Baum-Welch and Viterbi learning algo-
rithms, also called segmental K-means (SKM), the following
optimization algorithms can be applied for hidden Markov
model: expectation-maximization (EM) [128], spectral algo-
rithms (SAs) [129], differential evolution (DE) [130]. The
EM optimization algorithm allows estimating unobservable
hidden variables by finding maximum likelihood estimates.
Spectral algorithms use the method of moments [131] to
determine the hidden Markov model parameters by selecting
empirical moments from experimental data and determining
the hidden Markov model parameters that give expected
values equal to the selected values. Differential evolution
is a genetic optimization algorithm with genetic mutation,
crossover, and selection. Chadza et al. [132] analyze the
application of these algorithms in assessing the accuracy
of multi-step attack detection and prediction. The results
demonstrate the advantage of the Baum-Welch and Viterbi
algorithms in conjunction with optimization algorithms,
including hybrid approaches with both learning algorithms.

Markov models can also be used to search for anomalies
in data. Shin et al. [133] use a Markov model, including a
matrix of state transition probabilities and an initial probabil-
ity distribution, to measure the deviation degree of incoming
data from the norm in real-time. In this case, the normal states
of the system are constructed by K-means cluster analysis on
a training dataset. Saaudi et al. [134] simulate user behavior
using the hidden Markov model with Stochastic Gradient
Techniques (SGD-HMM), which is then used to detect any
deviations from normal behavior. Such approach adjusts the
HMM parameters by training on several iterations. The input
data is system logs, detailed based on three attributes such as
session, day, and week.

The attacker’s attributes can also be used as parameters
for hidden states. Katipally et al. [112] use a hidden Markov

model for attacker’s behavior analysis and prediction. To cal-
culate the probabilities for each type of behavior using the
HMM, the authors created five alert sets describing the
behavior of different categories of attackers based on their
goals, intentions, and knowledge. In real-time, the system
predicts intrusions based on learned HMM rules.

Bayesian networks and Markov models ensure a high rate
of security event correlation and the ability to adapt to new
knowledge. Also, these models provide the opportunity to
assess the probability of various security events and automat-
ically generate correlation rules. At the same time, training
and fine-tuning of suchmodels requires a sufficient amount of
data and computing resources. The quality of attack detection
also depends on expert knowledge of the threshold.

Another category of statistical correlation methods is
sequential pattern mining, which looks for statistically rel-
evant patterns between data examples where values are deliv-
ered sequentially. Security alerts can be presented as a global
event sequence, sorted by time and describing the attacker
behavior. Multi-stage attack patterns can be discovered by
analyzing sequence data. The approach by Brahmi and
Yahia [135] is based on a closedmulti-dimensional sequential
pattern mining algorithm, called Closed Multi-Dimensional
PrefixSpan (CMDPrefixSpan), which is an improved version
of the PrefixSpan [136]. The search for frequently encoun-
tered alert sequences is performed using a multi-dimensional
table with alert attributes.

Similarly, Lv et al. [137] propose a TPrefixSpan alert
correlation algorithm based on searching for PrefixSpan pat-
terns. The TPrefixSpan algorithm introduces a time interval,
saving the time spent rescanning the dataset during sequence
mining. Correlation results are expressed in the form of
sequence diagrams. Xian and Zhang [138] propose a privacy-
preserving multi-step attack correlation (PPMAC) approach
to event sequence analysis that also aims to prevent the risk
of confidential information disclosure using the k-anonymity
method [139] to anonymize attributes and preserve
semantic.

Statistical methods for security event correlation provide
the ability to use training datasets to tune attack and detection
models. Therefore, as it can be noted, they are more often
used for intrusion detection, and open datasets are actively
used to evaluate this type of methods. At the same time,
we note a high dependence of the tuning of statistical correla-
tion models on the quality of training data. Inaccurate tuning
of statistical models can lead to frequent false positives when
attacks are detected. To prevent this, it is necessary to develop
a correlation algorithm for a specific type of data, which often
makes statistical models more narrowly focused.

C. MACHINE LEARNING
Correlation based on machine learning and data mining
uses automatically generated alert comparison coefficients.
Machine learning methods can be used to correlate alerts
and gradually recover an attack scenario by matching alert
features and determining the probability of their match.
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TABLE 7. Statistical-based methods.

Cipriano et al. [143] introduce Nexat, a tool that uses
machine learning to learn attacker behavior based on previous
alert histories. This tool groups alerts into sessions by IP
address. Nexat then uses the list of attack sessions to deter-
mine which alerts are most likely to occur in a single attack
session.

Decision trees can be used to correlate alerts and
detect multi-step attacks. Decision tree construction starts
at the root, where the training dataset is divided into
subsets according to the splitting criterion. The latter
nodes usually contain objects that mostly belong to only
one class. Benferhat et al. [144] supplement the decision
tree classifier with a polynomial algorithm that adjusts
the classifier’s predictions based on expert knowledge.
Soleimani and Ghorbani [145] collect alerts based on a cor-
relation matrix and then use controlled decision trees to
discover possible combinations of alerts. IP addresses, port
numbers, attack type, attack severity, and time of occurrence
are used to match alerts. The decision tree learning algorithm
obtains specifications for alert sequences of different length.

Machine learning techniques are also used for anomaly
detection. Pecchia and et al. [146], [147] implement a system
for filtering and grouping logs and profiling typical node
behavior. This system performs various stages of data pro-
cessing, which ensure the transition from unstructured text
alert information to formalization in the decision tree. The
authors use the method of weighing terms, which calculates
their relevance to determine the normal system behavior.
The lower the relevance, the higher the probability that the
term will be generated during the regular system operation.

The daily scores for each node in the system are analyzed by
principal component analysis (PCA) to examine the ability to
capture the variability of text alerts. The generated cluster of
alerts is added to the decision tree by the security analyst at
the first occurrence of this type of alert. Future occurrences
of the same alert are automatically assigned to its cluster, and
the root cause is established by tree traversal.

To study or improve the correlation effectiveness, authors
often use combined machine learning methods. Change and
Wang [148] describe the concept of building attack scenar-
ios based on machine learning using the k-nearest neigh-
bors (KNN) and support vector machine (SVM) algorithms.
To extract Android malware attack scenarios, each mali-
cious application is profiled in the training dataset using
critical APIs. Machine learning system by Feng et al. [149]
processes big data from various security logs, including alert
information and analytical data, to identify a risky user. The
number of alerts per day, the frequency of event occurrence,
relational functions obtained from the social graph analysis
are used as features for training. Training data is extracted
through text mining. As machine learning algorithms, the
authors use a multi-layer neural network (MNN), Random
Forest (RF), SVM, and logistic regression (LR). The extended
SIEM implementation byMauro and Sarno [150] is equipped
with ESkyPRO Network Probe, which can detect events in
encrypted Skype traffic. It includes a classification engine
using the decision tree, logistic classifier and Bayesian Net-
work Classifier.

An artificial neural network (ANN) consists of inter-
connected neurons and is used to find patterns in data
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TABLE 8. Machine learning methods.

with non-linear relationships between inputs and outputs.
Manganiello et al. [151] propose an approach to automati-
cally analyze security alerts by combining alert classification
using self-organizing maps (SOM), a kind of auto-associative
neural network, and unsupervised k-means clustering algo-
rithms. A correlation index is calculated for clusters, and
attack scenarios are presented in the form of directed graphs.

Among ANNs, there is a class of deep neural net-
works (DNNs) with multiple layers between input and output
layers. DNN training consists of finding the correct method of
mathematical transformations to turn input data into output,
regardless of linear or nonlinear correlation. A common class
of such networks is the recurrent neural network (RNN),
which allows one to analyze sequential data such as time
series to predict states at subsequent points in time. The Tire-
sias by Shen et al. [153] use RNNs to predict future events
based on previous observations. The collection and prepro-
cessing module reconstruct the security events as a sequences
ordered by time stamps. If the predicted RNN state is different
from the current one, an anomaly is registered. Du et al. [152]
propose a DeepLog deep neural network model RNN with
long short-term memory (LSTM) to model the system log as
a natural language sequence. LSTM allows one to increase
the amount of processed information for previous points in
time. The model is trained on the normal system behavior
and records deviations for anomaly detection.

Also, together with RNN, a convolutional neural net-
work (CNN) is often used to process arrays of input data
for attack detection models. CNNs use data sequential con-
volution and pooling to produce a feature map or feature
matrix. Saaudi et al. [142] use a CNN to process text data
from event logs containing information about user behavior.
The resulting feature matrix is fed to the input of the LSTM,
which detects abnormal activity. In the proposed model, this
CNN learns and displays the most important features of the

session sequence, while LSTM takes into account the order
of user actions in a particular session. Zhao et al. [154] use
a multi-step deep learning algorithm SMOTE&CNN-SVM
and a bidirectional recurrent neural network (Bi-RNN)model
to generate attack chains. Raw alerts are preprocessed based
on unbalanced training strategies such as Synthetic Minor-
ity Oversampling TEchnique (SMOTE) combined with deep
CNNs to select dataset features. Then, using hierarchical
SVM classifiers, an optimal classifier is constructed. Bi-RNN
is a combination of two unidirectional RNNs: forward RNN
records attack chain information from cause to result, and
reverse RNN saves information from result to cause to ensure
maximum preservation of the correlation information.

Another deep learning method used to attack detection is
the autoencoder (AEnc). The main idea of this method is to
use backpropagation and obtain at the output the response
closest to the input. An autoencoder consists of two main
parts: an encoder for matching input to a code, and a decoder
for matching a code to recover an input. Abdullayeva [156]
presents a deep autoencoder approach for automatic selec-
tion of informative features and APT classification. In this
approach, informative features are first studied using an
autoencoder on the training data, and then the softmax regres-
sion level is used for APT classification. Zhou P. et al. [155]
use the principle of autoencoder operation, in which LSTMs
act as encoder and decoder. One LSTM encodes a sequence
of security alerts into a hidden feature vector, and the other
LSTM decodes for attack prediction. At the same time,
LSTMs allow one to ‘‘forget’’ irrelevant alerts, thus, have
more opportunities to ‘‘remember’’ the long-term relation-
ships between different attack stages for detection.

Described correlation approaches using machine learning
methods are presented in Table 8. The main advantages of
machine learning are the high performance and scalability
that are required to process the increasing amount of data.
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Deep learning algorithms allow one to automatically select
informative features and work directly with raw data, extract-
ing general representations from them at different levels of
detail. The main disadvantage of supervised learning is the
requirement for a large amount of labeled data, the collection
of which is labor-intensive, and the disadvantage of unsu-
pervised learning is a high dependence on the quality of
the learning data and methods of extracting knowledge from
them.

D. MIXED METHODS
Some approaches and systems combine several security event
correlation methods, without the obvious predominance of
one over the other. For example, in the framework proposed
by Marchetti et al. [140], two previously described correla-
tion algorithms are combined as modules: Self-Organizing
maps [151] and pseudo-Bayesian correlation [111].

Real-time episode correlation algorithm (RTECA) by
Ramaki et al. [157] combines frequency analysis of attack
trees, similarity analysis of alert types through a correlation
matrix, and attribute similarity analysis. The algorithm uses a
correlation scheme based on a combination of statistical and
streaming data analysis methods. In offline mode, alerts are
combined based on similarity into hyper alerts to create an
offline attack tree. In online mode, the stages of multi-step
attacks are determined in real-time based on the updated
tree. The authors also propose a three-stage structure for alert
correlation [158] based on the detection of causal relation-
ships between alerts described in early works [109], [157].
Additionally, the generation of prediction rules and the study
of new attack strategies are introduced.

A combination of different methods can be used to mit-
igate the disadvantages of each of them. The alert corre-
lation and attack scenario extraction system proposed by
Bateni et al. [159] includes fuzzy logic and artificial immune
recognition system (AIRS) algorithms. For a new alert, the
system tries to find a rule in the set of fuzzy rules in accor-
dance with the specified threshold. If no matching rule is
found, the AIRS algorithm is trained using predefined fuzzy
rules to detect and remember the correlation relationship
between each alert type. Hua et al. [160] integrate particle
swarming optimization (PSO) [161] with a K-Means cluster-
ing algorithm for alert correlation. The K-Means algorithm
has the advantages of simplicity and the ability to quickly
compute a large number of variables, but the final result-
ing clusters are dependent on their initial partitions. PSO
is used to get the optimal cluster center when initializing
K-means.

Hybrid approaches often combine similarity-based corre-
lation and step-based methods. As a rule, systems using this
combination assume that the most similar events may be
related to the same attack scenario. TaoX. et al. [162] propose
an alarm correlation method based on the affinity propa-
gation (AP) clustering algorithm [163] and the method of
prerequisites and consequences to identify an attacker in IoT
networks. This method takes into account the high similarity

between alarms triggered by the same attack process. The
AP algorithm is used to improve correlation efficiency for
the following attributes: attack type, IP address, port, and
time. The algorithm considers all samples in the dataset as
possible cluster centers and concretizes them, determining
which values can relate to one attack scenario. Then, the
prerequisites and consequences correlation is used to restore
the full attack process.

Wang et al. [164] consider attacks against cyber-physical
systems and describe an approach to the automatic extraction
of attack patterns based on the use of Bayesian networks,
as well as the temporal and topological correlation between
each attack step. Attack events are aggregated according to
the alarm log. Physical attack events and attack sequences
are correlated using topological time correlation, frequent
attack sequence patterns are extracted, and hidden patterns
are discovered from alarm logs. Ying Lin et al. [165] propose
a collaborative alert ranking framework (CAR) that uses both
time correlation and alert content correlation. CAR builds a
hierarchical Bayesian model to capture short-term and long-
term dependencies in alert sequences. The model is then used
to examine content correlations between alerts through their
heterogeneous categorical attributes.

A number of studies combine filtering algorithms
with data mining or statistical methods. Chen et al. [166]
describe a wireless multi-step attack pattern recognition
method (WMAPRM) based on correlation analysis using
basic IEEE 802.11 frame attributes. The method consists
of six stages: clustering alerts, building an attack database,
building possible attack chains, filtering chains, correlating
a multi-step attack behavior recognizing multi-step attack
patterns. Jasiul et al. [167] propose the PRONTO engine
that detects malware in two stages. First, system events
are identified and filtered, and then, as events arrive from
the identification module, they are compared with malware
models in the form of colored Petri nets.

Operation of the MLAPT system by Ghafir et al. [168]
also has two stages. The first stage is to correlate alerts using a
filter to identify APT-related alerts. The second stage applies
machine learning methods based on historical information
about the monitored network for attack prediction. Papataxi-
arhis and Hadjiefthymiades [169] describe an online schema
for correlating multivariate event data, including a Markov
model for capturing event sequences and a time-dependent
structure for filtering extracted rules over time using aging
or decay function. The aging function is a mechanism for
gradually forgetting and prioritizing new rules over old rules
over time.

Also, intelligent methods can be used to analyze attack
graphs. In the approach by Djemaiel et al. [170] multi-step
attacks are reconstructed based on big data about network
activity. Network activity is monitored using temporal con-
ceptual graphs (TCGs) and attack scenario graphs. A hybrid
neural network is used to select the intended attack scenario
by performing an evidence-based correlation process with
TCG over a period of time.
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TABLE 9. Mixed correlation methods.

Hybridization approaches can be considered in terms of
using a different number of event data sources. Raju and
Geethakumari [171] divide the correlation of cloud events
into two stages. At the first stage, events are considered
from the point of view of a separate source (homogeneous
correlation). In the second stage, events are collected from
multiple sources (heterogeneous correlation). Heterogeneous
correlation uses a codebook and clustering method to detect
incidents. Wu and Moon [172] present the alert correlation
method for cyber physical systems with timestamp-based and
attribute-based similarity analysis. It consists of three steps
performed at different levels of the system: cyber alert cor-
relation, physical alert correlation, and cyber-physical alert
correlation. IP addresses can be cyber attributes, and target
type/manufacturing process, attack assessment/consequence
can be used as physical attributes. Cyber-physical alert cor-
relation is about creating a strong meta-alert between alert
aggregation results.

Researchers are also integrating signature-based and
anomaly detection methods. Sapegin et al. [173] present a
prototype SIEM system that combines three types of event
analysis: using signatures [52], SQL queries and unsuper-
vised anomaly detection. The analytics method based on
SQL queries is mainly used to obtain statistics on processed
data. For unsupervised anomaly detection, the authors apply
a set of approaches: a negative binomial model to real data,
a Poissonmodel, a hybrid approach combining a vector-space
model for text field analysis, spherical k-means, and one-class
SVM. The approach by Yang [174] is based on the use of two
modules: the attack scenario-based module and the alert fil-
tering module. The first module uses adaptive multi-domain
behavioral features for anomaly detection. The second

module applies the frequency response from the scenario
analysis of the first module and an alert filter based on attack
initiation detection.

Described correlation approaches usingmixedmethods are
presented in Table 9. We can say that this type of approach is
both the most popular and allows one to take advantage of the
various methods described earlier. Moreover, mixed methods
provide the ability to combine not only alert correlation meth-
ods, but also methods of using knowledge and data sources.
It also becomes possible to jointly detect both known and new
multi-step attacks.

VI. RESULTS AND DISCUSSION
In this section, we will answer the questions posed in the
study, based on the material of the review described in the
previous sections of the paper.

A. MAJOR RESEARCH AREAS (RQ1)
In the field of security event analysis, the following main
areas can be distinguished, dividing them into five groups:

1) BY THE NATURE OF THE TASK
• review, classification and analysis of existing security
event correlation methods, aimed at identifying prob-
lems in the cybersecurity area and their possible solu-
tions by systematizing existing knowledge (D1);

• development of new security event correlation approa-
ches characterized by novelty of solutions or areas of
application (D2);

• improvement of existing security event correlation
approaches to increase their effectiveness by expanding
the functionality or adjusting their elements (D3);
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• automation of the attack pattern generation and the cor-
relation rule creation, which allows one to reduce the
time spent by experts and to refuse manual analysis of
large amounts of data (D4);

• development of alert ontologies (D5).

2) BY THE MECHANISM USED
• grouping and clustering of similar alerts to reduce the
amount of information processed and alert classifica-
tion (D6);

• detection of multi-step and targeted attacks, allowing
timely notification of intrusions and violations to the
security administrator (D7);

• prediction of multi-step and targeted attacks based on
incoming alerts, allowing early detection of attacks and
attackers’ targets (D8).

3) BY THE DECISION TIME
• development of attack models that are trained offline
based on the history analysis (D9);

• development of attack models that are trained offline
based on the history analysis and online (in real-time)
based on the analysis of incoming alerts (D10).

4) BY DATA SOURCES
• development of IDS alert correlation approaches (D11);
• development of system log correlation approaches (D12);
• development of system call correlation approaches (D13).

5) BY AREAS OF APPLICATION
• development of correlation approaches for complex dis-
tributed systems (cyber-physical systems, Internet of
things) (D14);

• development of correlation approaches for computer
systems and networks (D15).

The distribution of the studies considered in this review
by the listed areas is presented in Table 10. Note that one
research can progress in several directions. The links in the
table are not duplicated, and the most relevant direction is
selected for each paper.

The main part of the approaches developed by researchers
in these areas have a common goal: to detect and pre-
dict security breaches that are step-by-step in nature. These
problems can be considered multi-step or targeted attacks
or cause-and-effect violations of the system or network
stability.

B. SECURITY EVENT CORRELATION APPROACHES (RQ2)
Classification and overview of existing approaches are pre-
sented in Section V. Similarity-based methods have a sim-
ple implementation for determining the relationship between
a pair of events. The difficulty lies in choosing the most
efficient way to calculate the pairwise correlation of events.
Simple matching event attributes can give a lot of false posi-
tives. At the same time, complex correlation functions are too

TABLE 10. Main research areas on alert correlation.

specific, which makes similarity-based methods less flexible.
Step-based methods often have easily interpretable security
event correlation results for the operator to understand. There-
fore, this category of methods is well suited for visualization.
The implementation of such models is more complicated
than similarity-based methods, and requires more computing
resources for data processing and storage.
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Figure 16 shows the distribution of the described security
event correlation approaches by the methods used. We can
note that step-based correlation methods are more popular
than similarity-based methods. This is due to the fact that
step-based methods allow one to more effectively restore the
security event sequences, and therefore to detect attack sce-
narios. Such methods can both use known attack signatures
and analyze causal event sequences. Also, step-based meth-
ods make it possible to reproduce the attacker’s actions using
graphs and trees. Similarity-based methods are rarely applied
independently. They are more common in hybrid correlation
approaches to process the input raw events. Mixed methods
are the most common because of their increased functionality
and performance, as well as the ability to process and analyze
events from different points of view.

Asmethods of knowledge extraction for security event cor-
relation approaches, we distinguish manual methods, includ-
ing expert rules and signatures, as well as supervised and
automatic methods. By type of detection, we determine
whether the correlation approach explores intrusion detec-
tion or anomaly detection. Figure 17 shows the distribution
of approaches by the knowledge extraction method and by
the type of attack detection. We can note that most of the
methods in this review rely on knowledge like rules and
manually encoded signatures. The attack patterns obtained
through unsupervised learning are mostly represented by
statistical methods such as Markov models and Bayesian
networks. Fewer researchers are searching for anomalies,
since in this case it is more difficult to study the logic of
a multi-step attack, but at the same time it becomes pos-
sible to detect unknown attacks. However, the trend shows
that researchers are increasingly giving preference to auto-
mated knowledge extraction, which saves time and costs for
experts. At the same time, automatic signature generation and
anomaly detection methods can return many false positives
depending on system settings. Any training methods largely
depend on the availability of a reliable model-building dataset
that accurately represents the traces found in real networks so
that they can be effectively detected.

FIGURE 16. Distribution of security event correlation approaches by the
methods used.

FIGURE 17. Distribution of methods to knowledge extraction (left) and
detection type (right).

More researchers are developing security event correlation
approaches that can analyze data from various sources (85%),
and fewer focus on more specific ones (15%). Modern secu-
rity systems can include firewalls, authentication services,
antiviruses, vulnerability scanners, and IDSs. Data from het-
erogeneous sources are normalized and analyzed either at
a central node (86%), distributed (11.3%) or hierarchically
(2.7%). The prevalence of centralized architecture is due to
the fact that correlation algorithms in this architecture are
easier to implement. However, their scalability is limited,
and if the central node fails, the entire system is disrupted.
Due to the increasing complexity and size of networks and
the increase in volumes of heterogeneous data, the develop-
ment of distributed and hierarchical correlation systems has
become more frequent in recent years. Centralized architec-
tures are no longer beneficial when processing large amounts
of data.

Also, depending on the correlation node location,
we define systems that operate at the level of raw data
(11.2%), events (86.2%) or reports (2.6%). Most of the
proposed approaches work directly with incoming events,
categorizing them and prioritizing data. At the raw data level,
as a rule, data is processed from various network sensors. The
report level displays an overall summary of the monitoring
data.

C. DATASETS (RQ3)
To evaluate the developed approaches and prove their effec-
tiveness, researchers conduct experiments on open datasets
or use datasets obtained as a result of their own system
simulation. Thus, the data can be both public and used by
any research team, or private. Private data is created using
simulated data specially created to validate the approach, and
is not available for replication of the experiment by other
researchers until the authors make it available. Such datasets
are used in the studies reviewed in 47.2% of cases.

The number of experiments performed on the most popular
open datasets is shown in Figure 18. The most common
public dataset in security event correlation research is the
DARPA series, which is used to analyze and test methods
for detecting multi-step attacks. This series includes datasets
DARPA 1999 [175], DARPA 2000 [176], and DARPA CGP
(CGC) [177]. The first two sets are also referred to as
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MIT-LL1999 and MIT-LL2000, respectively. The data con-
tains IDS alerts tested using network traffic and audit logs col-
lected from the simulation network. The systems processed
this data in batch mode and tried to identify attack sessions
during normal operation. The DARPA 1999 dataset consists
of 190 samples of 57 attacks which include 8 Probes, 17 DoS
attacks, 17 R2L attacks and 15 U2R/Data attack. DARPA
2000 dataset contain two attack scenarios, namely Lincoln
Laboratory scenario DDoS (LLDOS) 1.0 and LLDOS 2.0.
The first begins with the probing phase, then goes to the
infiltration phase and ends with the installation of means for
launching DDoS. The second is a complicated version of the
first. DARPA CGP is the dataset obtained from the Cyber
Grand Challenge project. It provides examples of alerting
attacks from sources at different levels: network management
systems, firewall, network IDS, and host-based IDS. There
are 131 binaries from CGC Qualifying Event (CQE), with
various types of bugs injected in them, and 74 binaries from
CGC Final Event (CFE).

Many researchers use datasets obtained as a result of
hacker competitions, which contain the actions of attack-
ers as close as possible to real ones. DEFCON data [178]
comes from the annual Capture the Flag (CTF) competition,
in which one team tries to protect a set of services while the
other gains unauthorized access to them. DEFCON datasets
are built from the footprints left by attackers during the
contest and are numbered according to the conference edition
number. Also, the datasets resulting from the flag capture
competition is the UCSB iCTF datasets [179]. The goal of
this competition is to hack the network with a series of attacks
without being detected. The Treasure Hunt [180] dataset is
the result of a payroll simulator hack competition that aims
to execute unauthorized money transfer transactions. Such a
set contains a sequence of attacks that are part of an overall
plan to achieve a specific goal. The MACCDC [181] datasets
include numerous attacks, from scanning to exploitation,
resulting from team-to-competition competition.

There are a number of other common datasets that can be
used to evaluate approaches for detecting multi-step attacks

FIGURE 18. Use of open datasets in the publications under review.

and reconstructing attack scenarios. The ISCXIDS2012
dataset [182] consists of tagged network traffic collected over
7 days and contains normal traffic (94.42%) and malicious
traffic (infiltrating the network from inside (1.26%), HTTP
DoS (0.43%), DDoS using an IRC Botnet (2.96%), and Brute
Force SSH (0.93%). Attack scenarios can also be explored
in the CICIDS2017 dataset [183], which contains network
traffic simulating the behaviour of 25 users. Normal traffic
is 83.34% of the total number of samples. Implemented
attacks include Brute Force FTP/SSH (0.48%), DoS/DDoS
(10.4%), Web Attack (0.07%), Port Scan (5.61%), Infiltra-
tion (0.001%) and Botnet (0.06%). The CERT dataset [184]
contains raw log data, which includes computer events such
as logging in, logging out, opening and closing files, visiting
websites, using flash drives, and more. The dataset comprises
209 million raw data points and 32 million time-stamped
actions. The CTU-13 dataset [185] consists of 13 attack
scenarios from various botnets. Botnet attacks include IRC,
Spam traffic, Click Fraud, Port Scan, DDoS and Fast Flux
(fake domain name system that host malicious contents). This
dataset consists of raw data packets, tagged network traffic,
the network environment data, and malware.

Security event correlation studies also use the KDD
1999 dataset [187], which contains a large amount of tagged
traffic that includes legitimate traffic (19.859%) and four
types of attacks: DoS (79.278%), Probe (0.839%), R2L
(0.023%) and U2R (0.001%). Although the dataset does
not contain pronounced multi-step attacks, it is a labeled
reference dataset that is widely used in anomaly detection
research. The less common datasets discussed in these studies
also include: NSA [188], which contains log data and alerts;
ContagioDump [189], which captures scenarios of attacks
on user devices using malicious applications; LBNL [190],
which contains more than 100 hours of network traffic in
packet-based format; netForensics Honeynet (or SOTM34)
including IDS alerts (links are out of date). 4SICS Geek
Lounge [191] traffic is used to test the approach to attack
detection in industrial cyber-physical systems.

D. EVALUATION METRICS (RQ4)
To evaluate the security event correlation, researchers
use both different quantitative metrics and more formal
approaches. The effectiveness of a correlation approach is
assessed by its ability to make correct predictions and prop-
erly identify security breaches. Evaluation metrics are also
necessary to compare the success of different approaches.

The binary classification of security events into ‘‘normal’’
(non-threatening, not part of the attack) and ‘‘attacking’’
(threatening, part of the attack) can result in one of the
following cases:

• True positive (TP): an attack is identified as an attack;
• False positive (FP): a normal event is incorrectly identi-
fied as an attack;

• True negative (TN): a normal event is identified as a
normal event;
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TABLE 11. Evaluation metrics.

• False negative (FN): an attack is incorrectly identified as
a normal event.

For the system to work effectively, FP and FN should be
minimized, since otherwise there is a high risk of either false
alarm or missed attacks.

A description of the metrics used by researchers in the
survey is presented in Table 11. Description of formulas is
taken from [192]. The Definition column provides examples
of calculating these metrics to (1) similar alert recognition
and (2) attack detection. For the first example, the original
sample is characterized by the number of All Alert Pairs,
among which there are Related Alerts and Unrelated Alerts.
The metrics are calculated using Correctly Correlated Alerts,
False Correlated Alerts, and All Correlated Alerts. For the
second example, the initial data is characterized by all data
samples (All Data Tracks), among which there are known
attacks (Known Attack Tracks) and normal data (Normal
Tracks). To calculate the metrics, Correct Attack Detections,
False Attack Detections and all Detected Attack Tracks are
determined.

The diagram in Figure 19 shows the frequency with which
these metrics are used in the papers included in the corpus
of this review. Each scale identifies the number of studies
that used a given metric to evaluate the proposed approach.
We can note that the most popular metrics are accuracy,
precision, recall and FPR.

Table 12 provides M1-M5 metric values for a number of
alert correlation approaches presented in this review, which
were evaluated using the DARPA 2000. We should note that
different authors use common names for metrics that at the
same time have the same context, for example recall [59],
completeness [75] or TPR [168]. To avoid confusion when
comparing the metric values, the metric designation from

Table 10 is used in the columns of Table 11, and the name
of the metrics is indicated in the cells.

M1-M6 metrics allow one to assess the quality of the cor-
relation or classification of alerts. In addition, the Reduction
ratio (or Recognition rate) metric (M7 metric) can be used,
which shows the degree of reduction between the original
number of alerts and the number of new high-level hyper-
alerts. This metric is used by researchers who try to minimize
the alert number for analysis. Table 13 shows the values
of this metric when evaluating correlation approaches at
DARPA 2000.

We can note that while theM1-M6metrics are mainly used
to evaluate step-based methods, the M7 score is more often
used for similarity-based correlation methods. A comparison
of approaches based on the described metric values will not
be entirely correct, since the conditions for conducting exper-
imentsmay not coincide for different researchers. At the same
time, we can note that approaches based on prerequisites
and consequences models and using machine learning can
provide both greater accuracy and completeness in multi-step
attack detection. In general, all the approaches in the above

FIGURE 19. Frequency of use of metrics in research evaluation.
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TABLE 12. Implications of M1-M5 metrics in evaluating alert correlation approaches using the DARPA 2000 dataset.

TABLE 13. Implications of the M7 metric in evaluating alert correlation
approaches using the DARPA 2000 dataset.

tables demonstrate high values of metrics, and in the future
the research task can be reduced to a decrease in false posi-
tives with an increase in accuracy.

In addition to the metrics listed in Table 11, security event
correlation approaches can also be evaluated in terms of
performance [117], [120], [135], [146], for example, how
quickly a multi-step attack will be detected when its early
indications appear. The metric can also be defined as the
probability of an attack [110], [127] or the probability of its
detection [88]. Such metrics also make it possible to evaluate
how correctly the attack scenario is restored.

The authors also introduce their own definitions for numer-
ical metrics. Thus, Hu et al. [115], based on probabilistic rea-
soning, suggest using twometrics to evaluate attack scenarios
and attackers: the expected number of visits (ENV) and the
expected success probability (ESP). ENV gives the expected
number of each alert in the current scenario depending on
the initial alerts raised by the intruder. ESP is the probability
that an attacker will achieve a specific target when starting an
attack with a specific initial alert. This metric is equal to the
sum of the probabilities of transitions between intermediate
alerts to the target of the attack.

E. CHALLENGES AND PROSPECTS (RQ5)
Security event analysts identify the following common chal-
lenges when developing approaches to alert correlation:

• Hiding malicious patterns. It is necessary to identify not
only abnormal events, but also to restore their connec-
tions. Detection of individual steps can be skipped due
to technical limitations of systems and networks. Even if
alerts about an attack are identified, it is rather difficult
to define the entire logic of an attacker without addi-
tional knowledge, especially in complex and distributed
systems. When the attacker uses deceptive maneuvers
and concealment of their actions, this is especially prob-
lematic. Often the multi-step attacks detection is com-
plicated by the attacker intent to hide his trail.

• Explainability of event semantics. Alerts from various
sources, such as IDS, may not provide sufficient infor-
mation about the cause of the problem. In addition,
cyber-analysts are faced with a semantic gap between
low-level audit events and high-level system behavior.

• Security event knowledge base support. When using
signature correlation methods and expert rules, it is
necessary to constantly update the knowledge base of
attack patterns and rule descriptions, respectively. The
performance of signature-based methods can be lim-
ited by detecting various combinations of single-stage
attacks [59]. In this direction, we can also add the devel-
opment of event ontologies [47]. Creating such knowl-
edge bases manually with the involvement of experts is
quite laborious.

• Analysis of large and/or heterogeneous data. Especially
in distributed and complex systems, it becomes neces-
sary to analyze a very large amount of data, which can
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be difficult for systems operating in real-time, and also
requires a lot of computing resources. When processing
data from several sources, the problem of data unifica-
tion and standardization may arise, including even for
one event, different security systems can generate alerts
in different formats.

• Few publicly available datasets. As we have seen in
this review, there are not many standard datasets for
evaluating multi-step intrusion detection systems that
are public. Most researchers use generated datasets that
are not shared to reproduce experiments and validate
their own designs. At the same time, the most popular
DARPA 2000 set contains only two attack scenarios, and
it can be considered obsolete.

Considering these problems, we propose the following
areas of research in the development of approaches to security
event correlation, which can help in resolving difficulties
encountered:

• Analysis of semantics of security events. It is necessary
to study the characteristics of multi-step attacks and
attacker behavior, taking into account the semantics of
alerts. Such studies are conducted both on the basis of
the assumption that attacking actions have a strong inter-
nal correlation [56], and on the basis of the attribution
of attackers [112]. Another solution is to analyze the
similarity of alerts based on their semantics [75]. The
increasing number of approaches with hybrid methods
of security event correlation and their high efficiency
allows one to consider the actions of the attacker from
different points of view.

• Development and use of self-learning event knowledge
bases. This can be useful for improving event correla-
tion approaches without known attack signatures and
fixed rules. Using unsupervised techniques, multi-step
attack rules can be generated automatically without
the knowledge of predetermined single-step actions of
the attacker. In this case, an important direction is the
development of adaptive event correlation methods or
online learning algorithms for timely updating of pattern
databases, as demonstrated by Shin et al. [59], Khosravi
and Ladani [76], and others.

• Security event correlation for predictive analytics is also
an important area of development. Most of the exist-
ing forecasting systems are capable of making binary
decisions: whether an attack will occur or not. But at
the same time, not many systems provide a sequence of
actions for an attacker. Attack scenario steps prediction
can be based on the use of unsupervised machine learn-
ing, such as deep neural networks [153].

• Support for distributed event correlation and big data
processing. Development of approaches capable of per-
forming distributed security event correlation and ana-
lyzing large amounts of data, including those based on
current big data processing technologies. This direction
is especially relevant for the developing IoT systems

and cyber-physical systems [20], [164]. In the case of
a large amount of event data, a good solution is to
support parallel computing and use big data processing
tools [37].

• Support for normalization and unification of security
events. A number of alert normalization formats have
now been introduced and are used by research com-
munities and commercial product developers such as
IDMEF, CEE, IODEF, and CEF [6]. At the same time,
the existing formats have a limited number of fields,
which are sometimes not enough to describe the rela-
tionship between events. Unified approaches allow ana-
lyzing events without a clear reference to their format.

• Development of new datasets for evaluating alert cor-
relation methods. Publication of the experimental data
used. Since some data may contain confidential data,
authors can make it available on request to allow data
sharing, as Hu et al. [78]. Evaluation of the developed
approaches both on existing and new datasets allow
one to demonstrate the effectiveness of the approach to
security event correlation, taking into account different
types of attacks.

We should note that the above lists do not cover all possible
difficulties and directions of research development, and their
complete analysis requires a separate in-depth study.

VII. CONCLUSION
This paper provided a systematic review of the security event
correlation literature over the past decade, which allowed
us to present the current state of research in this area. The
review methodology included the formulation of research
questions, a keyword search strategy, and a recursive search
for scientific publications that were selected according to
established inclusion and exclusion criteria.

Researchers’ security event correlation approaches are
necessary to detect and predict incremental security issues
such as multi-step or targeted attacks and other causal
sequences of abnormal events. We presented a classifica-
tion of approaches to security event correlation based on
correlation methods, knowledge extraction methods, number
of sources, level of analysis, and architecture. The corpus
of the review includes 127 research papers characterized in
accordance with the proposed classification. We described
the datasets and metrics that are used in these researches
to evaluate correlation approaches. For a number of papers,
we provided a comparative effectiveness analysis of the
approaches developed by the authors.

We also presented the challenges that researchers face
when developing security event correlation approaches.
Among them, we distinguished two main: the complexity of
the reconstruction of multi-step attacks and the small number
of representative publicly available datasets for evaluation.
We also considered the improvement of approaches to the
security event correlation with a large amount of hetero-
geneous data as the main direction of future work in the

VOLUME 10, 2022 43415



I. Kotenko et al.: Systematic Literature Review of Security Event Correlation Methods

area. A systematic literature review has shown that there
is still considerable interest among researchers in complex
and hidden attack detection. The presented state-of-the-art
developments, possible problems and their solutions may be
of interest to those who want to get acquainted with this area.

As a direction for future work, we consider the develop-
ment and evaluation of security event correlation models, tak-
ing into account the challenges and perspectives outlined in
this survey. The main research will be focused on the security
events correlation, which allows us to take into account both
the structural relationships of event features and the event
semantics. In particular, special attention should be paid to
methods for processing a large amount of heterogeneous data
in order to ensure the universality of the correlation method
and its applicability in complex distributed systems.
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