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ABSTRACT Cloud computing is a global storage framework whereby users use the tools, including the
computation, storage, network, etc., that are provided automatically. The computational has led the cloud
data centers to be stored in digital services that many consumers distribute. The biggest problem with cloud
data centers is handling the millions of users’ continuous proposals. Therefore, in this paper, Adaptive
Scheduling Algorithm Based Task Loading (ASA-TL) has been proposed to manage cloud data centers’
task to be stored in digital devices. ASA is implemented in which the task is shared between all the current
virtual servers,and the cloud data are protected from overloading. The data assignment is made by taking
account of the importance and status of the digital device that helps to assign task fairly and use them
efficiently. TL manages these requests efficiently, and the task input must be equally and reliably allocated
between various processors. The experimental result suggests that ASA-TL achieves the highest performance
assessment measurements, including response time, processing time in the data center and overall expense.

INDEX TERMS Data center, cloud computing, response time, task management.

I. INTRODUCTION
Recently, cloud computing techniques has gain popularity
due to the rapid development of Internet of Things (IoT).
The data generated using IoT devices are huge. This data
is transferred, stored and processed in the cloud [1]. Since
the number of devices accessing the cloud data centre is
rapidly increasing, proper allocation of cloud resources to
these devices is a challenging task [2]. To ensure reliable
quality of service, all the IoT devices must be given priority
based on the arrival time, type of data, quality of data,
bandwidth requirement and virtual server requirement. The
overall allocation must be designed such that the energy
requirement is low and quality is high [3].

The resources inside the cloud are termed as virtual
resources. This resource is essential for effective cloud
computing. The computations performed inside the cloud
are highly confidential and require less time since the IoT
applications are mainly real-time based [4]. Millions of users
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send access request to the cloud at the same time. To handle
this issue, load balancing is performed. Load balancing
algorithms are used for selecting suitable request that are of
high priority and allocate them to virtual machines based on
their availability [5].

The allocated resources are used by the remote users
to run their applications in real-time. This allocation is
done based on scheduling algorithms. The cloud data
centers provide reliable and high quality data compared
to the private servers [6]. Load balancing is usually done
based on the measurement of constraints [7]. The load
request on each virtual machine is computed and evaluated.
Based on the load request and the available constraints,
decisions are taken to select the best request for resource
allocation [8].

Every task is given a certain level of priority. The task
with maximum priority is chosen as the balanced load [9].
The main objective is load balancing is to maximize the
efficiency of scheduling and minimize the response time.
These two objectives aids in improving the overall efficiency
of the cloud [10].Various optimizations techniques have been
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proposed in the literature for the computation of effective
scheduling mechanisms. These optimization techniques are
based on the evaluation of processing time, overall expense,
data transfer rate and the bandwidth rate [11].

Genetic algorithms are popularly used in task allocation as
they have high reliability. These algorithms are based on the
greedy resource allocation techniques that have high speed.
Further, the data assignment in these systems are done based
on the available virtual server resource [12]. To reduce the
risk of data leakage these schemes usually involve encryption
algorithms. The encryption is done so that the intruders do not
understand the information being sent through the cloud [13].

Other important criteria involved in scheduling include
processor speed, task completion time, load balancing factor,
stability factor and the CPU efficiency.The ratio of successful
execution determines the rate at which proper execution
is performed [14]. This ratio is based on the probabilistic
approach. The networks are servers are evaluated to form
the balancing task using probabilistic theory. Thus, load
balancing helps to balance the performance of the cloud using
IoT devices and cloud resources [15].

In the subject of cloud computing, the job scheduling
problem is a major research topic. It is concerned with
reducing the amount of time spent waiting after apply-
ing scheduling algorithms. Job scheduling improves cloud
performance so that you may make the most money. The
goal of employing different scheduling algorithms is to
discover a good set of jobs to execute and lower the
overall job execution time. Because the cloud is a distributed
environment with heterogeneous systems, there are a variety
of scheduling methods available in the cloud environment
that differ from traditional scheduling algorithms. Traditional
scheduling strategiesmay not apply to cloud systems. The use
of an effective and adaptive scheduling algorithm improves
resource efficiency while also lowering customer wait times
and job offloading overhead.

Effective scheduling algorithms are essential to produce
high quality load balancing to meet the increasing demands
of the internet users. The main issue faced here is the
decrease in the network speed. To overcome this issue, a novel
adaptive scheduling algorithm is proposed in this research.
Section 2 involves the literature survey. Section 3 lists the
main contributions of this paper. Section 4 explains the
proposed methodology. Section 5 explains the results and
discussion Section 6 includes the conclusion along with
future work.

II. RELATED WORK
Mishra et al. [16] proposed a scheme for the load balanc-
ing based on optimization techniques. This scheme was
designed to overcome both the underload and the overload
issues involved in task loading. The main advantage of
this technique was that it was capable of handling both
dependant and independent virtual machine. However, this
scheme was not capable of reducing the power consumption
issue. Abualigah et al. [17] proposed a framework based on

hybrid antlion optimization for task scheduling. This scheme
was designed to overcome the multi-objective task loading
problem. It was capable of attaining maximum resource
utilization. However, the convergence speed of this technique
was too low.

Yuan et al. [18] presented a system for task scheduling
using bio objective. This scheme was designed to support
the green data centres. A new algorithm called bio-objective
differential evolution technique was adopted. This scheme
attained high quality of service with high speed. However,
it was unable to support the required stability factor.
Naik et al. [19] presented a scheme for the adaptive selection
of virtual machine. This selection was done using optimized
scheduling algorithm. The main objective was to reduce the
resource wastage and to enhance the load volume. The overall
processor speed was found to be low in this framework.

Yang et al. [20] adopted task scheduling using game
theory. This theory was used for the management of energy
in the cloud environment. The main advantage here was the
simplified model involved for the task assignment. Though
the model used was simple, this scheme could not achieve
rapid allocation. Arani et al. [21] presented a methodology
based on fog computing for effective task loading. This
scheme utilized moth-flame algorithm for optimization of the
cloud resources. The proposed algorithm achieved highest
cyber security. The main drawback was the high computation
requirement since it involved NP hard problem.

Gupta et al. [22] presented a scheme for load balanc-
ing based on risk management. This scheme utilized the
advanced scheduling algorithm for resource allocation. The
proposed framework solved the service level agreement issue.
However, this scheme could not achieve CPU efficiency.
Roy et al. [23] proposed a system for load balancing based on
cooling techniques. The main advantage of this scheme was
the efficient data center energy allocation using green cloud
methodology. Though this system achieved increased energy
efficiency it was not capable of attaining improved bandwidth
rate [24].

Mishra et al. [25] presented a scheme for task allocation
based on frequency scaling. In this scheme, the available
frequency was scaled and evaluated for effective bandwidth
allocation. Thus, this scheme attained improved bandwidth
rate. However, since the environment involved was of
heterogeneous type, it could not attain high data rate, since
the optimization involved solving of NP hard problem.

S. Pal et al. [26] have discussed resource migration algo-
rithm cloud migration environment.
S. Jeyalaksshmi et al. [27] have discussed that Reliability
Profile algorithms are used in Virtual Machine mapping
and allotment in Volunteer Cloud systems [28]–[34].
S. Pal et al. [35] have shown acclimatization of Johnson
Sequencing in a Cloud Computing Environment for Job
Scheduling to Reduce Average Waiting Time.

Khazaei et al. [36] offer a fresh estimated methodical
approach that deals with server performance evaluation.
Their research aims to obtain an approximation of the entire
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probability distribution of request response time. The cloud
providers can use their model to determine the relationship
between input buffer size and the number of Service Centers
(SCs). They looked at the likelihood of immediate service,
the likelihood of blocking, and the average number of tasks
in the system.

In heterogeneous systems, Spicuglia et al. [37] demon-
strated the techniques for gathering data from various data
centers. They talked about how to join the best queue and how
to use a plug-and-playworkload controller to reduce volatility
and the upper percentile of response times [38]–[40].

From the detailed survey, it is evident that the main
challenges involved in the task loading of cloud servers
include increase in bandwidth rate, decrease in task com-
pletion time, improvement in load balancing factor, decrease
in computation time, decrease in utilization of virtual server
source and improvement in data assignment efficiency.
These challenges are overcome using the proposed Adap-
tive Scheduling Algorithm Based Task Loading (ASA-TL)
algorithm since it involved adaptive scheduling based on the
evaluation of available resources in the cloud data center.

III. CONTRIBUTION OF THE PAPER
The task is spread across all present virtual servers, and the
cloud data is secured from overloading, thanks to ASA. The
data assignment is established by considering the value and
state of the digital device, which aids in the fair assignment of
tasks and efficient use of them. TL efficiently manages these
requests, and the task input must be distributed evenly and
consistently among the numerous processors. According to
the results of the trial, ASA-TL has the best performance in
terms of response time, processing time in the data centre,
and overall cost.

The contributions of this paper are as follows
• A new algorithm called Adaptive Scheduling Algorithm
Based Task Loading (ASA-TL) is proposed.

• A novel technique will be useful for task offloading to
make it better resource utilization in cloud environment.

• Overload protection using cloud data center is presented
through this algorithm.

• We have tried to focus to minimize the request response
time, data processing time, data transfer rate, overall
expense rate, and bandwidth efficiency.

• The proposed ASA-TL archives mini- mum task com-
pletion time of 16.76ms, high load balancing rate of
94.02%, minimum response time of 7.5ms, minimum
processing time of 5.25ms, minimum overall expense
rate of 5.36% and archives maximum data transfer rate
of 89.81%.

IV. PROPOSED METHODOLOGY
A. PROPOSED ADAPTIVE SCHEDULING ALGORITHM
BASED TASK LOADING (ASA-TL) MODEL
The proposedASA-TLmodel involves components like users
that send access requests, cloud service provider and the
cloud servers.

FIGURE 1. Adaptive scheduling algorithm based task loading (ASA-TL)
model.

FIGURE 2. Virtual machine for task loading.

Figure 1 shows the proposed Adaptive Scheduling Algo-
rithm Based Task Loading (ASA-TL) model. In this model,
the system is designed such that the proposed ASA-TL
algorithm is fed to the cloud service provider. The access
requests are sent to the cloud from the users. Various
users send the requests simultaneously. These requests are
evaluated by the cloud service provider and allocation is done
based on the proposed ASA-TL algorithm. The task loading
is done based on load balancing and the selected requests are
assigned to the corresponding cloud servers.

B. VIRTUAL MACHINE FOR TASK LOADING
There are three main layers involved in the proposed method-
ology. These include application layer, virtual machine and
host.

Figure 2 shows the block diagram of the task loading
operation. The Bottom layer contains physical Resources
i.e. Servers, networks, storage, and data center space, which
provides all the resources to the VMs. The next layer is
the virtualization layer which is referred as management
layer which provides overall management, such as decision
making regarding where to deploy the virtual machines,
admission control, resource control, usage of accounting,
etc. The implementation or application layer provides the
hosting environment for virtual machines for the end users.
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FIGURE 3. Overload protection in cloud data centre.

In this layer, host operating system is running on the hardware
infrastructure. It supports multiple guest virtualized operating
system on the same physical server and it is capable of
maintaining isolation of different guest operating system.
In modular approach of cloud computing architecture,
there are different software-based components or modules
which are assigned to different tasks. So there is need
of workflow coordination and proper interaction between
different modules. The workflow management system is
required for co-ordination and interaction between different
modules.

C. OVERLOAD PROTECTION IN CLOUD DATA CENTER
The overload protection is an important component of task
balancing. This helps to increase the data rate of the users.

Figure 3 presents the overload protection in the cloud
data center. The requests sent by users are given to the
cloud using the world wide web server. This server sends
the requests to the cloud using the firewall protection. The
firewall protection is used for protecting the cloud from
the unwanted third party intruders and malware programs.
The data filtered by the firewall enters the overload protection
center. The overload protection center protects the cloud
server from the overloading issue. If the number of requests
is more than the level that can be handled by the cloud, few
requests are rejected based on the priority rule. Finally, the
selected data is transferred to the cloud server through the
virtual server.

D. ADAPTIVE TASK SCHEDULING ALGORITHM
The proposed adaptive task scheduling algorithm works
based on the evaluation of important parameters like band-
width requirement, task completion time, task completion
rate, processor speed, processor availability, data transfer rate
and overall expense.

Figure 4 shows the task scheduling flowchart. From the
figure, we see that there are totally 9 tasks involved. These
tasks are connected based on directional connections. Each
task is dependent on the other. At the first level, the task
1 is performed. At the next level, task 2, task 3 and the
task 4 are performed. At the third level, the next four tasks
are performed. Finally, the task 9 is performed at the last
level.

FIGURE 4. Task scheduling flowchart.

FIGURE 5. Proposed adaptive task scheduling.

Figure 5 shows the proposed adaptive task scheduling.
It includes 4 processors. The first task is performed by the
third processor P3. The second task is done by the second
processor P2 followed by the third processor P3, fourth
processor P4, first processor P1, second processor P2, third
processor P3, first processor P1 and the fourth processor P4.
The Terminologies have been used as follows:
• ti is the task value, which refers to the number of tasks
under processing.

• li is the loading value, which refers to the time
taken by the server to provide response to the access
request.

• di is the total data assignment value, which refers to the
overall time taken for processing each request.

• ci is the cloud resource value, which refers to the time
of cloud resource utilization during overall processing
each request.

• ni is the network resource value, which refers to the time
of network resource allocation for processing.

• si is the network speed value, which refers to the network
speed at which data is being sent.

• vi is the virtual server resource value, which refers to
total time taken for the completion of the task loading
during virtualization process.

• ri is the date rate value, which refers to the rate at
which the task loading is done effectively. The tasks
are being loaded to be assigned to its designated
processor. (As per allocation policy of Simulator, i.e.,
VMAllocationPolicy).
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Algorithm 1 Adaptive Scheduling Algorithm Based Task
Loading (ASA-TL)
Input:
• Task set T = [t1, t2, . . . , tm];
• Loading set L = [l1, l2, . . . , lm];
• Data assignment set D = [d1, d2, . . . , dm];
• Cloud resource C = [c1, c2, . . . , cm];
• Network resource N = [n1, n2, . . . , nm];
• Network speed S = [s1, s2, . . . , sm];
• Virtual server resource V = [v1, v2, . . . , vm];
• Data rate R = [r1, r2, . . . , rm];

Output: Task scheduling optimization function TSO;
BEGIN

Iter = 1;
Num = 0;
Max_iter = 100;
While (iter+ < Max_iter) do
Initialize TS_array[Num] = 0;
Compute RS(t);
Compute PT (t);
For t = 1 to Max_iter do
Pro = 0;
Compute OE(t);
Compute DTR(t);
Compute BR(t);
Compute PS(t);

endfor
Pro++;
Compute TCT (t);
Compute LBF(t);
Compute SF(t);
TS_array[Num] = SF(t);

endwhile
Calculate Task scheduling optimization function TSO;

END

Response time is computed as

RT (t) =
m∑
i=1

[ti ×

∫
di
i
− arg max

i
li] (1)

where RT (t) refers to the response time, ti is the task value,
li is the loading value, di is the data assignment value,

∫
di
i

is the integration of data assignment value, arg max
i

li is

the argument that gives maximum loading value. This value
indicates the time taken by the server to provide response to
the access request.

Processing time is computed as

PT (t) = RT (t)×
m∏
i=1

li ×
m∑
i=1

di × ‖RT (t)− ci‖22 (2)

where PT (t) is the processing time, RT (t) refers to the
response time, li is the loading value, di is the data assignment
value, ci is the cloud resource value, ‖RT (t)− ci‖22 gives the
difference between response time and the cloud resource and

FIGURE 6. Path diagram for the computation of bandwidth rate.

m∑
i=1

di is the total data assignment value. This value indicates

the overall time taken for processing each request.
Overall expense is computed as

OE(t) =
∮
i≥0

max{di, 0}− ‖PT (t)− ci‖22 + ni (3)

where OE(t) is the overall expense, PT (t) is the processing
time, di is the data assignment value, ci is the cloud
resource value, ni is the network resource value and
‖PT (t)− ci‖22 gives the difference between the processing
time and the cloud resource value. The overall expense is the
total cost involved in the processing on one request.

Data transfer rate is computed as

DTR(t) =
{OE(t + 1)+ RT (t)} ∪ {PT (t)+ OE(t + 1)}

t
(4)

where DTR(t) is the data transfer rate, OE(t) is the overall
expense, PT (t) is the processing time, RT (t) refers to the
response time, t refers to the time instant and ∪ is the union
operator. This value is the rate at which the data is transferred
from the server to the client.

Figure 6 shows the path diagram for the computation of
bandwidth rate. Bandwidth rate is given by

BR(t) =

√√√√ m∑
i=1

exp(DTR(t)− ci)+ exp(ni − si) (5)

where BR(t) is the bandwidth rate,DTR(t) is the data transfer
rate, ci is the cloud resource value, ni is the network resource
value, si is the network speed value, exp(ni − si) gives the
exponential difference between the network resource value
and the network speed value. This value indicates the network
speed at which data is sent.

Processor speed is calculated using

PS(t) =
1

m− 1

∑m

i=1
∂
[BR(t)× mod (BR(t))]

si
−[ni ∗ vi]

(6)

where PS(t) is the processor speed, BR(t) is the bandwidth
rate, ni is the network resource value, si is the network speed
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value, vi is the virtual server resource value and the term ni×
vi gives the product of the network resource and the virtual
server resource value. The processor speed is the speed with
which the overall processing is performed.

Task completion time is computed using

TCT (t) = ±
∑m

i=1
PS(t)×

si ∗ exp(vi)
si × exp(ri)

±PS(t)×
∑m

i=1

vi × exp(si)
vi × exp(ri)

(7)

where TCT (t) is the task completion time, PS(t) is the
processor speed, si is the network speed value, vi is the virtual
server resource value, ri is the data rate value and the term
exp(ri) is the exponential data rate. This value gives the total
time taken for the completion of the task loading.

Load balancing factor is given by

LBF(t) = arg min
i

TCT (t)+ exp(si − vi)
ri

(8)

where LBF(t) is the load balancing factor, TCT (t) is the task
completion time, si is the network speed value, vi is the virtual
server resource value, ri is the data rate value and the term
exp(si − vi) gives the exponential difference between the
network speed value and the virtual server resource value.
This value gives the rate at which the task loading is done
effectively.

Stability factor is calculated as

SF(t)=
√
{PS(t−1)−TCT (t+1)}∩{LBF(t−1)−BR(t+1)}

(9)

where SF(t) is the stability factor, TCT (t) is the task
completion time, PS(t) is the processor speed, LBF(t) is
the load balancing factor and BR(t) is the bandwidth rate.
Stability factor computes the stability of the overall virtual
machine.

Task scheduling optimization function TSO is given by

TSO 1
= arg max

t

∥∥∥∥ (RS(t)+ PT (t)+ OE(t))
(DTR(t)+ BR(t)+ PS(t))

∥∥∥∥2
subject to t ≥ 0 (10)

where TSO is the task scheduling optimization function,
PS(t) is the processor speed, OE(t) is the overall expense,
PT (t) is the processing time, BR(t) is the bandwidth rate,
DTR(t) is the data transfer rate and PS(t) is the processor
speed.

Figure 7 shows the task scheduling optimization function
generation. In this figure, TSO is the task scheduling
optimization function, PS(t) is the processor speed, OE(t) is
the overall expense, PT (t) is the processing time, BR(t) is the
bandwidth rate, DTR(t) is the data transfer rate and PS(t) is
the processor speed.

V. RESULTS AND DISCUSSION
In this section, we have performed the performance analysis
of the proposed scheme. The proposed ASA-TL scheme

FIGURE 7. Path diagram of task scheduling optimization function
computation.

TABLE 1. Task completion time (ms).

was compared using various algorithms like Imperialist
competitive algorithm (ICA), Genetic algorithm (GA),
Firefly algorithm (FA), Tabu search (TS), Ant colony
optimization (ACO) and Constrained optimization (CO). All
the simulations were performed at the frequency of 50Hz
using CloudSim Toolkit in a system with 4GB RAM.

A. PERFORMANCE ANALYSIS
For quantitative evaluation we have employed metrics
like task completion time, load balancing rate, response
time, processing time, overall expense, data transfer rate,
bandwidth rate, processor speed and stability factor.

Table 1 shows the comparison of task completion time. It is
clear that the average task completion time for the Imperialist
competitive algorithm is 57.56ms. The task completion time
for Genetic algorithm is 47.84 ms and for Firefly algorithm
is 40.36 ms. Tabu search, Ant colony optimization and
Constrained optimization utilize 55.62 ms, 57.91 ms and
45.03 ms respectively. However, the proposed ASA-TL
archives minimum time of 16.76 ms. This clearly shows the
high speed of the proposed algorithm. This is due to the
calculation of response time of each user in the proposed
system.

Table 2 shows the comparison of load balancing rate. ICA
has average load balancing rate of 43.89%. GA has a rate of
41.51% and the FA has a load balancing rate of 49.57%. The
TS algorithm has a rate of 36.81% and the ACO has a rate of
47.82%. CO has load balancing rate of 41.29%. However, the
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TABLE 2. Load balancing rate (%).

FIGURE 8. Variation of response time.

FIGURE 9. Variation of processing time.

proposed scheme has a high rate of 94.02%. This is due to the
usage of effective network resource allocation.

Figure 8 shows the variation of response time. It is
clear that the average response time for the Imperialist
competitive algorithm is 39.12 ms. The response time for
Genetic algorithm is 47.84 ms and for Firefly algorithm
is 34.25 ms. Tabu search, Ant colony optimization and
Constrained optimization utilize 39.37 ms, 34.74 ms and
39.12 ms respectively. However, the proposed ASA-TL
archivesminimum time of 7.5ms. This clearly shows the high
speed of the proposed algorithm. This is due to the calculation
of resource allocation time of each server in the proposed
system.

Figure 9 shows the variation of processing time. It is clear
that the average processing time for the Imperialist compet-
itive algorithm is 35.2ms. The processing time for Genetic
algorithm is 47.52ms and for Firefly algorithm is 40.15ms.

FIGURE 10. Variation of overall expense rate.

FIGURE 11. Variation of data transfer rate.

Tabu search, Ant colony optimization and Constrained opti-
mization utilize 32.37ms, 34.4ms and 34.12ms respectively.
However, the proposed ASA-TL archives minimum time of
5.25ms. This clearly shows the high processing speed of the
proposed algorithm. This is due to the incorporation of time
efficiency factor in the proposed ASA-TL algorithm.

Figure 10 shows the variation of overall expense rate.
It is clear that the overall expense rate for the Imperialist
competitive algorithm is 42.52%. The overall expense rate
for Genetic algorithm is 41.75% and for Firefly algorithm
is 48.43%. Tabu search, Ant colony optimization and
Constrained optimization have expense rate of 48.42%,
46.29% and 43.85% respectively. However, the proposed
ASA-TL archives minimum-overall expense rate of 5.36%.
This clearly shows the high expense capacity of the proposed
algorithm.

Figure 11 shows the variation ofdata transfer rate. It is
clear that the average data transfer ratefor the Imperialist
competitive algorithm is 51.23%. The data transfer ratefor
Genetic algorithm is 51.57% and for Firefly algorithm
is 50.31%. Tabu search, Ant colony optimization and
Constrained optimization have data transfer rate of39.53%,
41.32% and 42.51% respectively. However, the proposed
ASA-TL archives maximum data transfer rateof 89.81%.
This clearly shows the high data transfer rate of the proposed
algorithm. This is due to the implementation of overall
expense in terms of bandwidth rate.

Table 3 shows the comparison of stability factor. It is
clear that the average stability factor for the Imperialist
competitive algorithm is 47.77%. The stability factor for
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TABLE 3. Comparison of stability factor (%).

TABLE 4. Comparison of CPU efficiency (%).

Genetic algorithm is 43.57% and for Firefly algorithm
is 42.07%. Tabu search, Ant colony optimization and
Constrained optimization have stability factor of 40.53%,
47.23% and 43.76% respectively. However, the proposed
ASA-TL archives maximum stability factor of 84.81%. This
clearly shows the high stability of the proposed algorithm.
This is due to the involvement of virtual servers for the
adaptive scheduling.

Table 4 shows the comparison of CPU efficiency. It is
clear that the average CPU efficiency for the Imperialist
competitive algorithm is 40.84%. The CPU efficiency for
Genetic algorithm is 41.13% and for Firefly algorithm
is 38.66%. Tabu search, Ant colony optimization and
Constrained optimization have stability factor of 44.08%,
42.53% and 45.60% respectively. However, the proposed
ASA-TL archives maximum CPU efficiency of 84.94%. This
clearly shows the high efficiency of the proposed algorithm.
This is due to the involvement of multiple cloud servers for
task loading in this model.

Figure 12 shows the comparison of bandwidth efficiency.
It is clear that the average bandwidth efficiency for the
Imperialist competitive algorithm is 45.23%. The bandwidth
efficiency for Genetic algorithm is 43.57% and for Firefly
algorithm is 41.57%. Tabu search, Ant colony optimiza-
tion and Constrained optimization have stability factor of
42.42%, 46.23% and 41.75% respectively. However, the
proposed ASA-TL archives maximum bandwidth efficiency
of 85.75%. This clearly shows the high bandwidth utilization
capacity of the proposed algorithm. This is due to the

FIGURE 12. Variation of BW efficiency.

involvement of effective scheduling technique based on the
network resource availability.

In the section, the suggested ASA-TL scheme was
compared with Imperialist competitive algorithm (ICA),
Genetic algorithm (GA), Firefly algorithm (FA), Tabu search
(TS), Ant colony optimization (ACO), and Constrained opti-
mization (CO). The request response time, data processing
time, data transfer rate, overall expense rate, and bandwidth
efficiency have all been clearly elaborated in tabular format
shown in table [1-4]. We have worked to reduce request
response time, data processing time, data transfer rate,
total expense rate, and bandwidth efficiency to make better
performance. The proposed ASA-TL algorithm produces
a minimum task completion time of 16.76 milliseconds,
a high load balancing rate of 94.02 percent, a minimum
response time of 7.5 milliseconds, a minimum processing
time of 5.25 milliseconds, a minimum overall expense rate
of 5.36 percent, and a maximum data transfer rate of
89.81 percent.

The task is distributed among all available virtual servers,
and due to ASA algorithm, the cloud data is protected
from overloading. The data assignment is determined on the
basis of the worth and condition of the digital equipment,
which aids in the equitable assignment of tasks. The task
input must be distributed fairly and consistently among
the multiple processors, and TL efficiently manages these
requests. According to the trial’s findings, ASA-TL performs
better in terms of response time, data center processing time,
and overall cost.

VI. CONCLUSION AND FUTURE WORK
A new model for task loading in cloud data centre based
on adaptive scheduling algorithm has been presented in this
paper. Here, a new algorithm called Adaptive Scheduling
Algorithm Based Task Loading (ASA-TL) has been pro-
posed. In this model, the system is designed such that the
proposed ASA-TL algorithm is fed to the cloud service
provider. The access requests that are sent to the cloud are
then adaptively scheduled using the proposed algorithm to
prevent the over- loading issue. This scheme achieved effec-
tive load balancing using virtual servers. The proposed ASA-
TL archives minimum task completion time of 16.76ms,
high load balancing rate of 94.02%, minimum response time
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of 7.5ms, minimum processing time of 5.25ms, minimum
overall expense rate of 5.36% and archives maximum data
transfer rate of 89.81%. In future, we plan to implement the
proposed scheme in the cloud server using virtual software
resources.
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