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ABSTRACT Almost all existing node selection algorithms of the underwater sensor networks (USNs)
are designed by assuming ideal environments. However, the position floating of the underwater sensor
nodes which caused by ocean currents cannot be ignored in practice. Aiming at solving this problem
during underwater target tracking, a node selection algorithm based on multi-objective optimization under
position floating was proposed in this paper. First, the error caused by position floating is converted
into a floating noise. Then, as the criteria for node selection, both Fisher information matrix (FIM) and
mutual information (MI) under position floating are derived by the particle filter under position floating
(PF-PF). Finally, the number of nodes, the corresponding FIM and MI are set as the objective function, both
nondominated sorting genetic algorithm II (NSGA-II) and Technique for Order of Preference by Similarity
to Ideal Solution (TOPSIS) are used to find the optimal node selection scheme. Simulation results show
that the proposed algorithm can overcome the influence of position floating, and ultimately, its tracking
performance is more stable and accurate.

INDEX TERMS Position floating, node selection, multi-objective optimization, target tracking, underwater
sensor networks.

I. INTRODUCTION
Nowadays, as an indispensable part of underwater applica-
tions, underwater target tracking has received much attention
and research in both the military and civilian fields [1].
In the military field, underwater target tracking can effec-
tively defend the invade of torpedoes, submarines and under-
water robots. In the civilian field, it also plays an important
role in the protection for marine resources, oil/gas exploration
and maritime seismic survey [2].

The commonly used underwater target tracking technolo-
gies include target tracking based on traditional acoustic
sensor arrays (TASAs), target tracking based on acoustic
imaging sensor and target tracking based on underwater sen-
sor networks (USNs) [3]. Target tracking based on TASAs
is realized by obtaining the bearing information on target
assisted by linear arrays which are pulled by ship. However,
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TASAs-based technologies may be flawed considering the
limited tracking area and poor performance on real time.
Although video or image information can be obtained from
acoustic imaging sensor-based approaches, their limited sens-
ing range and poor visibility make these approaches not
attractive. With the emerging development of wireless sen-
sor networks (WSNs), USNs also has been given extensive
attention. With the advantages of flexible distribution, multi
dimension, inexpensive equipment and strong concealment,
underwater target tracking based on USNs has become a
research hotspot in the last decade [4]–[6].

Usually, the underwater sensor nodes in USNs are powered
by battery. Limited by the special underwater environment,
the battery is un-rechargeable and difficult to replace. There-
fore, in USNs, limitation on energy is a common problem.
In actual engineering application, this problem is impossi-
ble to ignore [7], [8]. Theoretically, the more nodes par-
ticipate in tracking, the better tracking performance will
achieve. However, utilizing all nodes to keep tracking will
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not only consume too much energy, but will also cause the
limited underwater communication bandwidth to be more
overwhelmed. Hence, node selection has become an effective
way to extend the life of USNs [9]. The reduction in the
number of nodes will nonetheless also reduce the tracking
performance. Therefore, in practical engineering application,
it is worth studying how to effectively balance the number of
nodes taken part in tracking and the tracking performance.

At present, many researchers have proposed a num-
ber of algorithms to select nodes under different criteria.
Huang et al. select the node which is closest to the target
to participate in target tracking based on Euclidean distance
[10]. This algorithm can reduce both energy consumption
and communication load significantly. In [11], a local node
selection scheme is designed only based on the local infor-
mation. Then, in [12], only 60% nodes are selected to avoid
divergence and achieve more reliable tracking. The authors
of [13] select nodes based on the posterior Cramer low
bound (PCRLB) and achieve better tracking performance
through proper fusion weights. In [14], [15], the relationships
between node topology and PCRLB are derived, and the
optimal topology selection scheme by minimizing PCRLB is
designed. According to these schemes, the tracking accuracy
is improved by choosing some specific topologies. Mutual
information (MI) is also proposed as a utility metric in
[16], [17]. Therefore, nodes with maximal MI are selected
to achieve high-precision tracking [16]. The trace of error
covariance is also considered during the cluster selection
in [18]. Inspired by Euclidean distance, literature [19] uses
Mahalanobis distance to evaluate the information utility of
nodes, in spite of this method is only suitable for distance
measurement. In the aforementioned literature, node selec-
tion algorithms are all designed based on a single criterion.
In engineering, however, it may be biased due to focus on
only one criterion. What’s more, in some situation, the nodes
selected by different criteria are inconsistent. So, it’s neces-
sary to comprehensively consider the criteria to select nodes
better.

Therefore, studying multi-objective optimization prob-
lem (MOP) is of great importance. Recently, the MOP has
also been introduced into node selection to consider mul-
tiple criteria simultaneously. For example, Cao et al. for-
mulate a MOP for the sensor selection problem where the
tradeoff between performance gap and energy budget is
established [20]. Yang et al. [21] also put forward a MOP
strategy for sensor selection in nonlinear scenario, where the
sparsity-promoting penalty factor is added into the objective.
Considering the correlated noise caused by the common refer-
ence sensor, a MOP is proposed in [22]. However, the weight
summethod used in [22] commonly encounters difficulties in
determining the weight or unifying the dimension, especially
when it comes to the non-convex model. In contrast, multi-
objective optimization solves those difficulties and is capable
of determining vast pareto front for choice. For the reasons
above, multi-objective optimization is proved to be suitable
for node selection.

In recent years, as the application background of target
tracking has become more and more complex, node selection
is no longer limited to the ideal environment. So, problems
of node selection when there are uncertainties in sensor net-
works also have attracted much attention. Cao N et al. study
the sensor selection problem in uncertain WSNs where the
uncertainty is caused by occlusions, i.e., the sensors maybe
unable to sense the target when blocked by some obstacles
[20]. In [23], considering the mixture gaussian noise, a sensor
selection method is developed. By comprehensively consid-
ering two positioning performance criteria for node selection,
this method makes up for the gaps in existing research. The
problem of measurement origin uncertainty is also studied
in [24]. The existing researches are mostly based on WSNs,
and few researches on USNs consider the uncertainties in
nodes. These underwater node selection algorithms mostly
don’t take the influence of ocean currents on the position
of underwater sensor nodes into consideration. Starting from
this, our article will also study the node selection algorithm
on target tracking based on USNs under position floating.

To overcome the limitations above, in this paper, a node
selection algorithm based on multi-objective optimization
under position floating is proposed. The main contributions
of our proposed algorithm can be summarized as follows:

1) The particle filter under position floating (PF-PF) is
put forward which takes position floating into consid-
eration and introduces the addition floating noise into
filter.

2) Both Fisher information matrix (FIM) and mutual
information (MI) under position floating are derived
with the help of PF-PF.

3) The node selection problem is constructed into a
multi-objective optimization problem. The number of
nodes, the FIM and MI under position floating are set
as the objective function, which avoids the problem of
inconsistent selection based on single criterion under
position floating.

The rest of the paper proceeds as follows. In section II, the
target tracking problem is formulated and the PF-PF is also
put forward. As the criteria, both FIM and MI under position
floating are derived in section III. In section IV, a node
selection algorithm based on multi-objective optimization is
designed which is solved by both NSGA-II and TOPSIS.
In section V, simulation results are presented to verify the
effectiveness of our algorithm. Finally, conclusions of this
paper are drawn in section VI.

II. PROBLEM FORMULATION
A. STATE MODEL
We consider that the target can be modeled as a maneuvering
point whichmoves at constant velocity (CV) in an underwater
three-dimensional space. The target state is given by [25]:

Xk = Fk−1Xk−1 + Gk−1ωk−1 (1)

where the target state at time k is given by Xk =

[x, ẋ, y, ẏ, z, ż]T , u = [x, y, z]T and v = [ẋ, ẏ, ż]T are the
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position vector and velocity vector in x, y, and z coordinate,
respectively; Fk−1 is the state transition matrix; Gk−1 is the
process noise matrix; the process noiseωk−1 is assumed to be
Gaussian with zero mean and covariance matrixQk−1. In CV
model, the Fk−1 and Gk−1 are given as follows:

Fk−1 =


1 T 0 0 0 0
0 1 0 0 0 0
0 0 1 T 0 0
0 0 0 1 0 0
0 0 0 0 1 T
0 0 0 0 0 1

 (2)

Gk−1 =



T 3

3
T 2

2
0 0 0 0

T 2

2
T 0 0 0 0

0 0
T 3

3
T 2

2
0 0

0 0
T 2

2
T 0 0

0 0 0 0
T 3

3
T 2

2

0 0 0 0
T 2

2
T



(3)

where T is the sampling interval.

B. MEASUREMENT MODEL
We assume that there are M underwater sensor nodes placed
in USNs. When the tracking target is detected, the nodes will
transmit sonic pulse and obtain the measurements by using
time-of-arrival (TOA) [14]. The measurement of the nth node
at time k is:

Znk = hnk (Xk)+ v
n
k = ‖u− sn‖ + v

n
k (4)

where u = [x, y, z]T and sn = [xn, yn, zn]T (n = 1, 2, · · ·M)
are the real position of the target and the nth node; vnk is
the measurement noise of sensor n which is assumed to be
Gaussian white noise which satisfies vnk ∼ N

(
0, r2m

)
.

C. FLOATING NOISE CAUSED BY POSITION FLOATING
As discussed earlier, due to ocean current near the
coast, underwater sensor nodes will float and produce
changes in position which are assumed to be 1sn =
[1xn,1yn,1zn]T (n = 1, 2, · · ·M). According to the
knowledge of hydrodynamics and related literature [25], [26],
the float of nodes is not an irregular process. It changes
periodically, forming a similar sine curve. However, without
the node location algorithm [27], [28] to correct the real
position, usually, we can only know the estimate position of
the nodes ŝn =

[
x̂n, ŷn, ẑn

]T , which satisfies:

ŝn = sn +1sn (5)

There are two approaches to handle the position floating
above mentioned [29]. The first one appends the predicted

node state vectors to the target state vector with the help of
existing position prediction model. However, the computa-
tional complexity of this approach will increase which may
not be suitable for tracking under high real-time requirement.
Considering the requirement of real-time, we selected the
second approach where the idea of Taylor series expansion
is used. Through the Taylor expansion around ŝn, (4) can be
rewritten as:

Znk = ‖u− sn‖ + v
n
k

=
∥∥u− ŝn +1sn∥∥+ vnk

≈
∥∥u− ŝn∥∥+ ρTu,ŝn1sn + vnk

=
∥∥u− ŝn∥∥+ vnf ,k + vnk

=
∥∥u− ŝn∥∥+ v̄nk (6)

v̄nk = vnf ,k + v
n
k = ρ

T
u,ŝn
1sn + vnk (7)

where ρTu,sn =
(
u− ŝn

)T
/
∥∥u− ŝn∥∥. Compare (4) and (6),

we can find, after considering the position floating of nodes,
a new variable ρTu,ŝn1sn will produced which called floating
noise vnf ,k in this paper. Based on the simulation result in [26]
and the knowledge of Bartlett’s test, this noise could be easily
tested to be white noise. Besides, according to the central
limit theorem (CLT), the noise caused by environmental dis-
turbance can also be regarded as Gaussian noise.
So, in order to facilitate the analysis of the problem and the

design of algorithm, we assume 1sn to be Gaussian white
noise vector which satisfies N

(
0, r2f

)
. Then, the mean and

variance of floating noise vnf ,k could respectively be calcu-
lated as:

E
[
vnf ,k

]
= ρTu,ŝn

E (1sn) = 0 (8)

r2f = E
[(
vnf ,k

)2]
= power

(
ρTu,ŝn

, 2
)
· E
[
power (1sn, 2)

]
(9)

where power (A,B) means raise each element of A to the
corresponding powers in B. Therefore, after calculation, vnf ,k
will also be a Gaussian white noise with variance satisfies
(9). Hence, after converting 1sn into vnf ,k , the variance of v̄

n
k

will be:

r2total = r2f + r
2
m (10)

D. PARTICLE FILTER UNDER POSITION FLOATING
Particle filter (PF) can solve nonlinear and non-Gaussian
problems of underwater target tracking [30], [31]. Consider-
ing position floating, we put forward an improved PF which
called particle filter under position floating (PF-PF). Unlike
PF, PF-PF takes the situation when nodes floated due to ocean
currents into consideration, so the estimate position of the
nodes and floating noise are applied.

In PF-PF, the probability density function (pdf) of
the measurement likelihood which obtained by the
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nth node at time k is:

p
(
Znk |x

i
k

)
=

exp
[
−

1
2 (1Z )

T (r2total)−1 (1Z )]√
2πr2total

(11)

where 1Z = Znk −
∥∥x ik − ŝn∥∥; x ik is the ith particle at time k .

The measurement likelihood over allM nodes will be:

p
(
Zk |x ik

)
=

M∏
n=1

p
(
Znk |x

i
k

)
(12)

where Zk =
[
Z1
k ,Z

2
k , · · · ,Z

M
k

]T
. Adopting p (xk |xk−1) as

the proposal distribution, the importance weights of particles
would be:

ωik = ω
i
k−1p

(
Zk |x ik

)
(13)

The detailed PF-PF is listed as Algorithm 1. From (11),
(12) and (13), it can be seen that measurements under position
floating does have effects on the result of estimation.

Algorithm 1 Particle Filter Under Position Floating

1: Set k = 0, draw initial particle x i0 from the prior of target
state p (x0);

2: for k = 1, 2, 3, . . . do
3: Propagating particles by (1);
4: Update the importance weights by (11), (12), and

(13);
5: Normalize weights ωik = ω

i
k/
∑N

i=1 ω
i
k ;

6: Resampling
{
x ik ,N

−1
}
∼
{
x ik , ω

i
k

}
;

7: Estimate target state X̂k =
∑N

i=1 ω
i
kx

i
k ;

8: end for

III. NODE SELECTION CRITERIA UNDER POSITION
FLOATING
A. FIM UNDER POSITION FLOATING
As the inverse of the posterior Cramer low bound, FIM pro-
vides the theoretical limit on the mean square error (MSE) of
target state estimation during tracking. The FIM on the MSE
is represented as:

E
[
X̂k − Xk

] [
X̂k − Xk

]T
≥ J−1k (14)

where X̂k is the estimate of Xk and Jk is the FIM at kth
time. Assuming that Jk−1 has already been known, Jk can be
calculated as:

Jk = D22
k−1 − D

22
k−1

(
Jk−1 + D11

k−1

)−1
D12
k−1 (15)

where:

D11
k−1 = E

[
−∇Xk−1∇

T
Xk−1 lnp (xk |xk−1)

]
(16)

D12
k−1 = E

[
−∇Xk∇

T
Xk−1 lnp (xk |xk−1)

]
(17)

D21
k−1 = E

[
−∇Xk−1∇

T
Xk lnp (xk |xk−1)

]
(18)

D22
k−1 = E

[
−∇Xk∇

T
Xk lnp (xk |xk−1)

]
+E

[
−∇Xk∇

T
Xk lnp (xk |xk−1)

]
(19)

where ∇Xk is the first-order partial derivation operator about
Xk . (16), (17), (18) and the first part of (19) are depend
on the motion model of the target, while the second part
of (19) shows the dependency of FIM on measurements,
which also has a relationship with the position floating of
the nodes. In CV model, these equations could be further
calculated as [31]:

D11
k−1 = FTk−1Q

−1
k−1Fk−1 (20)

D12
k−1 = −F

T
k−1Q

−1
k−1 (21)

D21
k−1 = −Q

−1
k−1F

T
k−1 (22)

D22
k−1 = Q−1k−1 +3k (23)

3k = E
{
−∇Xk∇Xk

T lnp (Zk |Xk)
}

(24)

Equation (24) presents the part where the FIM correspond-
ing to the priori information. According to [31], (24) can be
further approximated as:

3k ≈
(
Hn
k
)T(r2total)−1 (Hn

k
)

(25)

where Hn
k is the Jacobian matrix for the nth nodes at time k ,

which can be calculated as:

Hn
k =

[
x̂ − x̂n∥∥û− ŝn∥∥ 0

ŷ− ŷn∥∥û− ŝn∥∥ 0
ẑ− ẑn∥∥û− ŝn∥∥ 0

]
(26)

where û =
[
x̂, ŷ, ẑ

]T is the estimate position of the target,
which can be obtained from PF-PF. Substituting (25), (26)
into (24), 3k can be given by:

3k =


γ 11
k 0 γ 13

k 0 γ 15
k 0

0 0 0 0 0 0
γ 31
k 0 γ 33

k 0 γ 35
k 0

0 0 0 0 0 0
γ 51
k 0 γ 53

k 0 γ 55
k 0

0 0 0 0 0 0

 (27)

where:

γ 11
k =

1
N

N∑
i=1

(
x̂ − x̂n

)2
r2total

∥∥û− ŝn∥∥2 (28)

γ 33
k =

1
N

N∑
i=1

(
ŷ− ŷn

)2
r2total

∥∥û− ŝn∥∥2 (29)

γ 55
k =

1
N

N∑
i=1

(
ẑ− ẑn

)2
r2total

∥∥û− ŝn∥∥2 (30)

γ 13
k = γ

31
k =

1
N

N∑
i=1

(
x̂ − x̂n

) (
ŷ− ŷn

)
r2total

∥∥û− ŝn∥∥2 (31)

γ 15
k = γ

51
k =

1
N

N∑
i=1

(
x̂ − x̂n

) (
ẑ− ẑn

)
r2total

∥∥û− ŝn∥∥2 (32)
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γ 35
k = γ

53
k =

1
N

N∑
i=1

(
ŷ− ŷn

) (
ẑ− ẑn

)
r2total

∥∥û− ŝn∥∥2 (33)

where N is the particle number used in PF-PF. After intro-
ducing PF-PF, in this paper, there is no need to obtain the
measurement of the target Zk+1 at time k + 1. Once X̂k is
known, the FIM of each node under position floating at time
k + 1 will able to be calculated. Hence, FIM can be used to
select nodes for target tracking.Meanwhile, FIM is calculated
by PF-PF which does not need to be obtained through multi-
ple Monte Carlo like [32]. So, with less calculation, it would
be more suitable for the underwater sensor nodes with limited
computing power. The detailed way to calculate FIM is listed
as Algorithm 2.

Algorithm 2 FIM Under Position Floating at Time k
1: while i ≤ M do
2: Estimate Target State x̂k by Algorithm 1;
3: Compute the 3k by (27);
4: D22

k−1 = Q−1k−1 +3k ;

5: D11
k−1 = FTk−1Q

−1
k−1Fk−1;

6: D12
k−1 = −F

T
k−1Q

−1
k−1;

7: D21
k−1 = −Q

−1
k−1F

T
k−1;

8: Jk,i = D22
k−1 − D

22
k−1

(
Jk−1,i + D11

k−1

)
D12
k−1;

9: The FIM of the ith node at time k is Jk,i;
10: end while

Figure 1 shows the trends of FIM under different floating
noises while keep the original measurement noise unchanged.
As we can see from Figure 1, FIM finally levels off after
the increasement. Besides, the growth of FIM is reduced
with the increase of r2f . The result shows that FIM is related
to the floating noise, so the selected nodes can be evaluated
by FIM.

FIGURE 1. Relationship between FIM and floating noise.

B. MI UNDER POSITION FLOATING
MI provides the relativity between two variables [33]. At time
k , the mutual information between the measurement Znk of the

nth node and the target state Xk can be calculated as:

MI
(
Xk ,Znk

)
= H

(
Znk
)
− H

(
Znk |Xk

)
(34)

where:

H
(
Znk
)
= −

∫
p
(
Znk
)
logp

(
Znk
)
dZnk

= −

∫
Znk


∫
Xk

p
(
Znk |Xk

)
p (Xk) dx


·

log
∫
Xk

p
(
Znk |Xk

)
p (Xk) dx


 dZnk (35)

H
(
Znk |Xk

)
= −

∫
p (Xk)

{∫
p
(
Znk |Xk

)
logp

(
Znk |Xk

)
dXk

}
(36)

where MI (�) represents the mutual information; H
(
Znk
)
rep-

resents the entropy of the measurement Znk ; H
(
Znk |Xk

)
rep-

resents the conditional entropy of the measurement Znk given
the target state Xk .

We also use the idea of PF-PF to calculate the MI under
position floating. Considering there is no closed-form solu-
tion to p

(
Znk
)
, similarly, the idea of posterior particle is

used to obtain the approximated solution. So p
(
Znk
)
could be

calculated as:

p
(
Znk
)
≈

1
N

N∑
i=1

p
(
Znk |x

i
k|k−1

)
(37)

where x ik|k−1 is the ith predicted particle and its importance
weight is 1/N . Substituting (37) into (35) and (36), H

(
Znk
)

and H
(
Znk |Xk

)
can be rewritten as:

H
(
Znk
)
= −

∑
Znk

{
1
N

N∑
i=1

p
(
Znk |x

i
k|k−1

)}

·

{
log

1
N

N∑
i=1

p
(
Znk |x

i
k|k−1

)}
(38)

H
(
Znk |Xk

)
=−

∑
Znk

{
1
N

N∑
i=1

p
(
Znk |x

i
k|k−1

)
logp

(
Znk |x

i
k|k−1

)}
(39)

So far, we have obtained the MI under position floating.
It should be noted that the calculation of MI is only based on
the final predicted particle, whichmeans once the information
of particle are obtained, we can use (34) to estimate the MI
under position floatingwithout themeasurement at time k+1.
Therefore, the computational complexity is also not large by
this way. The detailed calculation method of MI is listed as
Algorithm 3.

Figure 2 shows the relationship between MI and floating
noise. As we can see from this figure, there are obvious
differences between each MI under different floating noises.
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Algorithm 3MI Under Position Floating at Time k
1: while i ≤ M do
2: if n = N then
3: Sample xnk

(
Znk |Xk

)
by Algorithm 1;

4: end if
5: Compute H

(
Z ik
)
by (38);

6: Compute H
(
Z ik |Xk

)
by (39);

7: MI
(
Xk ,Z ik

)
= H

(
Z ik
)
− H

(
Z ik |Xk

)
;

8: The MI of the ith node at time k is MI
(
Xk ,Z ik

)
;

9: end while

FIGURE 2. Relationship between MI and floating noise.

Besides, the range of MI also reduces with the increase of r2f .
The results above prove that the floating noise also affectsMI.

IV. NODE SELECTION ALGORITHM BASED ON
MULTI-OBJECTIVE OPTIMIZATION
A. NODE SELECTION PROBLEM BASED ON
MULTI-OBJECTIVE
According to the analysis above, both FIM and MI would be
affected by floating noise. So, we can use FIM or MI under
position floating to select nodes. Considering the difference
in selection results between FIM-based and MI-based under
position floating, a novel node selection algorithm based on
multi-objective optimization is proposed after consider these
two criteria comprehensively.

First, both FIM and MI can quantitatively measure the
information value that each underwater sensor nodes can
provide. The larger the FIM or MI, the more information
the node can provide. Therefore, in order to obtain enough
information for tracking, at each sampling time, the total FIM
and MI of the selected nodes should be as large as possible,
which could be given by:

max f1 (ω) =
M∑
i=1

ωidet (Ji) (40)

max f2 (ω) =
M∑
i=1

ωiMIi (41)

where ωi is a Boolean variable which means whether the
node is selected. When ωi = 1, the node i will be selected;
otherwise, it will be ignored.

Considering the limitation on the battery of underwater
sensor nodes, excess nodes participating in tracking will
consume lots of energy and affect the lifetime of the USNs.
Therefore, the number of nodes is also be set as an objective
function. In ideal, the number of selected nodes should be as
few as possible, which could be given by:

min f3 (ω) =
M∑
i=1

ωi (42)

After transforming (42) into a maximization problem
and eliminating the dimensional differences through nor-
malization, we transform the node selection problem into a
multi-objective optimization problem:

max F (ω) = {f1 (ω) , f2 (ω) , f3 (ω)} , ω ∈ {0, 1}M (43)

f1 (ω) =

∑M
i=1 ωidet (Ji)∑M
i=1 det (Ji)

f2 (ω) =

∑M
i=1 ωiMIi∑M
i=1MIi

f3 (ω) =
M −

∑M
i=1 ωi

M

(44)

Theoretically, the more nodes involved into tracking, the
better tracking effect could be obtained; however, more
energy would also be consumed. Therefore, these three opti-
mization objectives have co-constraints, traditional weighted
techniques to transform the multi-objectives problem into
a single-objective problem is difficult to solve this prob-
lem. In this paper, we use multi-objective optimization and
decision-making algorithms to find the optimal solution of
the problem above.

B. NODE SELECTION OPTIMIZATION ALGORITHM BASED
ON NSGA-II
For such multi-objective optimization problems:

min y = F (x) = (f1 (x) , f2 (x) , · · · fn (x)) (45)

where x ∈ Rn is the vector of decision variables,
y ∈ Rn is the objective vector. In MOP, there exists no
single global optimal solution, but a set which consists of
multiple non-inferior optimal solutions, namely, pareto opti-
mal solution set. The goal of multi-objective optimization
and decision-making algorithm is to find such pareto optimal
solution set through optimization algorithm, and select the
optimal solution through decision-making technology.

Considering computational efficiency, in this paper, non-
dominated sorting genetic algorithm II (NSGA-II) is used
to get the pareto optimal solution set of the node selection
problem under position floating. With the fast nondomi-
nated sorting approach, diversity preservation and main loop,
NSGA-II has been widely used, the full algorithm can be
seen from [34].
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After using more optimized nondominated sorting and
excellence mechanism, the computational complexity of
NSGA-II significantly surpasses its predecessor NSGA.
Besides, it is quite different from the priori methods like
weight sum method and epsilon-constraint method which
turn the MOP into the single one, NSGA-II avoids high
redundancy caused by weight selection and the poor robust-
ness due to inconsistent dimensions.

C. NODE SELECTION DECISION TECHNOLOGY BASED ON
TOPSIS
After obtaining the pareto optimal solution set through
NSGA-II, finding the final node selection scheme from these
pareto set becomes a decision-making problem. For node
selection during tracking, it is necessary to balance the track-
ing performance and the lifetime of USNs. Taking the finite-
ness of energy into account, therefore, we tend to reduce
the number of selected nodes as much as possible under the
premise of ensuring a certain tracking performance.

Finally, we use the Technique for Order of Preference by
Similarity to Ideal Solution (TOPSIS) [35] to make the final
decision. TOPSIS takes both the positive ideal solution and
the negative ideal solution into consideration at the same
time. With the help of Euclidean distance, TOPSIS select the
optimal solution which is closest to the positive ideal solution
and farthest from the negative ideal solution. The TOPSIS
used in this paper is:

Step1: For each objective, construct decision matrix Rk ,
k = 1 · · ·K , and normalize it with the help of (46):

rij =
xij√∑n
j=1 x

2
ij

i = 1 · · ·m, j = 1 · · · n (46)

where xij represents the objective j corresponding to the ith
solution; rij is the normalized value of xij.
Step2: Introduce weights to construct a weighted decision

matrix:

vij = rij × ωj (47)

where ωj is the weight of the objective j; vij is the weight of
rij.

Step3: For each objective, determine the positive ideal and
negative ideal solutions V k+ and V k−, respectively.

Step4: Calculate the separation measure from V k+ and
V k−, S+i and S−i , respectively:

S+i =
√∑n

j=1

(
vij −max

(
vj
))
, i = 1 · · ·m (48)

S−i =
√∑n

j=1

(
vij −min

(
vj
))
, i = 1 · · ·m (49)

Step5: Calculate the performance score for each solution:

Pi =
S−i

S+i + S
−

i

(50)

where 0 ≤ Pi ≤ 1. So, the final node selection scheme is
the scheme corresponding to the solution with the highest

performance score:

Soptk+1 = argmaxPi (51)

The full pseudo codes for our algorithm are listed as
Algorithm 4.

Algorithm 4Our Node Selection Algorithm Based onMulti-
Objective Optimization
1: if k = 0 then
2: for i = 1, 2, . . . ,N do
3: Particle initialization by the first step of Algo-

rithm 1;
4: end for
5: end if
6: for k = 1, 2, . . . do
7: Draw particles by Algorithm 1;
8: if n = N then
9: Calculate all theMI of nodes under position float-

ing at time k by Algorithm 3;
10: end if
11: Estimate target state X̂k by Algorithm 1;
12: Calculate all the FIM of nodes under position floating

at time k by Algorithm 2;
13: Obtain the pareto optimal solution set through

NSGA-II;
14: Obtain the final node selection scheme through TOP-

SIS by (46)-(51)
15: end for

D. COMPUTATIONAL COMPLEXITY ANALYZE
The node selection algorithm based on multi-objective opti-
zation proposed in this paper uses PF-PF to calculate FIM
and MI. According to [36], the computational complexity is
O (n)when systematic resampling is used. The computational
complexity of calculating FIM andMI forM nodes areO (M)
and O (Mn), respectively.

For NSGA-II, the basic operations and their worst-case
complexities are as follows: fast nondominated sorting is
O
(
m(2N )2

)
, diversity preservation is O (m (2N ) log (2N )),

main loop is O (2N log (2N )). The overall complexity of the
NSGA-II isO

(
mN 2

)
which is smaller thanO

(
mN 3

)
by using

NSGA [34].
In TOPSIS, Step1 need to construct decision matrix which

computational complexity is O (mK ); times product opera-
tions are performed in Step2, so its complexity is O (mK );
Step4 is O (2mK ). The overall complexity of the TOPSIS is
O (mK ).
In summary, the computational complexity of the

node selection algorithm proposed in this paper is
O
(
Mn+ mN 2

+ mK
)
, where m is the number of objec-

tives, M is the number of underwater sensor nodes, n
is the number of particles and N is the population size
of NSGA-II.
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FIGURE 3. Simulation scenario.

V. SIMULATION AND ANALYSIS
In order to verify the effectiveness of the proposed algorithm,
in this section, some simulations are conducted to analyze the
influence of the weight in TOPSIS, position floating noise
and node selection strategy on the algorithm.

Simulations are set up as follows. The underwater sen-
sor nodes are evenly deployed over a test region of size
400m × 400m × 400m, as shown in Figure 3, and the
minimum distance between nodes is 200m. Other parame-
ters are set as follows: the initial state of the target X0 =
[100, 2, 100, 2, 100, 2], the initial estimate state of the target
X̂0 = [105, 2, 95, 2, 100, 2], the standard deviation of mea-
surement noise rm = 10, the sampling time T = 1s, the
particle number N = 1000 and the simulation runs γ = 50.
To indicate the accuracy of target tracking after node selec-

tion, we adopt root mean square error (RMSE) defined as
follows, to measure the tracking performance:

RMSE (k) =

√∑γ

i=1

Xk,i − X̂2
k,i

γ
(52)

where Xk,i and X̂k,i are the real and the estimated positions of
the target at time k , respectively, in the ith simulation.

A. SIMULATION FOR PARETO OPTIMAL SOLUTION SET
BASED ON NSGA-II
In this subsection, we take the result at the 100th sampling
interval as an example to show the optimization of NSGA-II.
For NSGA-II, the population size is chosen as P = 100.
In Figure 4, the pareto optimal solution set obtained using
NSGA-II is presented.

According to Figure 4, NSGA-II can find relatively uni-
form non-dominated solutions. Even when the number of
nodes is same, different node combinations can still be
determined.

B. SIMULATION OF THE INFLUENCE OF THE WEIGHT IN
TOPSIS ON NODE SELECTION
In this subsection, simulations are presented to study the
influence of the weight in TOPSIS on the algorithm proposed.

FIGURE 4. Pareto optimal solution set based on NSGA-II.

TABLE 1. Average RMSE and SN with different weights.

FIGURE 5. Number of selected nodes by TOPSIS with different weights.

Three different weights are selected for simulation. The num-
ber of selected nodes with different weights are shown in
Figure 5 and the RMSEwith different weights are also shown
in Figure 6. Table 1 shows the detailed average RMSE and the
average number of selected nodes (SN).

According to Table 1, when ω = [0.4, 0.4, 0.2], the aver-
age number of selected nodes is 5.66 which is 36.6% less
than the 8.93 when ω = [0.35, 0.35, 0.3]. In comparison,
the average RMSE only increased by 0.245%. It shows that
there is no need to select excessive underwater sensor nodes to
achieve less promotion on tracking performance. Illustrated
from Figure 5, when ω = [0.4, 0.45, 0.15], only two or three
nodes will be selected out frequently. According to [4] and
Figure 6, in 3D scenario, few nodes will have an impact on
tracking performance. So, the weight of TOPSIS is selected
as [0.4, 0.4, 0.2] in the further simulation, which also proves
that the weight really has an impact on node selection.
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FIGURE 6. RMSE by TOPSIS with different weights.

TABLE 2. Average RMSE and improvement with different floating noise.

C. SIMULATION OF THE INFLUENCE OF POSITION
FLOATING NOISE ON NODE SELECTION
In this subsection, simulations are presented to study the
influence of position floating noise on the algorithm pro-
posed. By changing the standard deviation of floating noise
rf , we analyze the performance of algorithm. Besides our
algorithm, algorithm under ideal situation which is based on
true location of nodes and the algorithm which the position
floating is unconsidered are simulated to compare. The results
of RMSE under different floating noise are plotted in Figure 7
to Figure 10, respectively. As a summary, Table 2 shows the
detailed average RMSE under different floating noise and
the improvement compared our algorithm with the algorithm
when the position floating is unconsidered.

According to Table 2, with the increase of node floating
noise, the tracking accuracy of the two non-ideal algorithms
has decreased. As we can see from Figure 7, when rf is small,
the difference of RMSE of these two algorithms is only 0.005;
as rf increases, like Figure 8 and Figure 9, the advantage of
the algorithm proposed is revealed: nomatter what rf is taken,
compared with the other algorithm, the algorithm our pro-
posed has the tracking effect closer to the ideal situation. All
the analyses show that the proposed algorithm can effectively
select nodes in the scene of node position floating. It can also
overcome the influence of position floating to a large extent
and has good robustness.

D. SIMULATION OF THE INFLUENCE OF NODE SELECTION
STRATEGY ON NODE SELECTION
In this subsection, simulations are presented to study the
tracking performance of node selection strategy on the algo-
rithm proposed. Besides our algorithm (OU) proposed in this
paper, the algorithm based on nearest neighbors (NN) [10],

FIGURE 7. RMSE with rf = 10.

FIGURE 8. RMSE with rf = 20.

FIGURE 9. RMSE with rf = 30.

the algorithm based on minimum number (MN) [37], the
algorithm based on FIM [13] and the algorithm based on
MI [16] are also simulated for comparison. The standard
deviation of floating noise rf = 30, all the other parameters
are same as those set in the previous. The results are plotted in
Figure 11. Table 3 shows the detailed average RMSE and the
average number of selected nodes (SN) under different node
selection strategies.
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FIGURE 10. Average RMSE when rf changes.

FIGURE 11. RMSE under different node selection strategies.

TABLE 3. Average RMSE and SN under different node selection strategies.

According to Table 3, with the minimum number of nodes,
NN achieves the worst tracking performance. Besides, the
others have similar tracking performance as we can see in
Figure 11. Owing to the large threshold, MN will select more
nodes than others and bound to consume more energy. Due
to comprehensive consideration of various criteria, the node
selection algorithm based on multi-objective optimization
proposed in this paper can make a trade-off between FIM,
MI and the number of nodes, thus it achieves more stable
and better tracking performance while saving in terms of the
number of selected nodes.

VI. CONCLUSION
In this paper, a node selection algorithm based on
multi-objective optimization under position floating is pro-
posed. Firstly, through Taylor series expansion, the position
floating error is converted into a kind of floating noise. Then,

after putting forward a particle filter under position floating,
both FIM andMI are derived as the criteria for node selection.
Finally, both NSGA-II and TOPSIS are employed to find
the optimal node selection scheme which avoid the problem
of inconsistent node selection of single-criteria algorithm.
To verify the effectiveness of our scheme, simulations are
carried out and the results show that the tracking performance
can be improved by considering position floating. In the
future works, more attention will be paid to the node selection
algorithm based on the actual situation and the real data with
the help of neural network.
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