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ABSTRACT Major legal, philosophical, and scientific discussions regard control over personal information
as a cornerstone of users’ fundamental right to privacy. Even though user perceptions of control determine
whether and how people exercise their control, little is known about how these perceptions develop.
We identify a property of the personal information the online service providers process, naming it the
‘‘Order of Control’’. In an online experiment (N = 329) with a pre-study (N = 110), we investigate how
this property and personal information relevance affect users’ perceived control across three contexts of
disclosure through mobile devices: meet ups, mobile payments, and food delivery. We find that perceived
control differs depending on a person’s assumptions regarding the required levels of information processing.
This effect was moderated by information relevance, albeit not systematically, and differed across the three
contexts. The results also reveal that users tend to assume that any personal information may be recoverable
from any other disclosed personal data, limiting their control over such information. Privacy practitioners
and system designers should consider informing the users regarding outcomes of their disclosure and sharing
decisions, while researchers should further investigate how user perceptions of control form and manifest
themselves.

INDEX TERMS HCI, perceptions of control, personal information disclosure, personal information pro-
cessing, privacy, technology social factors.

I. INTRODUCTION
‘‘People desire privacy and more control over their infor-
mation,’’ is a declaration found in the California Consumer
Privacy Act of 2018 (CCPA, Section 2, Paragraph (h) [1]).
The CCPA followed the enactment of the European Union
Data Protection Regulation (GDPR), which itself links data
protectionwith an individual’s ability to control their personal
data (GDPR Recitals 7, 60-63, 65, 66, 68-70, 75, 85 [2]),
specifically stating that, ‘‘Natural persons should have con-
trol of their own personal data’’ (GDPR Recital 7 [2]).
Extraterritorial application of the GDPR1 conforms the laws
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worldwide to enable people’s control over their personal
information (e.g., the United Kingdom Data Protection Act
2018 (c 12), or extending the GDPR’s validity to Iceland,
Norway, and Lichtenstein). The legislative initiatives are in
line with major developments in privacy research, such as
Altman’s [3] and Westin’s [4] definitions of privacy, social
contract, social exchange, and reactance theories applied to
privacy and consumer behavior [5]–[7], privacy protection
goals [8], the APCO model [9], which all converge on the
crucial role of control. Empirical research also demonstrates
the benefits from empowering people by giving them control
over their personal information [10], [11].

Control over personal information has been qualitatively
defined as people’s right and ability to decide which infor-
mation about them should be available to others and when
the information should be deleted. However, we argue that
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disclosing or deleting personal information do not amount
to efficient control. Drawing on the premises of control the-
ory, we emphasize that to effectively control their personal
information, users of ubiquitous and complex online sys-
tems would not only need to know which information has
been disclosed, stored, and processed, but also, crucially,
what the consequences of their disclosure or deletion actions
have been. When such knowledge is hardly attainable, the
users would have to rely on their subjective perceptions
of control. In fact, such perceptions were shown to impact
user decision-making regarding disclosure [12]–[14]. Despite
jurisprudence and empirical privacy research agreeing on
the importance of personal information control and tangible
effects of its perception, little is known about how users form
their perceptions of control over the personal information
they make available to the service providers.

We report here a two-phase study, in which we investigate
users’ perceptions of control based on the assumptions and
beliefs the users may have regarding the service providers’
data processing abilities. We conjecture that such perceptions
should measurably reflect the level of effort to control data,
based on the perceived intensity of the service providers’ pro-
cessing practices. To accommodate this conjecture, we draw
on the concept of the ‘‘Order of Control’’ (OOC, inspired by
the homonymous term from control theory) as a property of
processed data, supposed to be controlled. Assuming that the
OOC increases with the amount of processing, we hypoth-
esize that perceived user control will decrease. We test
whether and to what extent such a single property can help
formalize and explain user perceptions of control. To address
the potential contextual dependence of such assumptions,
we vary the relevance of personal information items (PIIs),
and put them in three contexts, namely, three different types
of mobile applications: meet up, mobile wallet, and food
delivery.We selected the three contexts to represent relatively
common activities, in which users regularly engage: social,
financial, and utility interactions, respectively. We measure
the perceptions of control as the extent to which users believe
that one PII can be learned from one or more PIIs. The results
show that the perceived control over PIIs indeed decreases
following the increase in the OOC, providing support for
the OOC as a useful concept for studying user control over
personal information. The relation between perceptions and
assumptions is shown to depend upon the relevance of the PII
for a given context. Interestingly, our findings demonstrate
that users tend to assume that any personal information can
be reasonably learned from any other personal information,
indicating that it may be only a matter of effort, which would
differ based on the amount of processing.

II. BACKGROUND
A. PERCEIVED CONTROL OVER PERSONAL INFORMATION
The individual’s ability to give or revoke consent to the
processing of their personal information is essential for the
paradigms, in which privacy is defined as control over per-
sonal information [3], [4], [15]–[17]. Users of online systems

and services exercise their control by deciding to disclose
and share their personal information, as well as consenting to
policies through the ‘‘informed consent’’ mechanism. Such
decisions are naturally informed by the users’ experiences
and knowledge, the reputation of the service provider, con-
textual and momentary factors, etc. The users’ perceptions
of control develop and form out of the combination of such
factors.

The concept of perceived control or control perceptions
is profoundly present in the privacy literature [18]. Per-
ceived control has usually been operationalized among the
antecedents of privacy behavior [9], affecting or interacting
with privacy concerns [19], [20], risk perceptions [21], [22],
trust [19], willingness to disclose information and disclosure
behavior [23], [24], affective states [24], and other con-
structs. Perceived control may result in risk-compensation
behavior among users who disclose information on online
social networks [13], [25], or by interacting with privacy
policies, notifications, and webforms [26]–[28]. In its turn,
perceived control may be influenced by feedback on how
personal information has been used or how others may have
disclosed it [29]. Opt-in privacy policies may tend to increase
perceived control, compared with opt-out policies [30].
Crucially, perceived control over personal information may
be dramatically affected by mere design changes (i.e., exter-
nal information users may receive from online systems),
even though actual control remained perfectly unaltered [31].
Thus, perceived control informs users’ disclosure and shar-
ing decisions, which can be interpreted as control actions
vis-à-vis their personal information.

B. PARAMETERIZING CONTROL OVER
PERSONAL INFORMATION
1) ORDER OF CONTROL
We draw upon the framework of control theory [32], [33],
which formally investigates control over complex systems
and processes. A typical control system consists of a con-
troller, a control actuator, a controlled plant, and an optional
feedback loop. In the case of personal information control,
we suggest the conceptual model shown in Fig. 1. A con-
troller is a person — a user of an online system or service.
An actuator is any tool or mechanism the user may use
to disclose, modify, or remove their personal information
(controls). A controlled plant is some process involving per-
sonal information disclosure and sharing, which the user tries
to control (e.g., using an online marketplace, social network,
mobile wallet application). Such a process or the process
holder (i.e., data controller or data processor in terms of the
GDPR) may request personal information belonging to the
user. As a result, some personal information — [personal
information]’ — becomes available to the process or the
process holder. A feedbackmechanism is necessary to inform
users about the outcomes of their control actions, including
but not limited to the categories of personal information
being revealed and ways this information is being processed.
The perceptions of control are characteristics of the user.
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In control theory, the order of the control system is the highest
order of a particular differential equation defining the behav-
ior of the controlled plant [34]. Borrowing this term, we con-
ceptualize the Order of Control (OOC) as a general property
of the information [35]. Defining it more narrowly, in this
paper, the OOC sets the user’s assumptions (perhaps learned
through feedback [29]) regarding the use of their personal
information, being held and processed by a service provider.
This way the OOC corresponds to the phenomena, whereby
the perceived control over personal information changes in
response to the user interface design without any changes in
the actual level of control [31], as well as to situations, where
changes in perceived control can be explained by changes
in the actual control (e.g., [30], [36]). Table 1 illustrates our
conceptualization of the OOC. The example of the OOC for
personal information control relates to processing over time
or the required amount of data processing (as the perceived
amount of data processing has been shown to affect cus-
tomers’ trust and perceived risk [37]). Another example may
show the OOC as a function of the amount of collected data
(from one fact to multiple facts, to information collected over
time, to combining information from third parties, etc.). For
the purpose of this paper, we opertionalize a combination of
both examples in Section IV.

If the OOC as a single property can reflect and influence
user perceptions of control (through the feedback the user
receives while interacting with the process, Fig. 1), it may
provide an insight into decision-making regarding personal
information disclosure, and establish a baseline for the study
of user control over personal information. However, the OOC
does not act upon user perceptions in isolation. In this paper,
we also address the relevance of personal information being
disclosed or controlled, which may profoundly affect user
perceptions of control.

2) INFORMATION RELEVANCE
User perceptions of control develop as a result of a com-
plex process, involving experience, prior knowledge, mental
models, emotional states, a service provider’s reputation, etc.
One crucial factor in this process is personal information rel-
evance, which is especially prominent for our investigation.
Our model (Fig. 1) implies that people form their control
perceptions, based on the PIIs they are requested to disclose
(i.e., the personal information requests), the context of the
disclosure, and the external information and knowledge avail-
able to them at the time of disclosure.

The relevance of the personal information a service
provider requests has been shown to influence privacy risk
perceptions and attitudes to information disclosure [39], [40].
Crucially, the effect of information relevance on the latter
may be highly context-dependent [41]. In online advertis-
ing, information relevance (or ‘‘utility’’) appears to be pos-
itively associated with purchase intentions [42], customer
self-awareness [43], and attitudes towards the advertisement
or brand holder [44], while mitigating concerns regarding
privacy invasion [43]. Thus, information relevance can affect

users’ attitudes, both when the users are required to disclose it
(e.g., a social network asking users for their names), andwhen
the service providers try to engage customers into an interac-
tion (e.g., marketing notifications, ads). In this paper, we rely
on people’s judgments to gain ad hoc estimates of relevance.
We explore whether and how personal information relevance
may alter the relation between the OOC and perceptions of
control (Fig. 1).

Therefore, to empirically explore the concept of the Order
of Control in control over personal information, we inquire,
RQ: How does the Order of Control (i.e., control afforded at
different distinctive levels) affect people’s perceptions of con-
trol over their personal information? We predict: noitemsep
P1: An inverse relation exists between the Order of Control

(as conceptualized in Section II-B1) and perceived con-
trol over personal information: with an increase in the
Order of Control, perceived control decreases.

P2: The relation between the Order of Control and perceived
control over personal information depends on the rele-
vance of a personal information item for the situation.

III. PRELIMINARY STUDY: INFORMATION RELEVANCE
ESTIMATES IN DIFFERENT CONTEXTS
We conducted an online study to learn people’s estimates
of the relevance of various personal information items (PIIs,
e.g., name, current location) for three different contexts. The
Relevance judgements we obtained in this preliminary study
serve us in the subsequent experiment (Section IV).

A. DESIGN, MATERIALS, AND PROCEDURE
We selected three common types of apps to represent the three
Contexts: (1) a Meet up application as an example of a peer-
to-peer interaction facilitating social behavior; (2) a Mobile
wallet application as an example of an app eliciting financial
considerations; (3) a Food delivery app as an example of a
utility service, facilitating attitudes related to convenience
and shopping.

We asked the participants in the preliminary study to
judge the relevance of 34 PIIs for the three apps. Given
the exploratory nature of the study and intending not to
over-burden the participants’ attentiveness, we did not aim
for the list of the PIIs to be exhaustive. However, to make it as
comprehensive as possible, we developed the list of the PIIs,
considering the special categories of personal data under the
GDPR and typical permissions requested by apps on Android
and iOS. The participants indicated the relevance of each item
on a 4-point Likert-type scale, anchored ‘‘Irrelevant’’ through
‘‘Relevant’’.2 The list of the PIIs and detailed instructions can
be found in Appendix A. The study was implemented with
the Qualtrics platform3 and was accessible via a link on the
participants’ desktop and mobile devices.

2Both in the preliminary study and the ensuing experiment, we controlled
common method variance through available procedural remedies in the
design of the studies: separation of measurement, accentuating participants’
anonymity, reducing evaluation apprehension, etc. [45].

3Qualtrics LLC, Provo, Utah, US.
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FIGURE 1. Conceptual control model: control over personal information (adapted from [38]).

TABLE 1. Order of Control in control over personal information.

B. PARTICIPANTS
We used the CloudResearch platform to recruit English
speaking residents of the USA for the study. We collected
117 full responses. Upon closer inspection, seven participants
were excluded for answering in repetitive patterns, leaving us
with N = 110 participants. Most participants reported their
gender as female (n = 64, 58.2%), with the rest reporting
male (n = 46, 41.8%). Most participants reported ‘‘Bach-
elors’s degree or an equivalent’’ as their highest completed
level of education (n = 37, 33.6%). The largest age cohort
was ‘‘60–64’’ (n = 22, 20.0%). Appendix A-C contains the
detailed sample demographics.

Participation in the study was voluntary, with remuneration
provided upon its completion.4 The participants were able

4As per CloudResearch, ‘‘Upon completion of the study, you will receive
compensation in the amount that you have agreed to with the platform
through which you entered this survey.’’

to terminate their involvement in our research at any point,
with no negative consequences for themselves. They were
instructed accordingly, and had to acknowledge the consent
form before taking part in the study. The university’s ethi-
cal committee approved the study and the informed consent
form.

C. RESULTS
The PII Relevance ratings did not differ significantly across
participants as a function of an age cohort (we aggregated
the age cohorts into three groups of comparatively equal
size). The type of answer to the attentiveness check question
(numerical vs. verbal response) also did not affect responses
significantly. Therefore, we obtained sets of items for the
three categories of Relevance for each app: Irrelevant, Neu-
tral (i.e., neither relevant nor irrelevant), and Relevant items.5

5Reliability measures were Cronbach’s α = 0.94 for Meet up, α =
0.92 for Mobile wallet, and α = 0.90 for Food delivery.
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Assignment to the categories was done based on the mean
Relevance ratings. From these sets we selected a single item
per Relevance category per app based on the Relevance
statistics (Table 2).

IV. EXPERIMENT: ORDER OF CONTROL OVER
PERSONAL INFORMATION
We used the results of the preliminary study (Section III)
in the design of the online experiment to learn how people
perceive control over their personal information and whether
such perceptions can reflect and be set by discrete levels of
control, i.e., the OOC.

A. DESIGN
1) INDEPENDENT VARIABLES
We included the three Contexts from the preliminary study
(Section III), represented by Meet up, Mobile wallet, and
Food delivery applications, to be able to improve the gen-
eralizability of the results. For each app, we selected three
PIIs, differing in the level of Relevance (Table 2): Irrele-
vant, Neutral, and Relevant. We term these PIIs disclosed
(DPII) because, in the context of the experiment, the disclo-
sure of any of these PIIs to the service provider (i.e., app
owner) might allow learning of other PIIs — learnable PIIs
(LPII) — by the service provider to some reasonable degree.

We selected five LPIIs for each DPII from the same
list developed in the preliminary study (Section III,
Appendix A-A). The LPIIs were drawn to fit each app type
under the assumption that the amount of processing needed to
obtain an LPII increases for the five LPIIs, while direct user
control over them decreases. These changes in user control
and the amount of required processing represent the Order
of Control. We assumed that four of the LPIIs could be rea-
sonably inferred from collecting the DPII over time and (or)
juxtaposing this DPII with other data the service provider
would have. Learning of the fifth LPII for each DPII from
any data available to the service provider was, in contrast,
intended to appear as least reasonable for any individual.

Thus, the study had a 3× [3× 5] mixed complete factorial
design: three different Contexts (apps, between-subjects) by
three levels of the DPII Relevance (Irrelevant–Neutral–Rele-
vant, within-subjects) by five levels of theOrder of Control (0
through 4, within-subjects). Table 3 contains the breakdown
of the independent variables: the LPIIs per DPII per Context.

2) DEPENDENT VARIABLE
We asked the participants to estimate the possibility of a PII
to be learned (i.e., discovered by the entity, who owns a given
app) from each DPII: ‘‘If you give this information, how
possible is it for the company who owns the application to
learn. . . ’’ To provide their estimations, the participants used a
10-point semantic differential scale, anchored ‘‘Not possible
at all’’ – ‘‘Easily possible’’ for each LPII. This measure of
the Perceived Effort to Learn Personal Information (PELPI)
constituted the dependent variable in the study.

3) COVARIATE
We also measured participants’ Perceived Information Con-
trol (PIC) as a general attitude towards their respective type of
app, using a scale adapted from Dinev et al. [22]. The scale
contains 4 items, measuring PIC on a 7-point Likert scale,
anchored ‘‘Strongly disagree’’ through ‘‘Strongly agree’’.
The details of the used scale and the instructions shown to
the participants are provided in Appendix B-A.

The study was implemented using the Qualtrics platform
and was accessible via a link on the participants’ own desktop
and mobile devices.

B. PROCEDURE
The study included four consecutive stages: enrollment, main
stage, questionnaires, and disenrollment.

1) ENROLLMENT
The participants followed the link to access the study with
their own devices. First, we asked them to acknowledge
the informed consent form. Next, as a precaution against
automated responses, we asked the participants to pass a
reCAPTHCA check and answer an attentiveness question.

2) MAIN STAGE
The participants were shown the instructions for the study.
In the instructions, we described the exact type of app (out
of the three possible types of apps) the participant should
think about when answering the questions that were to follow.
Next, the participant estimated the possibility of learning
information (LPII) from the disclosure of other information
(DPII): 5 items of LPII (corresponding to the levels of the
Order of Control) per 3 types of DPII (Relevance) per app
(Context), thus answering 5 × 3 = 15 questions each. Each
DPII was presented separately in a randomized sequence,
followed by the five corresponding LPIIs, presented all on
the same page in a randomized order.

3) QUESTIONNAIRES
First, the participants responded to the four items measuring
their PIC in the context of their respective type of app. The
items were shown in a randomized order. Then, we asked
the participants whether they had previous experiences with
the respective type of app, and whether they had any thoughts
or feelings regarding that type of app (Appendix B-C). Next,
the participants answered the demographics questions about
their age cohort, gender, and the highest completed level of
education.

4) DISENROLLMENT
The participants reported whether they were able to pay
attention to the task (an honesty-based attention check). Then,
they were invited to share with the researchers any thoughts
or concerns they might have had regarding the study. Finally,
the participants were redirected to the experiment platform to
receive instructions on their remuneration.
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TABLE 2. Personal information items (PIIs) selected for the experiment.

TABLE 3. Learned Personal Information Items by Disclosed Personal Information Items by the Order of Control (OOC).

C. PARTICIPANTS
Here, too, we used the CloudResearch platform to recruit
English speaking USA residents as participants. Hav-
ing estimated the minimal required sample size using

G*Power 3 [46], overall, we collected N = 329 valid
responses. Most participants (n = 219, 66.6%) completed
the study using mobile platforms, while the rest (n = 110,
33.4%) used a desktop or laptop platforms. The majority
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of participants reported their gender as female (n = 204,
62.0%), n = 2 (0.6%) participants identified as ‘‘Other /
None of the above / Non-binary’’ with the rest being male
(n = 123, 37.4%). Most participants reported ‘‘Bachelors’s
degree or an equivalent’’ as their highest completed level of
education (n = 87, 26.4%), followed by n = 67 (20.4%)
having received ‘‘High school diploma or an equivalent’’,
n = 60 (18.2%)— ‘‘Some college credit, no degree’’, n = 41
(12.5%) — ‘‘Associate’s degree or an equivalent’’, n = 39
(11.9%) — ‘‘Master’s degree or an equivalent’’, n = 14
(4.3%) — ‘‘Doctorate degree or an equivalent’’, n = 10
(3.0%) for each ‘‘Trade, technical, vocational training’’ and
‘‘Some high school, no diploma’’, and n = 1 (0.3%) preferred
not to disclose this information. The largest age cohort was
‘‘35–39’’ (n = 59, 17.9%), followed by ‘‘25–29’’ (n = 52,
15.8%), ‘‘30–34’’ (n = 47, 14.3%), ‘‘40–44’’ (n = 34,
10.3%), ‘‘18–24’’ (n = 33, 10.0%), ‘‘50–54’’ (n = 24,
7.3%), ‘‘45–49’’ and ‘‘65–69’’ (both n = 19, 5.8%), ‘‘55–
59’’ (n = 15, 4.6%), ‘‘70–74’’ (n = 11, 3.4%), ‘‘60–64’’
(n = 10, 3.0%), ‘‘75–79’’ (n = 4, 1.2%), and ‘‘80–84’’
(n = 2, 0.6%).

A large number of participants (n = 139, 42.3%) reported
use of the apps from their respective context, while the major-
ity (n = 164, 49.8%) reported not to be active users. Twenty
two participants (6.7%) opted for ‘‘I don’t know’’, while n =
4 (1.2%) refused to answer. The distribution of participants
across contexts was comparable: 34, 56, and 49 among the
active users; and 68, 45, and 51 among non active users for
Meet up, Mobile wallet, and Food delivery, respectively.
Participation in the study was voluntary, and the partici-

pants were remunerated upon its completion in accordance
with CloudResearch panels’ rates. The participants were able
to terminate their involvement in our research at any point,
with no negative consequences for themselves. They were
instructed accordingly, and had to acknowledge the consent
form before taking part in the study. The study and the
informed consent form underwent the university’s ethical
committee approval process.

V. EXPERIMENT RESULTS
A. PREPARATORY ANALYSIS
In the experiment, we used the Perceived Information Control
scale (PIC) to measure the participants’ general perceptions
of control over personal information towards a respective app
type (Meet up, Mobile wallet, or Food delivery).

To ensure the reliability of the results, we checked the
correctness of the measurement of PIC, running a princi-
pal component analysis (PCA). The PCA with orthogonal
rotation showed that all 4 items loaded into a single factor,
as expected, explaining 81.56% of the cumulative variance
in the items. Sampling adequacy was acceptable according to
a Kaiser-Meyer-Olking (KMO) overall measure of 0.84 [47]
(all anti-image correlations being 0.84 or higher, participant-
to-item ratio of 82.25 : 1). Bartlett’s test of sphericity was
significant at p < 0.001, indicating that the items were
suitable for an exploratory factor analysis. The reliability

of the measurement was also acceptable, estimated with a
Cronbach’s α = 0.92 (higher than the recommended level
of 0.70 [48]). Removal of any of the four items did not
increase the level of reliability. Therefore, the PIC score was
calculated for each participant as an average of all four items.

Overall, the participants reported a level of PIC at M =
4.53, SD = 1.59, Mdn = 4.75, range: 1 − 7. Those in
the Meet up condition reported PIC at M = 4.34, SD =
1.55, Mdn = 4.50, range: 1 − 7, while those in the Mobile
wallet condition reported PIC at M = 4.55, SD = 1.71,
Mdn = 4.75, range: 1 − 7, and those in the Food delivery
condition — at M = 4.72, SD = 1.50, Mdn = 5.00, range:
1 − 7. The PIC measure and the app type did not correlate
significantly, and the difference in the means across the app
types was not significant.

B. EFFECTS OF RELEVANCE OF DISCLOSED PERSONAL
INFORMATION ITEMS AND THE ORDER OF CONTROL
ON THE PERCEIVED EFFORT TO LEARN
PERSONAL INFORMATION
We tested the effects of our independent variables (DPII
Relevance and the Order of Control) on the Perceived Effort
to Learn Personal Information (PELPI) in a repeated mea-
sures analysis of covariance (ANCOVA), having checked the
necessary ANCOVA assumptions.

1) MAIN MODEL
The ANCOVA model included PIC as a covariate. The Con-
text (i.e., app types) was intended to improve the gener-
alizability of the results and, therefore, was not included
in that ANCOVA model as another independent variable.
Appendix B-B contains the full results of an extended
ANCOVA model, which included Context as a between-
subjects factor, while Section V-B2 highlights the extended
model’s results.

As the model mildly violated the assumption of sphericity
(Mauchly’s test at p<0.01 for all effects), we report the results
based on a Greenhouse-Geisser correction to the degrees of
freedom [49]. The data revealed a main effect of the OOC
on the PELPI, F(2.39, 781.29) = 53.48, p < 0.001, η2p =
0.14. The significant differences were found between the
levels of the OOC (in Bonferroni-adjusted 95% confidence
intervals (CI) of mean differences, all p < 0.001): 0 vs. 2
CI[0.72, 1.40], 0 vs. 3 CI[1.19, 2.00], 0 vs. 4 CI[1.94, 2.86],
1 vs. 2 CI[0.81, 1.40], 1 vs. 3 CI[1.29, 1.98], 1 vs. 4
CI[2.04, 2.84], 2 vs. 3 CI[0.29, 0.77], 2 vs. 4 CI[1.03, 1.64],
3 vs. 4 CI[0.55, 1.06]. The only not significant difference was
between the levels 0 and 1. The participants tended to express
the PELPI, which decreased significantly with increase in
each level of the OOC (apart from OOC 0 and 1): from OOC
0 and 1 (M = 7.25, SE = 0.12 and M = 7.29, SE = 0.12,
respectively), through OOC 2 (M = 6.19, SE = 0.13) and
OOC 3 (M = 5.66, SE = 0.14) to OOC 4 (M = 4.85,
SE = 0.15).
We also found a main effect of Relevance on the PELPI,

F(1.93, 630.78) = 2.46, p = 0.09, η2p = 0.01.
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The significant differences (Bonferroni-adjusted) were found
in Irrelevant vs. Neutral, p = 0.034, mean difference
CI[0.01, 0.50], and Relevant vs. Neutral, p = 0.028,
mean difference CI[0.02, 0.43] comparisons. The partici-
pants tended to express higher PELPI for the Irrelevant (M =
6.34, SE = 0.12) andRelevant (M = 6.31, SE = 0.12)DPIIs
than for the Neutral DPII (M = 6.09, SE = 0.13).

Importantly, the data revealed a significant Relevance ×
OOC interaction, F(7.45, 2437.12) = 2.72, p < 0.01,
η2p = 0.01 (Fig. 2). A priori contrasts showed a significant
linear decrease of the PELPI with an increase in the OOC,
F = 84.36, p < 0.001, η2p = 0.20, as well as a significant
quadratic (OOC) effect, F = 20.99, p < 0.001, η2p = 0.06.
The Šidák-corrected multiple comparisons revealed signifi-
cant differences between the levels of the DPII Relevance
within some of the levels of the OOC. Within the OOC 0,
therewere significant differences between the IrrelevantDPII
and the other two levels of Relevance, both at p < 0.005,
with no difference between the Neutral and Relevant DPIIs.
No significant differences between the levels of Relevance
were found within the OOC 1. Similarly to the OOC 0,
significant differences were found within the OOC 2 between
the Irrelevant DPII and the other two levels of Relevance,
both at p < 0.001, but no significant difference between the
other two levels of Relevance themselves. Within the OOC 3,
the significant differences were found between the Neutral
DPII and the other two levels of Relevance, both at p <

0.001, with no significant difference between the Irrelevant
and Relevant levels of DPII Relevance. Finally, no significant
differences between the levels of DPII Relevance were found
within the OOC 4. Overall, the interaction reveals a clear
decreasing pattern of the PELPI along the increase in the
OOC from OOC 0 and 1 through OOC 4, with unsystematic,
yet significant, differences between the levels of Relevance
of the DPIIs (Fig. 2).

2) MODEL INCLUDING CONTEXT
If we include the Context as a between-subjects factor in the
model, the overall effect of the three-way Context × OOC ×
Relevance interaction is larger than the effect of the two-way
interaction (excluding Context), F(15.15, 2462.39) = 8.89,
p < 0.001, η2p = 0.05. Other aforementioned effects get
stronger, as well (Appendix B-B). The Context indeed mat-
tered (Fig. 3). It made the PELPI generally the highest for
the Mobile wallet app for any DPII Relevance. It also made
the PELPI decrease faster for the Food delivery app for any
DPII Relevance. The PELPI behaved most similarly across
all Contexts when the DPII was Irrelevant.

VI. DISCUSSION
In this paper, we focused on user perceptions of control over
personal information as an important factor that can both
facilitate and reflect the actual control over personal infor-
mation the users may have. We aimed to advance research on
how such user control can be understood and more efficiently

implemented. Being inspired by control theory, we drew on
the concept of the ‘‘Order of Control’’, using it verbatim,
but conceptualizing it as a property of personal information
being processed by the service providers. We investigated
how the OOC affected people’s perceptions of control over
their personal information (RQ), predicting them having an
inverse relation (P1), which would depend on the Relevance
of a personal information item for a particular situation (P2).

A. IMPLICATIONS AND INSIGHT
Our findings reveal the effects of the Order of Control and
the Relevance of personal information items on people’s
perceived control, offering several meaningful implications
for research and practice.

1) ORDER OF CONTROL AND PERCEPTIONS OF CONTROL
Participants revealed their beliefs about the possible uses of
their personal information. The Order of Control over their
disclosed personal information indeed affected these beliefs.
Users’ perceived control decreased when the level of process-
ing and access to third-party data increased, supporting our
first prediction (P1). Thus, users have reasonable perceptions
of data processing, based on their experiences and knowl-
edge. The results demonstrated that the proposed approach in
general, and the OOC concept in particular, can contribute to
the study of control over personal information. As described
in Section II-B1, the OOC should also be explored as a
function of processing over time or as the amount of already
available personal data. The OOC can potentially be used to
categorize data processing practices and translate their effects
to the users of online systems. The OOC may also be able
to help develop a measure of effective control for system
evaluation. Additionally, we suggest that the OOC may be
used to relate actual with perceived control and build a control
taxonomy to inform system design and implementation. Fur-
ther, more work is needed to establish other crucial elements
of the conceptual control model and their effects on personal
information control.

Participants indicated that learning new information about
them by using the PII with the highest level of the OOC in
the experiment would be most problematic. This level was
conceived as reasonably implausible. However, the partici-
pants’ evaluations were on average at the middle of the scale.
Thus, users perceive any personal information as essentially
learnable from any other personal information the service
providers may possess. This perception may indicate learned
helplessness, or lost trust in service providers, or general
awareness and high sensitivity to the abuse of personal infor-
mation, or a combination of these factors. Researchers may
want to study these perceptions and their antecedents further
to find fair, transparent, and efficient solutions that can make
such perceptions better reflect reality and can equip users
with better control mechanisms. In the meantime, system
designers should consider explicitly stating which informa-
tion can be collected, and which information may become
known as a result. Otherwise, regulators and legislators may
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FIGURE 2. Estimated marginal means for the Perceived Effort to Learn Personal Information affected by the PII
Relevance by the Order of Control interaction. Error bars represent 95% CI.

want to consider mandating such a practice, because exer-
cising efficient control is not feasible when the outcomes of
disclosures are not clear, be they surely known or apparent.

2) ORDER OF CONTROL AND PERSONAL
INFORMATION RELEVANCE
The OOC was moderated by the Relevance of the personal
information items requested by the service providers. More-
over, this combined effect was significant across all three
contexts we used in the studies, supporting our second predic-
tion (P2). Even though the way the Relevance interacted with
the OOC appeared not to be easily interpretable, we concur
with the literature on importance of information Relevance
for user personal information disclosure [39], [40], [42]–[44].
In fact, our findings are in line with [41], demonstrating
how Relevance has a context-dependent, situational effect,
which makes information Relevance a significant, yet not
systematic, factor of ensuing disclosures. Researchers may be
interested in further investigating the effects of Relevance in
the personal information disclosure processes, aiming to find
systematic and consistent, explicable differences. This may
make it possible to develop some form of a contextual taxon-
omy of the information relevance, based on empirical results.
Further, more research is needed to understand the mecha-
nism of how the OOC and information relevance interact and
affect decisions regarding personal information disclosure.
This should be done alongside the study of how the OOC and
information relevance relate to other factors, including but not
limited to the users’ individual characteristics in information
processing, level of effort needed to exercise control over per-
sonal information disclosure, and actual amount of available
control. Additionally, more research is needed to improve
our understanding of the subjective perceptions of relevance,
as well as its stable and momentary factors. Meanwhile,
system designers and privacy practitioners should support
transparency of data-processing practices and work to make

the relevance of requested information prominent and clear
to the users.

B. LIMITATIONS AND FUTURE RESEARCH
The paper is not without limitations. First, the samples con-
sisted entirely of the English-speaking residents of the USA.
We tried to tackle this limitation by not interfering with
the sample requirements on the recruiting platform, mak-
ing the sampling procedure as close to random as possible.
We also thoroughly checked the reliability and validity of
measurements. Overall, the resulting sample structure and
reliability levels should make the findings useful and usable
for future research, as well as generalizable to adult popula-
tions that are similar to the one in the USA. Another limi-
tation may be relevant for the ecological validity (mundane
realism) of the experiment, which relied on vignettes and
self-reports. However, both studies included short, not cog-
nitively demanding tasks and were supported by attention-,
and seriousness-checks. Methodologically, we also tried to
mitigate multiple-treatment interference by randomizing the
order of the within-subjects manipulations and their response
options. These measures, as well as the free-form feedback
we received from the participants, provide us with sufficient
confidence in the manipulations and results. The inclusion
of the three distinct experimental contexts should make the
findings more robust and generalizable.

In the preliminary study, more than a half of participants
reported to be 60 years of age or older. Prior to making any
further analyses, we checked that there were no significant
differences in responses regarding the perceived relevance of
the PIIs depending on the age cohorts, though the sample
structure might have been skewed in terms of experiences
with the apps. Even though the age distribution appeared
not to have affected the overall results of the preliminary
study that were needed for the experiment, it indicated that
a deeper focus on the demographics and experiences may be
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FIGURE 3. Estimated marginal means for the Perceived Effort to Learn
Personal Information affected by the Relevance and the Order of Control
across the three Contexts. Error bars represent 95% CI.

necessary to better understand the effects of information rel-
evance. Apart from experience with particular apps, privacy
literacy can be another contributing multidimensional fac-
tor [50], which may be directly or indirectly (e.g., moderated
by individual characteristics, such as affect and curiosity [24])
related to the perceptions of control. Establishing an empiri-
cal understanding of the perceptions of control as a function
of privacy literacy may be able to provide more insight on
privacy-related attitudes, as well as to contribute to the study
of decision-making regarding personal information disclo-
sure as a whole.6 Therefore, the demographic characteristics,

6As with any individual characteristics, privacy literacy will need to
be addressed using a standardized or at least commonly used instrument
(e.g., [51]).

such as age, gender, and education, as well as experiences,
including privacy literacy, should be systematically addressed
in future research. Finally, we note that the list of the personal
information items used in the studies was neither exhaustive,
nor thematic. Future researchmay benefit from expanding the
list by systematically unfolding the categories (e.g., health-
related category to include vital signs, physical fitness) or
focusing the list on particular themes (e.g., privacy of oneself,
privacy of others).

VII. CONCLUSION
This paper offers a conceptual analysis of control over per-
sonal information as an approach to better understand such
control and find ways to improve it. We introduce the concept
of the Order of Control as a property of personal information
processed by service providers, which demonstrates how per-
ceptions of control decrease when the OOC increases, mak-
ing information more detached from the users (i.e., the data
subjects). Further, we highlight that information Relevance
plays an instrumental role in perceptions of control. We also
show that Relevance is subjectively perceived, and confirm
that it is context-dependent. We believe this approach can
contribute to the study of control over personal information.
For instance, it can help develop a measure of effective
control to evaluate systems and inform their users, or it can
serve as a basis for a control taxonomy, relating actual and
perceived control, to inform design and implementation of
online systems.

Moreover, the data indicated that users may tend to believe
that their personal information can be learned from any other
already disclosed data about them, placing any personal infor-
mation outside of their control. A crucial practical implication
is that system designers and privacy practitioners should con-
sider informing the users about information that can become
known as a result of other information being disclosed over
time. These findings call for further research on perceived
control over personal information, studying how users form
perceptions and mental models of their ability to control their
personal information available to online service providers.

APPENDIX A
PRELIMINARY STUDY: RELEVANCE OF PERSONAL
INFORMATION ITEMS IN DIFFERENT CONTEXTS
A. PERSONAL INFORMATION ITEMS
The 34 personal information items presented in the same
order to every participant:

1) ‘‘Your name’’.
2) ‘‘Your gender’’.
3) ‘‘Your email’’.
4) ‘‘Your phone number’’.
5) ‘‘Your marital status’’.
6) ‘‘Your citizenship(s)’’.
7) ‘‘Your current location’’.
8) ‘‘Where you live’’.
9) ‘‘Your race and ethnicity’’.
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10) ‘‘Your sexual orientation’’.
11) ‘‘The events/meetings you are attending’’.
12) ‘‘Your education’’.
13) ‘‘Your job/sources of income’’.
14) ‘‘Your salary/income’’.
15) ‘‘Your bank information’’.
16) ‘‘Your social and economic status’’.
17) ‘‘Your financial situation (e.g., savings, investments,

bankruptcy)’’.
18) ‘‘Your purchases’’.
19) ‘‘Your credit history’’.
20) ‘‘Your taxes (payable, returns, etc.)’’.
21) ‘‘Your consumer preferences’’.
22) ‘‘Your interests and hobbies’’.
23) ‘‘Your criminal records’’.
24) ‘‘Information about your relatives’’.
25) ‘‘Information about your friends and colleagues’’.
26) ‘‘Your health status (conditions/diagnoses)’’.
27) ‘‘Your dietary preferences’’.
28) ‘‘Your political opinions’’.
29) ‘‘Your religious beliefs’’.
30) ‘‘Your philosophical beliefs’’.
31) ‘‘Your memberships in, or affiliations with organiza-

tions (NGO, church, political action, trade union, club,
etc.)’’.

32) ‘‘Your anthropometric information (weight, height,
eyesight, physical strength, blood sugar level, etc.)’’.

33) ‘‘Your biometric information (fingerprints, irises,
retina, gait, voice, etc.)’’.

34) ‘‘Your genomic data’’.

B. INSTRUCTIONS FOR PARTICIPANTS
The first page of the instructions read, verbatim:

‘‘Hello and welcome! You are invited to judge for a bit.
In the next pages, we will ask you to consider 3 types of

mobile apps, andmake judgements about 34 items of personal
information in relation to each app. Take as much time as
you need and consider them carefully. We would be glad
to have your undivided attention to provide your personally
most reasonable judgments.

Note: the next pages contain a large table, so it may bemore
convenient to answer using a desktop or laptop computer
rather than a mobile screen.’’

Next, the participants were instructed on the types of apps
and relevance estimation, verbatim:

‘‘Consider the following apps:
• a meet-up app (like MeetMe, Skout, Tinder, Bumble,
etc.);

• mobile wallet app (like Google Pay, PayPal, Apple Pay,
etc.);

• a food delivery app (in general - any type from any
vendor).

We now ask you to classify the personal information items
(34 in total) in the Table below into 4 categories, answering
the question of How relevant each of the 34 items can be for
each of the 3 apps:

1 —The information item is irrelevant for the app (would
be suspicious and alerting, if it were requested).

2 — The information item is hardly relevant for the app
(would be unusual, if it were requested).

3 —The information item is possibly relevant for the app
depending on the goals of collection/processing (would
be acceptable, if it were requested).

4 — The information item is relevant for the app to
function (would be normal, if it were requested).’’

Each of the further pages contained a reminder:
‘‘Considering the same apps, please, keep classifying the

information items (N out of 34 items left):’’ N depended on
the amount of already rated personal information items on
previous pages.

C. PARTICIPANTS’ DEMOGRAPHICS

APPENDIX B
EXPERIMENT: ORDER OF CONTROL OVER
PERSONAL INFORMATION
A. PSYCHOMETRIC SCALE USED IN THE STUDY:
PERCEIVED INFORMATION CONTROL
Four items adapted from Dinev et al. [22] with minor modifi-
cations to item statements to relate to the contexts. The scale
reliability was reported in the original paper with CR(PIC) =
0.92, AVE(PIC) = 0.74, and Cronbach’s α = 0.89 [22].

1) PARTICIPANT INSTRUCTIONS
Thinking about using [meet up /mobile wallet / food delivery]
applications in general to [find social connections / make
payments via your mobile phone / get meals and groceries],
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please, consider the four following statements carefully for
yourself, and indicate to what extent you agree or disagree
with these statements.

2) ITEM STATEMENTS
1) I think I have control over what personal information

can be released by [meet up / mobile wallet / food
delivery] applications.

2) I believe I have control over how personal information
can be used by [meet up / mobile wallet / food delivery]
applications.

3) I believe I have control over what personal information
can be collected by [meet up / mobile wallet / food
delivery] applications.

4) I believe I can control my personal information pro-
vided to [meet up / mobile wallet / food delivery]
applications.

3) RATING SCALE AND ANCHORING
Seven-point Likert-type rating scale anchored verbally:
Strongly disagree – Disagree – Slightly disagree – Neither
agree nor disagree – Slightly agree – Agree – Strongly agree.

B. ANCOVA MODEL EXTENDED BY INCLUSION OF
CONTEXT AS A BETWEEN-SUBJECTS FACTOR
Relevance (Rel), Order of Control (OOC), Context (Cxt), and
Perceived Information Control (PIC) on Perceived Learnabil-
ity of Personal Information:

C. PARTICIPANTS’ EXPERIENCES
1) FAMILIARITY/USAGE
Question statement read, ‘‘Have you been using [meet up /
mobile wallet / food delivery] applications? If yes, how
many [meet up / mobile wallet / food delivery] applications
have you tried so far (approximately, as far as you can
remember)?’’

Response options:

• Yes, I’ve used the following number of [meet up / mobile
wallet / food delivery] applications: [a field to specify
number, response not forced].

• No, I haven’t used any [meet up / mobile wallet / food
delivery] applications.

• I don’t know.
• I don’t want to answer.

2) OPEN-ENDED QUESTION
Question statement read, ‘‘If you want, please share with us
what you think about {[meet up] / [mobile wallet] / [food
delivery]} applications.’’ A response would be provided via a
free form text box.
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