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ABSTRACT Face recognition is an important part of computer vision, and has a vital role to play in public
safety. Because of the problems of low accuracy and low efficiency in the case of uneven image quality and
occlusion due to sudden changes in light in face recognition, we design a Siamese Neural Network based
on Local Binary Pattern (also called LBP) and Frequency Feature Perception. The network is based on the
Siamese neural network and adopts the Uniform LBP algorithm and Frequency Feature perception to achieve
face recognition under non-restricted conditions. the LBP algorithm can eliminate the effect of lighting on
the image and provide vector-level input to the network model; the frequency feature perception divides the
image features into low-frequency features and high-frequency features, and compresses the low-frequency
features in the Siamese neural network to increase the network’s recognition efficiency while exchanging
information with high-frequency features to retain their feature data while eliminating target noise data.
This maintains the recognition rate of the network and improves the computational speed of the network.
Simulation experiments are conducted on the standard face datasets CASIA-WebFace, Yale-B, and LFW,
and compared with other network models. The experimental results show that the proposed SN-LF network
structure in this paper can improve the recognition accuracy of the algorithm and obtain a better recognition
accuracy.

INDEX TERMS Artificial intelligence, face recognition, Siamese neural network, LBP algorithm, frequency
feature perception.

I. INDRODUCTION
With the development of artificial intelligence, target recog-
nition technology has also been developed rapidly, especially
in pedestrian recognition and vehicle recognition, as security
awareness has increased [1]–[2], prompting the rising
demand for public and personal information security. And in
public safety through pedestrian recognition, some accidents
can be better tracked and ranked. Non-restrictive face
recognition means that face data are mostly collected in real
environmental conditions, integrating various influencing
factors such as facial pose, illumination, expression, and
background, and recognizing these face data. In practical
applications face recognition is often limited by the influence
of some series of noisy data such as illumination and facial
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occlusion, which leads to the occurrence of poor recognition
accuracy, wrong detection, and missed detection by face
recognition algorithms. Non-restrictive face recognition face
detection and recognition are mainly used in public security
real-time monitoring areas and are of great significance [3]
for applications such as capturing suspects. The main prob-
lems of non-restrictive face recognition at the present stage
are: (1). In an environment without restrictive conditions, it
is easy to generate more noise interference, which leads to
a decrease in the accuracy of face recognition; (2). Noisy
data can cause the algorithm to consume a lot of time in
the process of noise removal, which affects the efficiency
of face recognition; (3). In non-restrictive face recognition,
due to the collection in the real environment, the face may
be partially or completely occluded, resulting in missed
detection and false detection. In this paper, we design a
Siamese neural network model based on Local Binary Pattern
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and Frequency Feature Perception model to solve the above
problem

Summarizing the classical face recognition algorithms,
we can find that the principal component analysis (PCA) [4]
method reduces the computational complexity by transform-
ing the matrix, but there are external interference factors such
as occlusion, which will destroy the real spatial structure
when there is interference, resulting in the inability to obtain
the real subspace structure of the data. In the case of more
noise interference, Tian et al. [5] innovatively proposed to
add sparse representation to the image deblurring algorithm
in the preprocessing stage, which is used to solve the
current situation that the traditional algorithm has a poor
denoising effect on blurred photos under Non-restrictive
face recognition conditions, resulting in the decrease of
recognition accuracy. Moreover, the traditional denoising
algorithm requires a large number of relevant reference
images to provide templates, which do not apply in the case
of face recognition under non-restrictive face recognition
conditions. Tian Lei et al. use the a priori knowledge of
non-local self-similarity of images to first use the sparse
representation to perform the deblurring coding operation on
the images, and then use the local image blocks obtained from
the sparse representation as to the input of the data dictionary
by using the unsupervised clustering algorithm to The image
data dictionary is finally constructed by using principal
component analysis algorithm to generalize the similarity of
image blocks in the image. The traditional classical algorithm
will generate a large amount of redundant data while
processing noisy data, too much redundant data will interfere
with the recognition effect of the algorithm, and too much
redundant data will increase the computational cost. With
the proposal of compressed sensing [6] (CS, Compressed
Sensing), the theory proposes that the sampling rate of the
signal depends on the sparsity and irrelevance of the signal
rather than the width of the signal. Compressed sensing uses
compression while sampling and uses signal reconstruction at
the output to decompress the data, which avoids generating
a large amount of redundant data at the sampling end and
reduces the storage cost and computational [7] cost.

In real situations, the face of the target person may be
included in the unrestricted case, in which case it may cause
the face recognition algorithm to miss the detection process
or even lead to the wrong detection. Zhang [8] proposed
an intermediate mode for mutual conversion between visible
light and near-infrared based on the joint constraints of the
image layer and the feature layer to improve the recognition
rate, using a generative adversarial network to constrain
the features of visible and infrared light images separately.
Liu et al. [9] proposed to use adversarial networks to increase
the number of samples and design a joint function to optimize
the generative network, and then add the feature information
of pedestrian key points to reduce the influence brought by
the background as a way to improve the model efficiency.
Zhao et al. [10] propose the key features of multi-pose faces
based on vector machines for the low recognition efficiency.

Use filters to extract the key points of facial features,
obtain the 3D information of facial features, normalize the
grayscale of facial features, and realize face recognition
under non-constrained conditions by calculating the distance
between their facial features.

Deep learning is developed and innovated based on neural
networks. With the development of deep networks, a series of
deep learning network models such as convolutional neural
networks, Siamese neural networks, and deep confidence
networks have been proposed. The principle of a deep
confidence network [11] is to use a greedy algorithm to train
multi-layer Restricted Boltzmann machines (RBM) layer by
layer, and the output of the previous layer is used as the
input of the next layer to train the image for unsupervised
learning, which improves the speed and accuracy of model
training, and solves the problem of local optimal solution
very well. Since then, deep neural network development has
entered a more rapid development stage. Face recognition
also ushered in rapid development. Liang [12] and other
scholars proposed to improve the deep confidence network to
process the image, using the texture features obtained by pre-
processing the image with the LBP algorithm and then using
them as the input of the deep confidence network to assist
the deep confidence network for unsupervised training to
improve the efficiency of image recognition, but the method
is not efficient in recognizing those targets with excessive
noise data interference and is prone to the problem of missed
detection. And it is easy to produce the situation of missing
detection.

Siamese neural network is a simple and efficient network
model framework, Siamese network was first proposed to
be used to compare the signature authentication of U.S.
checks, but the development of the Siamese neural network
was stalled due to hardware limitations until the 2010 year,
Hinton [13] used Siamese neural network on the field of face
recognition by combining convolutional neural network with
the Siamese network to form Siamese neural network. In the
2015 year, Zagoruyko and Komodakis [14] Using Siamese
neural networks to calculate image similarity, Siamese neural
networks have been rapidly developing in target recognition
and tracking since then with the advantages of simple
model structure, a small number of parameter settings, and
coexistence of multiple network models. Xu et al. [15]
proposed to introduce the Inception model into the Siamese
network and add the cyclic learning rate optimization strategy
to accelerate the training speed. Wu [16] combined Siamese
Neural Network and Convolutional Neural Network, using
the method of local response value normalization to make the
mutation of the eigenvalue with strong feedback greater than
the eigenvalue with small feedback so that the characteristics
of the target are more obvious and the target is accurately
identified. Shen et al. [17] used Siamese networks as
classifiers for image recognition and proposed adding spatial
transformation networks to Siamese neural networks to make
adaptive changes to images to improve accuracy to solve the
disturbances such as deformation and rotation that occur in

VOLUME 10, 2022 40433



C. Song, S. Ji: Face Recognition Method Based on Siamese Networks Under Non-Restricted Conditions

the target in images. However, to make the Siamese network
better for classification, the required benchmark samples
need to be extracted manually, which consumes more human
resources.

There are also some studies to improve the perfor-
mance of deep neural network algorithms and models by
using regularization to enhance their generalization ability.
Zheng [32] et al. use the idea of regularization in deep learn-
ing from the perspective of penalty, in the pre-training phase,
using invisible regularization to optimize feature boundaries
by penalizing samples, in the training phase, using the density
difference between samples to detect outliers, and improving
the small batch SGD by data intervention The algorithm
performance is improved by data intervention to improve the
regularization effect of small batch SGDs and thus improve
the generalization ability. On the other hand, they improve
the generalization ability of the network structure by data
augmentation in the training and testing phases [33]. Deep
learning generalization has also been applied to the secondary
data augmentation method based on spectral interference to
automatic modulation classification [34], where the radio
signal is enhanced by data augmentation with the original
signal, and then another data augmentation is performed in
the training and testing phases to improve the generalization
ability of the model and improve the performance of the
algorithm.

To solve the problem of poor detection accuracy that
occurs in pedestrian recognition under Non-restrictive face
recognition conditions, this paper proposes SN-LF for Non-
restrictive face recognition of pedestrian images. In this
paper, the texture features of the target are obtained by
image pre-processing using the LBP algorithm, and then
the features are classified into high-frequency features and
low-frequency features using frequency feature perception.
Training is performed using Octiva Convolution. The LBP
algorithm is also used to extract the texture features of
the target to ensure the texture and structure of the target,
which can accurately recognize the image, and the frequency
features are used to enhance the receptive domain of the pixel
space, thus improving the recognition performance.

The main contributions of this article are summarized
below.
• To solve the problem of low detection accuracy in

pedestrian recognition under non-limiting conditions,
an output structure of vector-level feature data is
proposed to provide input for subsequent vector-level
feature data while removing noisy data in the pre-
processing stage, eliminating most of the noisy data
caused by illumination.

• The feature constraint period divides the feature data
into high-frequency and low-frequency data, increases
the perceptual field of high-frequency data, decreases
the acceptance domain of low-frequency features, and
reduces the acceptance of noisy data.

• During feature extraction, high-frequency features and
low-frequency features are allowed to update their

FIGURE 1. SN-LF algorithm flow.

information while exchanging information with each
other to ensure that the information of the image itself
is not missing after data fusion.

II. SIAMESE NETWORK-BASED ALGORITHM FOR
NON-RESTRICTED PEDESTRIAN FACE RECOGNITION
The algorithm flow in this paper is shown in Fig. 1. The
two branches in the Siamese neural network are divided
into the search branch and the model branch, and the LBP
algorithm is added to the search branch of the Siamese
network to preprocess the image to be detected, then the
frequency features are used to convolve the image operation
to make the spatial acceptance domain of the image target
features larger, and finally, the pixel-level face features
are learned by the Octiva convolution layer, while the
model branch of the Siamese network extracts the target
image from the target library, extract the target image,
do the same operation on the target image, and finally
use the Euclidean distance to determine whether the target
in the two images is the same. The algorithm flow is as
follows.

1) Pre-processing of the image with noise reduction by
reducing the image dimension to 32∗32 and histogram
equalization using the LBP algorithm.

2) Training of the feature data layer by layer by using
the training samples as input to the Siamese neural
network.

3) Using high and low-frequency convolution for the
input feature images in the Siamese neural network to
obtain a frequency convolution image, the width and
height of the frequency convolution image are 1/2 of
the width and height of the original feature image,
making the perceptual field of high frequency features
in the feature image larger and the spatial acceptance
rate of low frequency features lower, to achieve the
recognition rate without reducing the recognition speed
while improving the recognition rate.
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4) The convolutional layers are divided into4 groups,
corresponding to the width and height of the feature
image, so that the image feature data are exchanged for
data and frequency, which are width in high frequency -
width in low frequency, width in high frequency - high
in low frequency, high in high frequency - width in low
frequency, and high in high frequency - high in low
frequency. Making it possible to exchange information
between high and low frequencies so that the data of
the feature images are not lost.

5) When the Siamese neural network is trained, the two
outputs in the test sample are compared to determine
the Euclidean distance of the two image feature vectors,
and if the Euclidean distance of the two image feature
vectors is within the threshold value, they are the same
target, and if it is greater than the threshold value, they
are not the same target.

A. IMAGE PRE-PROCESSING BASED ON LBP ALGORITHM
The LBP algorithm uses the central pixel point as the
threshold value, and the binary coding of its surrounding
pixels is unchanged and insensitive to light changes, so it
has gray invariance, and the LBP algorithm rotates the
domain point to get multiple LBP values and selects the
smallest value as the feature value, so LBP has the feature of
rotation invariance, and LBP extracts features is a method of
extracting features without parameters, so the LBP algorithm
does not need to be calculated by adjusting parameters, which
reduces the difficulty and complexity of the algorithm in the
operation process, and at the same time can extract the main
features of the image completely.

In this paper, we use the characteristics of gray invariance
and rotation invariance in the LBP algorithm for image
preprocessing, so that the domain pixel points are compared
with the central pixel points, and then the encoding of the
central pixel points is obtained, finally, according to the
encoding of the pixel points, it is then converted to decimal
encoding, and the algorithm formula is as follows.

T = t (s (g0 − g1) , s (g1 − gc) , . . . , s (g8 − gc)) (1)

s (x) =

{
1 x ≥ 0
0 x ≤ 0

(2)

LBP =
∑i−1

i=0
s (gi − gc) 2i (3)

where equation (1) is the binary code for computing the
LBP algorithm, T is the obtained LBP binary code, and
t(x1, x2, . . . , xn) is the encoding function, and gc is the value
of the intermediate pixel point, and g0 . . . g8 is the pixel value
of 8 in the field around the center point. In equation (2),
s (x)is the judgment function. Combine equation (1) and
equation (2), let each pixel value is compared with the center
pixel value, when the field pixel value is less than the value of
the center pixel point, s (x) is equal to 0, when the field pixel
value is greater than or equal to the center pixel value, s (x)
is equal to 1. Eq. (3) is the decimal number to obtain the LBP

FIGURE 2. Transformation form of LBP algorithm.

FIGURE 3. Equivalence model of LBP.

algorithm. i is the number of domain pixel points around the
center pixel point. Combining Eq. (2) and Eq. (3), the LBP
value encoding of the center point is converted from binary
to decimal, and Fig. 2 shows the LBP algorithm conversion
diagram.

The traditional LBP texture pattern types are2i To reduce
the image dimensionality, this paper refers to the litera-
ture [18] and uses LBPUniform Patterns instead of traditional
LBP, the use of the advantages of the circular field, which is
no longer limited to 8 one domain pixel points but can obtain
multiple domain pixel points to meet the needs of various
sizes and different frequency texture features. As shown in
Fig.3

The LBP equivalence model reduces the LBP texture
feature types to i ∗ (i− 1) + 3 kinds and its algorithm is
formulated as 

xp = xc + R ∗ cos(
2πp
P

)

yp = yc − R ∗ sin(
2πp
P

)
(4)

f (xc, yc)P,R =
P∑
p=0

s(gp − gc)2p (5)

where xc, yc are the circle center coordinates,R is the radius of
the sampled circular field, P is the number of points on this
circular field that need to be sampled, p is the pth sampled
point among the total P sampled points, xp, yp are the pointp
coordinates, gp is the grayscale value of point p sampled on
the circular field, gc is the grayscale value of its circle center,
f (xc, yc)P,R is the texture feature of the image in the circular
domain with the center coordinates of xc, yc and the radius of
R. The original image and the result calculated by the LBP
algorithm are shown in Fig. 4.

To be able to express the spatial structure characteristics
of the human face, the face map is divided into M blocks,
and each block of the face histogram is noted as Rm. obtain
the spatial histogram features of each face sub-image, and
connect them to get the spatial histogram of the complete face
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FIGURE 4. The left image is the original image, and the right image is the
feature map obtained by the LBP algorithm transformation.

FIGURE 5. Frequency characteristics of the current image.

image.

Rm = fm (xc, yc)P,R (6)

H = [Rm] = [fm (xc, yc)P,R],m = 1, 2 . . .M (7)

where Rm is the LBP histogram of image block m, and
fm (xc, yc)P,R is the texture feature of image block m in
Eq (5). and H denotes the LBP histogram of the m block
of face images connected to get the complete face image
space histogram. The texture features of the image obtained
by using the LBP operator can not only reduce the effect
of illumination significantly but also express the regional
features of the face image and form the global features of the
face image when the regional features are connected.

B. FEATURE CONSTRAINTS
Although most of the effects from lighting can be handled
in the preprocessing stage, there will still be false detection
and missed detection due to noisy data interference such as
occlusions. We divide the image features into high-frequency
features and low-frequency features according to different
feature mappings based on frequency feature perception [19],
as shown in Fig 5, The current frequency features of the image
are high-frequency features and low-frequency features have
the same height and width, but the perceptual field of
low-frequency features is significantly higher than that of
high-frequency features.

Use information exchanges between high-frequency fea-
tures and low-frequency features. Set the size of the low-
frequency part to (0.5h,0.5w), and the length and width to
be exactly half of the high-frequency part (h,w). We set
the hyperparametersα to control the ratio of high and low-
frequency feature segmentation. The algorithm formula is.

X ∈ Rc∗h∗w (8)

XH ∈ R(1−α)c∗h∗w (9)

FIGURE 6. Frequency-aware feature extraction.

XL ∈ Rac∗ h2 ∗
w
2 (10)

where R is the set of all features, X is the set of high-
frequency features and low-frequency features, h, w is the
height and width of the features, c is the channel number,
XH is the high-frequency feature of the image by threshold
α captures the precise detail features in the image, as shown
in Eq. (9), XL is the low-frequency features of the image,
slowing down the low-frequency features from changing
the spatial dimension by reducing the width and height.
as shown in Eq. (10). After frequency feature extraction,
reducing the width and height of the low-frequency fea-
tures proportionally can reduce the perceptual field of
the low-frequency features, while exchanging information
between the low-frequency features and the high-frequency
features, so that the frequency features of the reduced
image can preserve most of the information of the original
image.

In the feature update operation, the high-frequency and
low-frequency features are updated within the corresponding
frequencies. The feature exchange operation will update the
information of high-frequency and low-frequency features
between different frequencies. Therefore, the high frequency
features include not only its information processing but
also the mapping from low-frequency to high-frequency and
vice versa. Frequency-aware features can obtain a larger
receptive field of low-frequency features while exchanging
high and low-frequency information, and the obtained image
features can interpret the original image comprehensively.
Compared with general feature extraction, it effectively
doubles the receptive field and obtains more contextual
feature information, which further improves the learning
ability of Siamese neural networks and improves recognition
performance [20]. As shown in Fig. 6.

C. FEATURE DISCRIMINATOR
There are two identical network structures in Siamese neural
networks, and the VGG16 network structure is mainly used
for the classification of images, so this paper uses the VGG16
network structure for feature extraction of images. Training
with the same weights and parameters in both network
structures, one as a model for training and one as a search
for training. Input an image in each of the two networks,
then train the two images, and finally, compare the distance
between the two images to perform image recognition [21].

40436 VOLUME 10, 2022



C. Song, S. Ji: Face Recognition Method Based on Siamese Networks Under Non-Restricted Conditions

FIGURE 7. Structural model of Siamese neural network.

It applies to problems such as target detection under large data
sets and multi-target recognition under small data sets, and its
model structure is shown in Fig. 7

In the Siamese network, metric learning is used to
discriminate [22] the feature similarity of two images. First,
as shown in Fig. 7, Input an image in Network_1, enter the
convolutional layer, pooling layer, and fully connected layer
through the Siamese neural network in turn, and finally output
the feature vector f (x1) of this image, input another image
in Network_2, perform the same operation on the image in
Network_2, and finally get its feature vector f (x2). To be
able to determine whether two pictures are the same person,
we define a threshold (hyperparameter), if the distance
between the encoding results of two pictures is less than
the threshold, then these two pictures are one person if the
distance is greater than the threshold, then the two pictures
are not the same person, the algorithm formula is

d (x1, x2) =‖ f (x1)− f (x2) ‖22 (11){
d (x1, x2) ≥ w
d (x1, x2) < w

(12)

where d (x1, x2) are the distance function, f (x1), f (x2)
are the feature vectors of the images in Network_1 and
Network_2, respectively. And Ew is the threshold value.
By combining Eqs. (11) and (12), the distance difference
between the feature vectors of two images is calculated, and
then the difference is comparedwith the threshold value, if the
difference is greater than the threshold value, the two images
are not the same target, and if the difference is less than the
threshold value, they are the same target.

To be able to have a good encoding of the input images and
learn the corresponding parameters autonomously, the triple
loss function will be used here. The triple loss function refers
to the calculation of a loss function using three images: a fixed
image A, a positive image P (which is the same person as the
fixed image), and a negative image N (which is not the same
person as the fixed image). So, we let the encoding distance
d (A,P) between the fixed image A and the positive image P
be smaller than the encoding distance d (A,N ) between the
fixed image A and the negative image N . That is, we want
the images of the same person to be closer to each other,

and the pictures of different people to be farther away from
each other. The triple loss minimizes the distance between the
fixed image A and the positive image P, which both have the
same identity while maximizing [23] the distance between
the fixed image A and the negative image N . The model
may make the same encoding for different images during the
learning process, which is equivalent to the distance between
images as 0, so on top of that we add a hyperparameter α
to avoid this situation, making a gap between d(A,N ) and
d (A,P) with the

d (A,P)+ α ≤ d(A,N ) (13)

Combining the distance equation in the above equation is

‖ f (A)− f (P) ‖2 + a ≤ ‖ f (A)− f (N ) ‖2 (14)

Further, get that

‖ f (A)− f (P) ‖2 − ‖ f (A)− f (N ) ‖2 + a ≤ 0 (15)

The loss function is obtained as

L (A,P,N ) = max(‖ f (A)− f (P) ‖2

−‖ f (A) x − f (N ) ‖2 + a, 0) (16)

Its cost function is the sum of the loss functions in all
individuals.

J =
∑n

i=1
L(A) (17)

Its overall network structure diagram is shown in Fig.8
Considering that the computation time is mainly

affected by the image convolution time complexity

O(
D∑
l=1

M2
l · K

2
l · Cl−1 · Cl), where D is the number of

convolution layers the algorithm has, l is the lth convolution
layer, K is the complexity of image convolution affected by
the edge length of the convolution kernel,M is the edge length
of the feature map output from each convolution kernel, Cl
is the output from the lth convolution kernel Compared with
the convolution operation, the algorithm complexity of LBP
and frequency feature convolution operation is negligible, the
number of iterations is iter, and the total computation time of
its algorithm complexity isO(iter ·

∑D
l=1M

2
l · K

2
l · Cl−1 · Cl)

III. EXPERIMENT
A. DATA SET AND PARAMETER SETTING
In this section, we experimentally verify whether the
previously mentioned improving method is effective for
target recognition under Non-restrictive face recognition
conditions, with the classical dataset CASIA-WebFace [35].
This dataset is a semi-automatic way to collect face images
on the IMDb website, which contains 10,575 people, a total
of 494,414 images, and each target photo has a label. In the
CASIA-WebFace dataset, each category has a main photo
containing only the target. According to the label and the
main photo, pictures containing the target are classified by
the clustering method, and then the target image is cropped.
Finally, wrongly classified photos are manually screened.
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FIGURE 8. SN-LF network structure diagram.

FIGURE 9. Partial images of CASIA-WebFace dataset.

In this paper, 300 different characters are randomly selected
in CASIA-WebFace, and 15 photos of each character are
selected for experimental research. Some pictures of the data
set are shown in Figure 9:

B. EXPERIMENTAL ENVIRONMENT AND PARAMETER
SETTINGS
The experimental hardware environment is Intel core i3 CPU,
Geforce 710m GPU, 2G memory, Win 10 operating sys-
tem, Tensorflow deep learning framework, programming
language, and version is python 3.6. The highest recognition
rate of the network structure was determined by comparison
when the number of layers of the network convolutional
layers was 5. When the number of convolutional layers
is constant, the frequency feature perception is performed
on the convolutional layers, and the network structure with
the highest recognition rate and lowest loss convergence
is obtained by learning the image features, so the overall
network structure is determined as 5 convolutional layers,
5 MaxPool layers, and 1 fully connected layer, and the
network structures of Siamese neural network and Siamese
Network based on LBP and Frequency Feature are noted

FIGURE 10. The variation of loss value with learning rate under Siamese
neural network.

FIGURE 11. SN-LF loss value with learning rate.

as SN and SN-LF, respectively. Determine the learning rate
range. The initial value of the learning rate is set to 1e-3
according to experience. After 5000 iterations of training,
the learning rate is linearly increased at a growth rate of
1e-4 in each batch of the training process. Record the
learning rate and loss values of the Siamese neural network
and SN-LF under the CASIA-WebFace dataset respectively,
and draw their relationship diagrams, as shown in Fig 10
and Fig 11:

Analysis of Fig 10 shows that the loss value decreases
when the learning rate increases linearly, and once the
learning rate increases to a certain degree the loss value
increases instead, so the range of the periodic change
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FIGURE 12. Comparison of the loss value of the algorithm in this paper and the Siamese neural network.

FIGURE 13. Accuracy comparison between the algorithm in this paper and Siamese neural networks.

of the learning rate is chosen as the interval where the
corresponding loss value decreases rapidly, and the parameter
settings in this paper refer to the literature[24], for the
CASIA-WEBFACE dataset, the SN and the SN-LF structure
based on the learning rate lower bound MinLR is chosen
is 0.001, and the upper bound of learning rate MaxLR
is 0.005.

As Fig 12 shown in the figure shows the change in the
loss rate of this paper algorithm, although the loss rate
of this paper algorithm fluctuates more, overall the loss
rate of the algorithm is 0.04 around, and the fluctuation
frequency is the same, which shows that the convergence of
this algorithm is fast, and at the same time in the comparison
with the classical Siamese network algorithm, it is found
that the loss rate of our algorithm is significantly lower
than the classical Siamese neural network, the loss rate of
our algorithm is more stable, and the fluctuation of up and
down is 0.03 around. As shown in Fig13, compared with the
average accuracy of the Siamese neural network algorithm,
the proposed algorithm is improved by about 6%, and the
maximum difference is 10%.

In addition, it is necessary to set the parameters to
change the learning rate to avoid the fitting condition. The
literature [25] suggests that the learning rate should be
changed after 2-10 iterations to prevent overfitting from
occurring in too many iterations and to improve the detection
efficiency. The experimental results show that there is little
difference between the results when the step size is set
to 2 times or 10 multiples of iterations. In this paper, we
know that the efficiency of image recognition is the best
when iterations are performed 5, so we use 5 iterations
time.

C. COMPARATIVE EXPERIMENTS OF THE ALGORITHMS IN
THIS PAPER ON THE CASIA-WEBFACE DATASET
In this paper, the Mean Average Precision (mAP) and the
recognition rate are used to evaluate the performance of
the algorithm under the CASIA-WEBFACE dataset. The
comparison between this algorithm and the classical Siamese
neural network algorithm shows that the similarity of this
algorithm is improved by about 15% compared with the
classical Siamese neural network, which indicates that the
recognition effect of this algorithm on the target features in
the recognition process is higher than that of the classical
Siamese neural network. The experimental results are shown
in Fig.14.

In this paper, the Mean Average Precision (mAP) and
the recognition rate are used to evaluate the performance
of the algorithm under the CASIA-WEBFACE dataset. The
comparison between this algorithm and the classical Siamese
neural network algorithm shows that the similarity of this
algorithm is improved by about 15% compared with the
classical Siamese neural network, which indicates that the
recognition effect of this algorithm on the target features in
the recognition process is higher than that of the classical
Siamese neural network. The experimental results are shown
in Fig.14.

Table 1 is the recognition rate of the traditional Siamese
neural network and the algorithm SN-LF in different
iterations, as can be seen from the table, in the same iteration
case, SN-LF compared with the traditional Siamese neural
network recognition rate increased by about 5%, in the
same number of iterations, the recognition efficiency of the
traditional Siamese network is not as good as the recognition
efficiency of SN-LF, as the number of iterations increases,
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FIGURE 14. Comparison of the experimental effect of classical Siamese neural network and this paper’s algorithm (the
left figure is the classical algorithm, the right figure is this paper’s algorithm).

TABLE 1. Comparison of recognition rates between traditional Siamese
neural network and SN-LF under different iterations.

the recognition rate of the traditional Siamese neural network
is not as robust as the SN-LF algorithm compared to the
recognition rate of SN-LF. This shows that in the image
recognition of traditional Siamese Neural Networks when the
target is in the case of occlusion, the recognition accuracy
and efficiency will decrease, and the LBP algorithm in
SN-LF can reduce the interference caused by high-frequency
noise, while the frequency characteristic perception of the
compression and information exchange of high-frequency
and low-frequency features does not reduce the recognition
accuracy while reducing the noise interference.

From the comparison of the mAP curves of classical
Siamese neural network algorithm and SN-LF in Fig 15,
it is found that the difference between the mAP curves of
SN-LF and classical Siamese neural network algorithm is not
much before the 1000 iterations, and with the increase of the
number of iterations, the difference between them becomes
larger and larger, reaching the maximum difference of 15%
at 3000 iterations, which indicates that with the increase of
the number of iterations, the convergence speed of SN-LF
algorithm is faster than that of This indicates that the SN-LF
algorithm converges faster than the classical Siamese neural
network as the number of iterations increases. When the
number of iterations increases to 5000 seconds, the mAP
curve reaches about 90%, which indicates that the algorithm
has strong robustness.

To explore the comparison of recognition effect between
SN-LF and traditional face recognition algorithm in non-
restricted face recognition, this paper refers to the litera-
ture [26], at the number of iterations of SN-LF is 3000 times,
from the table 3 we know that the algorithm of this paper and
different algorithms in the comparison of recognition rate,
compared to other algorithms has improved 7.1%, 1.97%,
3.71%, 25.22%, 4.86%. The average image processing speed
is improved by 0.186s, 0.141s, 0.017s, 0.195s, and 0.147s
compared to other algorithms. In the literature 22. Its

FIGURE 15. mAP curve of classical Siamese neural network algorithm
compared with SN-LF.

TABLE 2. Comparison of recognition rates between different algorithms.

face algorithm has a recognition rate of 61%, but in the
literature, its algorithm is complex and has more parameters
and complex manual intervention. The comparison of mAP
between different algorithms is shown in Fig 16. Combined
with the table2, the algorithm in this paper is ahead of the
traditional algorithm in both accuracy and mAP. As can be
seen from Tables 1 and 2, the algorithm in this paper can
maintain a stable recognition rate in complex samples, which
shows that SN-LF can accurately recognize the target under
the interference situation, thus further proving the robustness
of the algorithm of this paper for pedestrian recognition under
the unrestricted situation with high resistance to interference.

Through the experimental results of this paper’s algorithm
under the CIASIA-WebFace dataset, it is known that SN-LF
using texture features as input helps to reduce redundant
information compared to pixel-level input, while adding
frequency feature perception makes the space utilization
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FIGURE 16. mAP curve comparison among algorithms.

TABLE 3. Comparison of accuracy rates for different iterations under the
Yale-Bdataset.

improved, thus enabling the experimental accurate recogni-
tion of face images under non-unrestrictive conditions.

D. COMPARISON EXPERIMENTS OF OUR ALGORITHM ON
YALE-B STANDARD FACE DATASET
To test the recognition accuracy of the face in the lighting
situation of the algorithm in this paper, this paper uses the
Yale-B standard face dataset to compare experiments with
the traditional algorithm, the Yale-B dataset has 15 people,
each person has 11 different expressions of the picture, and
there are 3 different lighting situations, each person selects
6 pictures as the training sample, Table 3 is the image
recognition effect of the Yale-B face library under different
iterations. From table 3, we know that SN-LF is better
for face recognition under illumination, and the recognition
accuracy improves with increasing iterations until the image
recognition accuracy no longer changes significantly at about
3000 iterations. From4 the table, we know that this algorithm
improves 17.88%, 9.27%, 7.18%, 4.40%, and 2.20% in the
Yale-B dataset compared with other algorithms, which shows
that this algorithm has better recognition efficiency even
under the illumination condition, and also shows that this
algorithm can handle the noisy data well in the case of
interference. And the average speed of each image processing
has also improved compared to other algorithms, with the
fastest improvement in 0.375 seconds. Also combined with
Table 3, it is known that the algorithm in this paper has
a faster convergence rate during the iterative process and
better robustness compared to the traditional Siamese neural
network. It shows that the algorithm of this paper also shows
high performance under restrictive conditions.

To evaluate the performance difference between each algo-
rithm and the algorithm of this paper, the mAP comparison

TABLE 4. Comparison of the accuracy of different algorithms of Yale B.

FIGURE 17. mAP curves of each algorithm under the Yale-B dataset.

between the algorithms in Fig. 17 shows that the algorithm
in this paper also has better performance under the Yale B
dataset. At about 1000 iterations, the performance between
each algorithm is close to each other, with the increase in
the number of iterations, there is a difference between each
algorithm, some algorithms have a large fluctuation, which
indicates that the anti-interference performance is reduced
under the condition of the sudden change of light mutation.
The algorithm in this paper uses the characteristics of the
LBP algorithm that is insensitive to changes in light and can
still have a better recognition effect in the case of sudden
changes in light. As the number of iterations increases, the
mAP value of SN-LF increases by nearly 20%, indicating that
the algorithm in this paper has good robustness in the learning
process. When the number of iterations reaches about 5000,
the mAP value of SN-LF improves about 3%-10% compared
with other algorithms which shows that the algorithm in this
paper can extract more target features for learning during the
iterations.

To verify the effectiveness of the method in this paper, this
paper is compared with the mainstream and latest methods on
the Yale-B dataset, which are LBP+DBN, IMISCNN [15],
GWF [27], LTV [28], RLS (LOG-DCT & NPL-QI) [29],
TT [30] and CLC [31], and the final experimental results are
shown in Table.5

As can be seen from the table, when comparing main-
stream and latest methods, the recognition performance
of LBP+DBN slows down when the texture features are
not obvious; IMISCNN and CLC have good performance
in recognition, but overfitting will occur when there is
target occlusion; LTV, RLS, TT, GWF are not sensitive
to the processing of illumination changes. The method
in this paper still has good processing ability when the
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TABLE 5. Comparison between the algorithm in this paper and the
mainstream algorithm.

FIGURE 18. Loss rate variation curve with iterations.

illumination changes are too large and occlusion occurs,
and the target features are retained. These fully verify the
robustness of this paper to noisy data such as illumination and
occlusion.

E. COMPARISON EXPERIMENTS OF THE ALGORITHM IN
THIS PAPER ON THE LFW DATASET
To better determine the portability of the algorithm of this
paper, the algorithm of this paper conducts comparison
experiments on LFW, LFW dataset collects more than
13000 photos on the Internet, consisting of photos in natural
scenes with different orientations, expressions, and lighting
environments, there are more than 5000 people, amongwhich
1680 people have more than two face pictures, each face
photo has a uniquely identified name ID and serial number
The LWF dataset is mainly tested for the recognition rate of
human faces., we randomly select 300 people with a total of
720 photos to verify the accuracy of the algorithm in this
paper. From Fig. 18, it can be seen that the loss rate of the
algorithm tends to be stable and remains the same when the
iterations are run 1000-1500 times, so this iteration is chosen
at 1000 times.

The roc curve between SN-LF and Siamese in Figure19
and the accuracy of SN-LF is shown in Figure 20. shows
that SN-LF rises faster compared to Siamese, and True
Positive reaches 1 at around 0.2 in False Positive and stays
there, indicating that the algorithm in this paper has better
performance in face classification recognition compared to
Siamese.

FIGURE 19. Comparison of roc curves of Siamese and SN-LF.

FIGURE 20. SN-LF accuracy curve with epoch.

FIGURE 21. The variation of the mAP curve with epoch for each algorithm
in the LFW dataset.

To evaluate the performance difference between each
model algorithm and the algorithm in this paper, the mAP
comparison between each algorithm in Fig 21 shows that
the algorithm in this paper maintains a better performance
during the iterative process, and at the end of the iteration, the
algorithm in this paper is about 8% higher than the Siamese
algorithm, which indicates that this algorithm also has a better
recognition performance on the LFW dataset.
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TABLE 6. Comparison between the algorithm in this paper and the
mainstream algorithm.

As can be seen from the table, when comparing this
algorithm with the mainstream face recognition algorithms
and frameworks in the case of 1000 iterations, it was found
that the algorithm improved by 3.87%, 2.31%, 2.20%, 4.87%,
9.33% compared with other algorithms, and the average
speed of each image processing was up to 0.149 seconds
faster and the lowest was 0.014 seconds faster. It proves
that the algorithm in this paper has a great improvement in
the accuracy of face recognition, especially compared with
Siamese Neural Networks by 9.33%, and the algorithm com-
putation speed has improved comparedwith other algorithms,
which proves that the improvement of this algorithm has a
great improvement compared with the original algorithm.

IV. SUMMARY
Existing non-finite face recognition-based methods mainly
start from the direction of face key points combined with
denoising algorithms, which are prone to too fast convergence
or poor robustness, and the algorithms are applied to a
single scenario and cannot adapt to multiple scenarios. In this
paper, we propose an architecture that combines frequency
feature sensing, LBP, and Siamese neural networks, which
makes the network converge faster and reduces the number
of iterations required for the same recognition rate by
changing the parameters. The algorithm first uses the LBP
algorithm to pre-process the image to obtain texture features,
which effectively reduces the interference caused by noisy
data, and then inputs the texture features into the Siamese
neural network, which improves the running speed and also
enhances the recognition accuracy and robustness of the
algorithm. The recognition accuracy is improved. Moreover,
the proposed network has a simple structure and is suitable for
face recognition of small-scale data sets under Non-restrictive
face recognition conditions. The next problem to be solved
is to reduce the algorithm running time and improve the
efficiency of the algorithm, as well as to solve the case of
recognizing multiple targets appearing in the image under
Non-restrictive face recognition conditions.
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