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ABSTRACT Prediction of the purchase willingness of passengers has great benefits for airlines to
promote auxiliary services, however, the datasets stored in passenger travel information systems are often
high-dimensional and incomplete. This study develops a prediction method of airline additional service
consumption willingness based on high-dimensional and incomplete datasets with a triple-layer hybrid
PSO-XGBoost model, which consists of an incomplete data processing layer, a high-dimensional data
processing layer, and a predicting layer. The raw dataset is converted into a complete and low-dimensional
dataset through the first two layers and inputted into the predicting layer to train and optimize the XGBoost
model together with the PSO algorithm and 10-fold cross-validation. The experimental results show that the
proposed method outperforms other traditional machine learning models, presenting the highest prediction
score with 0.9879 in terms of AUC. The findings help predict airline additional services consumption
intentions of passengers and are beneficial to efficient and low-cost precise marketing for airlines.

INDEX TERMS Airline addition services, consumption willingness, XGBoost, machine learning.

I. INTRODUCTION

Conducting airline additional services brings new profit
growth for airline companies. However, the attention and
related studies are very limited. The existing literature about
the consumption willingness of airline additional services
mostly uses the questionnaire method [1], [2] or scenario
hypothesis method [3], [4] to collect data and adopt the
theory of consumer psychology to build traditional statistical
models. The literature [5], [6] mines customer opinion survey
data to analyze the factors affecting customer satisfaction by
methods such as exploratory factor analysis and classifiers
such as Parsimonious Bayes. The real passenger travel data
which is subjective and limited, however, has not been used in
any form of study. The literature [7] uses the Potluck Problem
method to predict cargo demand for a given airline on a given
route, but the method is not applied to the field of exploring
customer consumption intentions. With the development of
modern information technology such as the Internet plus and
big data, relying on the real travel records of a large number
of passengers provides objective conditions for accurately
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mining the consumption willingness of additional services of
passengers.

The problems of different passenger travel data storage
structures and access methods among passenger service
information subsystems have caused a large amount of
missing and redundant data [8]. In addition, due to the small
consumer group of additional services, the insufficient data
collection leads to an incomplete and high-dimensional air
passenger travel dataset, which further affects the accuracy
of prediction. However, there are insufficient attention and
sparse solutions to the above-mentioned problems.

Given the above situation, seat selection, being regarded
as the most valuable additional service for long-distance
passengers, is selected as the research object, and the specific
dataset related to seat selection is used. The eXtreme Gradient
Boosting (XGBoost) model is introduced as a machine
learning model into the field of consumer behavior prediction
of airline additional service, and a triple-layer Particle Swarm
Optimization (PSO) algorithm optimized XGBoost model
is proposed for prediction. An incomplete data processing
layer and a high-dimensional data processing layer are
respectively set up to address the defects of severe missing,
unbalancedness, and high-dimensionality of datasets. Then
the processed datasets are inputted into the predicting layer.
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The three-layer PSO-optimized XGBoost prediction
model proposed in this paper achieves accurate prediction of
passengers’ purchase of paid seat selection ancillary services
on incomplete and high-dimensional airline passenger
travel dataset, which has the advantages of fast speed and
high accuracy. This study can provide effective decisions
for airlines’ accurate marketing of ancillary services.
Additionally, this paper mines real airline passenger travel
and paid seat selection service consumption data to build a
paid seat selection passenger characteristics portrait, which
provides a scientific basis for airlines’ auxiliary service
marketing campaign settings.

The main content of this paper is organized as follows.
Section 2 describes in detail the incompleteness and high
dimensionality problems of airline passenger travel datasets.
Section 3 specifies the design details of the proposed three-
layer PSO-optimized XGBoost prediction model, including
the theoretical basis of the model, the data pre-processing
process, and the working process of the proposed three-layer
prediction model. Section 4 evaluates the effectiveness of the
proposed three-layer prediction model with data incomplete
processing layer, data high-dimensional processing layer, and
PSO optimization settings. The superiority of the proposed
method by comparing it with the single-layer traditional
machine learning model is demonstrated. Conclusions are
presented in Section 5.

II. AIR PASSENGER TRAVEL DATA

The study focuses on exploring the classification of passen-
gers by their consumption willingness for seat selection with
data obtained from 23,432 passenger travel samples collected
by an airline from 2016 to 2020.

The dataset contains 652 features as inputs, such as
passenger gender, flight number, count of seat selection,
preferred flights, accumulated mileage, etc., and a binary
output for whether a passenger has purchased seat selec-
tion services. The dataset includes five types of features,
as illustrated in Table 1. Table 1 shows that the input space
is high-dimensional, containing more redundant features
as well as various aspects of passengers’ flight-related
information. It not only brings difficulties for experts to
find the exact critical effectors of consumption intentions for
additional services but also reduces the prediction accuracy
and efficiency.

The missing data rate and variance distribution of the
collected dataset are shown in Figure 1. It needs to be noted
that the missing values in the raw dataset have already been
replaced with O by the data storage system such that the
0 value in numerical features can not indicate whether it is
missing or real. Therefore, the information loss in the dataset
is reflected by both the missing rate of categorical features
and the variance distribution of normalized numerical fea-
tures. Figure 1(a) shows that only about 5% of the categorical
features are relatively complete, and the rest 95% have over
60% missing data. Figure 1(b) illustrates that about 25%
of numerical features have 0 variances (less than 10_10),
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TABLE 1. Feature types of the dataset.

No.  Feature type name Explanations Count

1 Demographics of Basic demographic information 1
passengers of passengers.

5 Current flight Flight information of this 7
information sample.
Historical flight Statistical preference

3 preferences of information of passengers 250
passengers about flight.
Historical travel Aviation-related historical

4 information of statistical travel information of 119
passengers passengers.
?olrslts(l)lrrlrf;tlion Avigtipn—related hist_orical

5 . . statistical consumption 265
information of . .

information of passengers.

passengers

and most of them have small variance. Owing to the traits
mentioned above, the dataset has serious information loss.

There are 1,475 positive samples of purchasing seat
selection additional services in the dataset, accounting for
only 6.29%. This data amount is far less than the negative
sample amount, presenting an imbalanced distribution among
classes. The model’s judgment of the target will be affected
by the imbalance since the model is biased to classify the test
sample into the category with high-cardinality to guarantee
accuracy. However, this is not what airlines expect.

In summary, there are several prominent problems of high
dimensionality and incompleteness including missingness
and unbalance in the dataset. The accuracy and credibility
of the prediction results will be greatly reduced if the above
problems are not addressed.

lll. METHODS

Owing to the incomplete and high dimensional dataset,
amethod based on a triple-layer Particle Swarm Optimization
modifying the eXtreme Gradient Boosting (PSO-XGBoost)
model is proposed to predict passengers’ consumption
willingness about specific seat selection additional services.
The architecture is shown in Figure 2.

First, the raw dataset is roughly cleaned and encoded to
make the model focus more on prominent problems and
more universal. After that, the cleaned dataset is inputted
into the triple-layer model where PSO-XGBoost is used
as the base model. Second, in the triple-layer model, the
incomplete data processing layer (IDP-layer) is set to handle
the problems of data missing by imputation and imbalance
by resampling. Then the dimension of the complete dataset
is reduced in the high-dimensional data processing layer
(HDP-layer) according to the feature importance obtained
by XGBoost. Finally, in the predicting layer (P-layer), the
processed dataset is used to train the XGBoost model.
A state-of-the-art heuristic, the Particle Swarm Optimization
algorithm, is applied to tune the hyperparameters of XGBoost
to enhance the accuracy obtained by 10-fold cross-validation.
The optimal XGBoost classifier attained is adopted to predict
the willingness of new passengers to purchase seat selection.
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FIGURE 1. Data missing rate and variance distribution of the dataset:
(a) Missing rate of classification features. (b) Variance distribution of
normalized numerical features.

A. DESIGN OF THE BASIC MODEL

The base model PSO-XGBoost of airline additional service
consumption willingness prediction method proposed is a
hybrid model [9]-[11], combining Particle Swarm Optimiza-
tion algorithm (PSO) and eXtreme Gradient Boosting model
(XGBoost).

XGBoost [12] modifies the traditional gradient boosting
tree, which is widely used in the field of consumer behavior
prediction with its superior generalization performance,
prediction accuracy, and outstanding parallel computing
rate [13]. The XGBoost is an additive algorithm consisting
of t CART model, the objective function of which comprises
a loss function and a regularization term, defined as

Or = Y L0 fio1() + he(x) + Q (e () (1)
i=1
Ji

Qb () = v + Z% @)

]—1
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FIGURE 2. The architecture of prediction method of airline additional
service purchase willingness based on triple-layer PSO-XGBoost model.

where, L(-) represents the loss function, 2(-) is a regulariza-
tion term based on tree complexity, which is beneficial to
reducing the risk of over-fitting.

Based on the loss function, the second-order Taylor
expansion is introduced. Then, the optimal weight of each
leaf node is solved iteratively to obtain the final objective
function, as follows,

= +yJ 3)

2
1 i ( xi€Ryj gl)
2 — x,eRt] hi + A
The PSO algorithm [14] is a modern heuristic algorithm
adopted to solve combinatorial optimization problems. The
basic idea is to use the position x; of i-th particle to represent
a candidate solution to the problem, and use a fitness function
value to evaluate the superiority of positions. All particles
update their velocity through (4) and position through (5)
by sharing the individual and global position with others,
and will finally gather in the extremum area after multiple
iterations.

Vipl =Vvi+cl Xrx (pbesti —xi) +cyxXr
—Xi) Vit 4
Xipl = X; +Viq1 %)

X (gbest

Machine learning models contain many hyperparameters
to be set externally due to their complex construction.
The appropriate hyperparameters are crucial to the results
since they can improve performance while reducing the
risk of the overfitting of models. Manual or traversal
search is used as a conventional parameter tuning method,
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TABLE 2. The tuned parameters and tuning ranges.

No. Parameter Description Tuning

range

1 N The number of iterations. [10,500]

2 n Learning rate. [0,1]

3 max_depth The maximum depth of a tree. [0, +00]

The minimum loss reduction
4 Y required to make a split. [0, Fo0]
5 min_child_weight The minimum sym of [0, 4+o0]

instance weight.

which requires, however, a time-consuming and arduous
process. Many studies have verified that adopting the PSO
algorithm to search near-optimal hyperparameters makes
models more automated and robust [13]. Therefore, in this
study, XGBoost optimized by PSO is used as the base
model. Five hyperparameters of XGBoost are selected for
optimization, as shown in TABLE 2.

B. DATA CLEANING AND ENCODING

Before being inputted into the triple-layer model, the raw
dataset is firstly cleaned and encoded. The following steps
were carried out:

(1) Rough cleaning. Filling the features with an extremely
high missing rate will introduce more noise, and retaining the
features with low variance will get sparse information but lose
more efficiency. Therefore, features with the above defects
are directly deleted to preliminary reduce the dimension of
the dataset.

(2) Date features handling. The dataset includes more
date-related features, such as travel time and preferred
travel month, which contain rich information but do not
have a direct relationship with consumption willingness.
Considering that passenger flow and physical fatigue level
will largely affect the passenger’s requirement for seat
comfort, departure year and month variables are mapped
to the traveler flow with the samples share representing.
Additionally, the departure day variable is divided into a
fatigue-prone period (from 20:00 to 8:00 the following
day) and a non-fatigued period (from 9:00 to 19:00) for
binarization. Other year and month variables are replaced by
the average of departure year or month values.

(3) Categorical feature encoding. The dataset after step (1)
contains 34 categorical features, such as passenger gender,
flight cabin, etc. Since the machine learning model has a
better performance on numerical features, the categorical fea-
ture should be transformed into their numerical counterparts
by encoding [15], [16]. Among them, the flight cabin is
subjected to label encoding [17] due to the ordinal values.
Passengers’ gender and flight destination are subjected
to one-hot encoding [17] which maps the 1-dimensional
N-value feature to the N-dimensional binary feature because
of the low-cardinality and nominal values. The rest features
are processed by mean encoding [18] due to their high
cardinality and disorder.
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After the above processing, the number of features in the
dataset is reduced from 652 to 137, with no extremely serious
missingness, low variance, or categorical feature values. The
cleaned dataset then will be inputted into the triple-layer
model.

C. THE INCOMPLETE DATA PROCESSING LAYER
The IDP-layer solves the problems of data missing and
imbalance of the air passenger travel dataset.

In the first stage, the missing values are imputed. Uniform
constant values are often used to impute missing data in
past studies [13], which does not perform well in severely
missing datasets. Machine learning models are widely used
in imputation recently, considering other complete features of
samples to make the imputed values closer to real values [19].
Therefore, PSO-XGBoost is adopted to impute missing data
in this stage. The following five steps are carried out:

(1) Sort missing features in ascending order according to
their missing rate.

(2) Take the least missing feature X as the prediction
target Y, use the sample set with observations on Y as the
training set to train the model, and then use the sample
set with missing values on Y as the test set to predict the
corresponding Y values by the model.

(3) During training and prediction, missing values of the
remaining missing features are temporarily filled by O.

(4) Update the dataset by imputing feature X with the
predicted values.

(5) Repeat steps (2) to (4) until the dataset contains no
missing values.

The optimal coefficient of determination R?> and the
optimal mean-square error percentage for filling each missing
feature is shown in Figure 3. The 30 features containing
missing values from the preprocessed dataset are filled with
missing values using the PSO-XGBoost model. As can be
seen from the figure, the R? of most of the features filled are
close to 1, and the mean square error percentages are less than
1%. With that indicated the method can fill the missing values
of the features better and can improve the prediction accuracy
of the model without affecting the overall performance of the
missing data.

In the second stage, the dataset is resampled to balance.
In the related literature, random undersampling, random
oversampling, or synthetic minority oversampling techniques
(SMOTE) [15] are often used for resampling. Considering
that the former two approaches may lead to the risk of
data loss or model overfitting, SMOTE [20] based on the
K-nearest neighbor idea is applied to balance the dataset.
Figure 4 shows the sample distribution of the dataset before
and after SMOTE processing on the two feature dimensions
with the lowest missing rate, which shows that the number
of positive samples for purchasing seat selection services
increases, and the sample distribution transforms into a
balance after resampling by SMOTE.

As a result, the cleaned dataset is changed from missing
and unbalanced to complete and balanced.
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FIGURE 3. Effect of missing data imputation with PSO-XGBoost.
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FIGURE 4. Distribution of samples before and after SMOTE resampling:
(a) Before SMOTE resampling. (b) After SMOTE resampling.

D. THE HIGH-DIMENSIONAL DATA PROCESSING LAYER
HDP-layer solves the problem of the high dimension of
air passenger travel dataset and can be approached by the
following three steps.

In the first step, the feature importance is calculated using
XGBoost and ranked. Feature importance is a product in the
XGBoost training process, which is calculated from the node
splitting gain every time. The gain is given by
1( G

gain = —
2 \Hp + X

Gk (GL+Gp)’
Hgr+A Hp+Hg+ 2

—-y. (6)

In the second step, the loss of XGBoost on the dataset
containing the number of features of all combinations
from 1 to 137 is calculated from the ordered features. Then

39600

0231 o,

S

2

N
-

S
o

Cross-entropy loss

N
o

S
D
S

Mg -..-'-‘-.'-\-'\_ -
™ e el

0 10 20 30 40 50 60 70 80 90 100 110 120 130 140
Number of features

FIGURE 5. Relationship between feature number and loss of XGBoost
model.

The importance of feature

FIGURE 6. Top 37 most important features ranking and their importance.

the number n of features with the lowest error is selected as
the optimal solution.

In the third step, the top n important features to form the
processed dataset are selected as the final input to the P-layer.

Figure 5 illustrates the relationship between the number
of features and the cross-entropy loss of XGBoost, and it
can be seen that the loss of the classifier is the lowest
when the number of features is 37 or 90. Finally, the top
37 important features are extracted considering the operation
efficiency. The top 37 most important features ranking and
their importance are shown in Figure 6.

As can be seen from Figure 6, the top 37 important features
consist of 19 passenger history airline preference features,
8 passenger history consumption information features, 7 pas-
senger history travel information features, 2 current flight
information, and 1 basic passenger information, of which
51.13% are passenger history airline preference features,
indicating that passengers’ travel habits and preferences
largely determine their willingness to purchase paid seat
selection ancillary services. The top two features are the
times to sit in the middle seat in the past three months
(seat_middle_cnt_m3) and times to select a seat in the past
year (select_seat_cnt_y1), indicating that the passenger’s seat
preference has the most significant impact on the willingness
to pay for seat selection. Therefore, airlines should focus
on tapping passengers’ airline preferences, in other words,
to focus on passengers’ seat preferences, and put targeted
marketing advertisements for passengers with different flight
preferences as well as seat preferences.

Meanwhile, statistics show that, in terms of quantity, the
characteristics related to preferred travel route (pref_line)
and preferred arrival city (pref_city) account for the largest
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TABLE 3. Optimized parameter values by PSO algorithm.

hyperparameter T n mtd 4 mw

value 50 0.39 16 0.33 1

proportion, accounting for 29.72%j; in terms of the time
dimension, most of the characteristics are passengers’ long-
term travel preferences or information, accounting for 45.9%
of data within 2 years and 21.62% within 3 years. It can
be seen that airlines should focus on studying the long-term
travel characteristics of passengers with different preferred
routes and cities to set up accurate marketing of paid seat
selection auxiliary services.

As aresult, a complete and reduced-dimensional processed
dataset with 37 input features and a binary label is formed and
set as final input into the P-layer for training and prediction.

E. PREDICTION LAYER

Based on the complete and low-dimensional processed
dataset, prediction of consumption willingness about seat
selection additional services is performed through XGBoost
in the P-layer. First, the hyperparameters of XGBoost are
specified by the PSO algorithm, and the average model
accuracy through 10-fold cross-validation is used as the
fitness function value to guide the evolutionary direction
of the particle swarm. The final optimal model obtained
is applied to predict new airline passengers’ willingness to
purchase seat selection additional services.

IV. RESULTS AND DISCUSSION

The performance measures are essential instruments to
evaluate the reliability and validity of models. Five commonly
used evaluation metrics are selected to represent the effect
of setting IDP-layer, HDP-layer, and using PSO to specify
hyperparameters in the evaluation phase. Finally, the triple-
layer PSO-XGBoost model is compared with other existing
single-layer machine learning models.

A. EVALUATION METRICS AND METHODS

Five commonly used evaluation indexes for classification
problems are selected for various evaluations, including
accuracy (Acc), precision (Pre), recall (Rec), F1 score (F1),
and area under the ROC curve (AUC).

However, Acc is impractical if the sample distribution is
unbalanced as well as Pre, Rec, and F1 lack comprehensive
reflection of model performance. Apart from them, AUC is
recognized as a reliable tool for evaluating several machine
learning models in several situations. Therefore, among all
these metrics, this study primarily focuses on AUC value.

To avoid the impact of dividing the dataset on model
performance evaluation, the training time overhead and
model performance of the model under different division
ratios were considered [21]. A 10-fold cross-validation
method was adopted to evaluate the performance of the
model, dividing the dataset into 90% training set and 10%
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verification set. The model was trained and verified 10 times,
and the average was used to represent the score of the model
on each metric, respectively.

B. EFFECT EVALUATION OF INCOMPLETE DATA
PROCESSING LAYER

To verify the validity of the IDP-layer, datasets are processed
by different methods and used to train the XGBoost model,
and the experimental results are shown in TABLE 3.
According to the results, the Rec value of XGBoost is
significantly improved on SMOTE-balanced datasets, which
indicates that balanced datasets highly enhance the model.
Meanwhile, it can be seen that the missing value imputation
method based on PSO-XGBoost is superior to the traditional
imputation method, especially with AUC score reaching
0.9587 on the balanced dataset, which shows that the quality
of the dataset has been improved after being processed by the
IDP-layer.

C. EFFECT EVALUATION OF HIGH-DIMENSIONAL DATA
PROCESSING LAYER

To evaluate the effect of dimensionality reduction on the
dataset, the XGBoost model was trained using the dataset
before and after the HDP-layer, and the model performance
is shown in TABLE 4. The dataset after dimensionality
reduction by the HDP-layer can significantly reduce the
training time overhead while keeping the model performance
stable.

D. EVALUATION OF THE EFFECT OF PSO OPTIMIZATION
To evaluate the effectiveness of the PSO algorithm in
optimizing the XGBoost model, the performance of models
using different optimization methods on the processed dataset
is shown in TABLE 5. The graph shows that the performance
of the model with default hyperparameter is poor, while
all metrics of the optimized model are improved. Among
them, the performance of the hyper-parameters obtained by
the PSO algorithm is equivalent to that of the fine traversal
search method, but the search time is greatly reduced, which
improves the efficiency of model optimization.

The optimal hyperparameter values searched by the PSO
algorithm are shown in TABLE 6.

E. EFFECT COMPARISON OF TRIPLE-LAYER PSO-XGBoost
MODEL
The triple-layer PSO-XGBoost model is compared with
other widely used machine learning models, including
Logistic Regression [22], Random Forest [23], BP Neural
Network [24], Naive Bayes [25], Decision Tree [26], Support
Vector Machine, K Nearest Neighbor, Long Short Term
Memory and single-layer XGBoost model to verify the
effectiveness of the proposed method, and the basic dataset
used is only cleaned, encoded and mean imputed. The
performance of the model is shown in TABLE 7.

As can be seen from TABLE 7, the performance of the
latter three ensemble tree-based models is excellent, with
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TABLE 4. Comparison of performance on datasets with different processing methods.

Imputation method Balance Acc F1 Pre Rec Auc
Mean value Imbalance 0.9385 0.1134 0.6293 0.0626 0.8098
Mean value Balance 0.8438 0.8485 0.8241 0.8747 0.9356
PSO-XGBoost Imbalance 0.9404 0.2641 0.7067 0.0942 0.8386
PSO-XGBoost Balance 0.8827 0.8835 0.8778 0.8895 0.9587
TABLE 5. Comparison of performance on datasets with different number of features.
Number of features Acc Fl1 Pre Rec Auc Time(s)
137 0.8827 0.8835 0.8778 0.8895 0.9587 26.7449
37 0.8881 0.8839 0.9189 0.8514 0.9636 9.8101
Note: Time(s) is the total time of 10-fold cross-validation.
TABLE 6. Performance comparison of XGBoost with different optimization method.
Optimization method Acc F1 Pre Rec Auc Time(s)
None 0.8881 0.8839 0.9189 0.8514 0.9636 0
Traversal search 0.9571 0.9569 0.9624 0.9515 0.9895 > 3,600
PSO algorithm 0.9520 0.9517 0.9584 0.9451 0.9879 388.86
Note: Time(s) is the time for searching optimal hyperparameters.
TABLE 7. Comparison of performance between triple-layer PSO-XGBoost model and other machine learning models.
Model Acc F1 Pre Rec Auc
Logistic Regressor 0.9361 0.0026 0.0583 0.0013 0.4564
BP Neutral Network 0.9369 0.0720 0.3996 0.0405 0.7561
Gaussian Naive Bayes 0.1419 0.1187 0.0634 0.9185 0.5355
Decision Tree 0.9148 0.3444 0.3343 0.3564 0.6792
Random Forest 0.9416 0.3483 0.5831 0.2489 0.8242
Support Vector Machine 0.9372 0.0067 0.4000 0.0034 0.7041
K Nearest Neighbor 0.9305 0.1094 0.2881 0.0680 0.6983
Long Short Term Memory 0.9370 0.0040 0.3000 0.0020 0.7789
Single XGBoost 0.9373 0.0517 0.5505 0.0272 0.8041
Triple layer PSO-XGBoost 0.9520 0.9517 0.9584 0.9451 0.9879

Note: Bold is the maximum value of each column.

AUCs above 0.8. The proposed triple-layer PSO-XGBoost
model shows the most outstanding performance with a better
metric of 0.9879 in terms of AUC, which fully proves that
the proposed method can accomplish the prediction task well
on a high-dimensional and incomplete dataset. The AUCs
of both the linear model-based Logistic Regression and the
Naive Bayesian-based on the assumption of inter-feature
independence are lower, indicating that there is an obvious
non-linear relationship between passengers’ consumption
willingness towards seat selection additional services, the
37 features mentioned, and the correlation between the
features. In the comparison models, there are better Acc
and worse Rec for all models except the Naive Bayesian
model, indicating that the model classifies the vast majority
of samples as negative for not purchasing additional services,
while the Naive Bayesian classifies the majority of samples
as positive. The comparison of the models illustrates that
the untargeted dataset causes great fluctuations in model
performance, which further confirms the stability of the
proposed triple-layer model.
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V. CONCLUSION

In this paper, a prediction method of airline additional
services consumption willingness based on a triple-layer
XGBoost model optimized by PSO is proposed, and the
following conclusions are drawn.

(1) In the IDP-layer, compared with the unbalanced
dataset imputed by traditional methods, the dataset
imputed by the PSO-XGBoost model and SMOTE
balanced has significantly improved prediction perfor-
mance.

(2) In the HDP-layer, the XGBoost model is used for fea-
ture extraction and dimension reduction, which greatly
reduces the running time and improves efficiency
while ensuring the stability of the model.

(3) The modern heuristic PSO algorithm is used to
optimize the XGBoost model. Compared with the
traditional traversal search method, the time cost is
greatly reduced, and the performance is significantly
optimized based on the XGBoost model.
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(4) Comparative experimental results show that the pro-
posed triple-layer PSO-XGBoost model is better
than single-layer XGBoost and other widely used
machine learning models such as BP neural network.
The proposed model not only greatly improves the
prediction accuracy, but also reduces the training
time expenditure, which can meet the demand of
passenger additional service willingness prediction
based on civil aviation passenger information big data
system.
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