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ABSTRACT Thanks to its ability to provide immersive experience to users, 360-degree video has become
one of the key enablers of Virtual Reality. However, the huge data size of 360-degree video poses a
challenging problem for live streaming of this special type of video over resource-constrained networks.
In this paper, we propose a novel framework for live 360-degree video streaming to multiple users over
mobile networks. Our proposed framework jointly utilizes Scalable Video Coding and multicast to deliver
360 video to users in a bandwidth-efficient manner. In particular, 360-degree video is split into small parts
called tiles, each is encoded into multiple layers using Scalable Video Encoding. The proposed framework
then selects suitable tile layers to maximize the overall Quality of Experience of all users. To support real-
time adaptation, we design a Linear Regression-based algorithm to estimate the weights of tiles of individual
users. In addition, an efficient algorithm for deciding the suitable tile layers and their transmission modes
is proposed. Experimental results show that the proposed method can significantly improve the average
viewport quality compared to state-of-the-art methods.

INDEX TERMS Virtual reality, 360-degree video, scalable video coding, quality of experience.

I. INTRODUCTION
Virtual Reality technologies are changing the way people
communicate and interact with the digital worlds, bring-
ing transformations to industries such as gaming, entertain-
ments. The global Virtual Reality market is expected to
growth by 18% annually over the next seven years [1].
360-degree video (360 video for short) is one of the main
content type in Virtual Reality [2]. By capturing a 360-
degree view of a scene, 360 videos allow users to freely
change their viewing direction and watch the video from
different perspectives.Watching 360 video onHead-Mounted
Displays (HMD) offers the so-called immersive experience
where users can feel like they are in a different place rather
than their true locations [3]. 360 video-based applications are
being applied in many fields from educations, manufacturing,
to entertainment, thanks to the popularity of affordable Vir-
tual Reality headsets and high-speed Internet connections.
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Different from conventional videos, 360-degree videos are
normally consumed on Virtual Reality’s Head-Mounted Dis-
plays (HMDs) with the displays are very close to viewer’s
eyes. Combining with the fact that a 360-degree video cap-
tures a scene in every direction, 360-degree videos should
have a very high resolution (e.g., ≥ 4K) in order to provide
satisfactory viewing experience to users [4]. This results
in high video data rates, and thus streaming 360-degree
videos over networks requires a large amount of network
bandwidth [5]. Live 360-degree video is one of the most pop-
ular type of 360-degree videos. Live streaming of sport/music
events usually attracts a large number of audience watch-
ing an event at a same time. Moreover, unlike conven-
tional videos where multiple users can share a screen
(e.g., a TV screen), users watch a 360-degree video on
their own devices (i.e., Head-Mounted Display). Thus, apply-
ing the conventional unicast streaming method for the live
streaming scenario would consume a huge mount of network
resources, which is not desirable in resource-constrained
mobile networks.
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FIGURE 1. (a) Conventional method: Tiles are encoded into separate
versions. Different versions of a tile are delivered separately to users.
(b) Proposed method: Tiles are encoded into multiple layers. The base
layer is multicasted to both users, and the enhancement layer is streamed
in unicast to User #1.

To address the above challenge, existing solutions rely
on tile-based viewport adaptive streaming and multicast to
reduce network bandwidth consumption [6]–[9]. In particu-
lar, a full 360-degree video is divided into non-overlapping
parts called tiles, each of which is encoded into multiple
versions with different quality levels. Given users’ viewing
directions, tiles inside the viewport are delivered at a high
quality version while those outside the viewport are delivered
at a lower quality version. In addition, if a tile version is
requested by multiple users, the tile version will be delivered
using multicast to further reduce network resource require-
ment. In [6], [7], a tile version can be delivered to a user
through both unicast and multicast. As a result, if a user
receives multiple versions of a tile, only the version with the
highest quality is used while the others are discarded, causing
waste of available network resources. The methods proposed
in [8], [9] deliver a tile version to a user in either the unicast
or multicast mode. This way, sending multiple versions of a
tile to a same user can be avoided. This method, however, still
requires different versions of a same tile to be streamed over
the network separately. An example is shown in Fig. 1a.When
two users need different versions of a tiles, both versions
must be delivered in the unicast mode to individual users. The
primary problem with this scheme is that it does not consider
the fact that the two versions of a tile share a lot of similarities.

In this paper, we propose a new framework for live stream-
ing of 360-degree videos to multiple users over mobile
networks. The proposed framework can improve network
resource utilization by jointly optimizing the content prepa-
ration and transmission of tiles. Specifically, we propose
to encode tiles into multiple layers using Scalable Video
Encoding. The layers consist of a base layer and multiple
enhancement layers in which the base layer provides the
basic quality. Combining the base layer with the enhance-
ment layers provides better quality. By sending the enhance-
ment layers for tiles inside the user viewport, significant
amount of the network resource can be saved. In addition, the
proposed method exploits cross-user similarity and applies
multicast to optimize the transmission of tiles. In particular,
the layers requested by multiple users are delivered in the
multicast mode to further reduce network bandwidth con-
sumption. Since only the differences between quality versions

(i.e., enhancement layers) are needed to be transmitted, the
proposed method can better utilize the available network
resource than the conventional methods, as can be shown in
Fig. 1b. To the best of our knowledge, this is the first work
that jointly combines Scalable Video Coding and multicast
for live streaming of 360-degree video over mobile networks.

The remaining of the paper is as follows. Section II gives
an overview of the related work. The proposed method is
described in Section III, followed by an evaluation in IV.
Finally, the paper is concluded in Section V.

II. RELATED WORK
A. VIEWPORT ADAPTIVE STREAMING
Due to the limited Field of View of both the Virtual Real-
ity headsets and human eyes, the video part that users can
see (i.e., viewport) is approximately 15-20% of the full
360-degree video. Thus, it is possible to reduce the transmis-
sion data by streaming the viewport at a high quality and the
remaining video part at a lower quality. This idea is referred
to as Viewport Adaptive Streaming [5].

There are two popular Viewport Adaptive Streaming
approaches, namely Tile-based Approach and Viewport-
Dependent Approach. In the Tile-based Approach, the origi-
nal 360-degree video is spatially divided into non-overlapping
parts called tiles. Individual tiles are encoded into multiple
versions of different quality levels. Given the user’s view-
port position and available network bandwidth, the system
selects the highest possible quality level for the tiles that are
inside the viewport, and a lower quality level for the other
tiles [10]–[13]. In the Viewport-dependent Approach, the
original 360-degree video is not split into tiles. Instead,
multiple targeted viewport positions are first selected. After
that, for each of the selected viewport positions, the original
360-degree video is encoded so that the quality of the view-
port area is higher than the non-viewport ones. For viewport
adaptation, the version with the targeted viewport closest to
the user’s viewport position is selected and delivered [14].

Viewport Adaptive Streaming (VAS) has been reported to
be able to reduce the bandwidth requirement by up to 80%
compared to conventional streaming approach [15], [16].
To achieve high performance, VAS methods require not only
accurate network bandwidth prediction but also accurate
viewport prediction [17]. A user’s future viewport positions
can be predicted from the user’s past viewport informa-
tion [5], cross-user behaviors [18], and video characteris-
tics [19]. Since existing viewport prediction methods are less
effective for long prediction windows [16], tiles adjacent to
the viewport are also delivered at a high quality [5]. A com-
parison of tile version selection methods can be found in [17].

Another key issue in designing Viewport Adaptive Stream-
ing solutions is the trade-off between network adaptivity and
user adaptivity [20], [21]. In particular, to ensure smooth
video playback under network variations, the streaming client
needs to buffer some amount of video data prior to play-
back [22]. A larger buffer size could better cope with net-
work fluctuations. Yet, it could negatively affect the viewport
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FIGURE 2. General architecture of proposed system.

prediction accuracy, and so reducing the effectiveness
of VAS. To solve this problem, some previous meth-
ods applied Scalable Video Encoding to encode indi-
vidual tiles into a base layer and multiple enhancement
layers [20], [21]. By buffering only the base layer and
downloading the enhancement layers ahead of their playback
times, smooth video playback and viewport adaptivity could
be achieved at the same time [20].

B. MULTI-USER 360 VIDEO STREAMING
Some previous works have proposed solution for streaming
of 360-degree video to multiple users [6]–[9], [23]–[25].
In the early work [23], the authors proposed to transmit
partial frames to users based on the user’s viewing direction.
The partial frames consists of multiple macroblocks. The
macroblocks required by a single viewer are unicasted to
the viewer. For a mackroblock required by multiple viewers,
it will be transmitted to the viewers using multicast to reduce
bandwidth consumption. The key problem with this solution
is that adaptation at the macroblock level requires modifica-
tions of the encoders, and thus increasing system complexity.

Recent works have proposed to combine tile-based view-
port adaptive streaming and multicast for streaming 360-
degree videos to multiple users [6]–[9], [25], [26]. In [25],
users are first grouped into multiple multicast groups based
on their network conditions. Users in a same multicast group
then receive a same set of tiles’ representations (quality).
The drawback of this solution is that it does not consider
the fact that different users tend to watch different parts of
a 360-degree video. In [9], the authors proposed to allow a
tile in a group to be delivered in either the unicast or multicast
mode to account for the diversity in user viewing behaviors.

In [24], a Multi-Session Multicasting system is lever-
aged to optimize 360-degree video delivery to multiple users
under limited network resources. First, users are grouped
into multicast groups based on their channel quality. Then,
an optimization framework is proposed to 1) allocate the

network resource and 2) determine the tile quality for ach
individual group to maximize the overall utility. This method,
however, neither considers the difference in viewing interests
of individual users. In [6], a framework for live 360-degree
video streaming is proposed. Users are classified based on
network bandwidths into multiple classes. Each class cor-
responds to a multicast group and receives the same set of
tiles. The tile quality of a class is determined to minimize
the total distortion of all users in the class. [26] exploited
the multicast opportunities to improve utility for delivering
360-degree videos to multiple users in FDMA networks.
Those tiles requested bymultiple users aremulticasted. In [8],
users watching the same 360-degree video are clustered based
on the network condition (e.g., throughput), and the view-
ing pattern (e.g., FoV). Then, the delivery mode (unicast or
multicast) and bitrates of tiles in each cluster is determined
to maximize the overall QoE of all users. In [7], a coopera-
tive multicast and unicast transmission scheme is proposed,
in which a basic version of the video is transmitted to all
users in a multicast session, and tiles of enhanced-versions
are transmitted to each viewer in a unicast session. The
main problem with the existing methods is that because the
tiles are encoded into separated versions, similarities across
versions can not be exploited, causing sub-optimal resource
utilization.

III. PROPOSED METHOD
A. SYSTEM MODEL
The general architecture of the proposed system is shown in
Fig. 2. A group ofM users watching a live 360-degree video
over a mobile network using Head-Mounted Displays. The
live 360-degree video is captured from a live event such as
a sport match or a music concert. Both the mobile network
and the user equipment are assumed to support multicast
transmission. In practice, 4G-LTE mobile networks support
multicast transmission to multiple users via the Evolved
Multimedia Broadcast Multicast Services (eMBMS) [27].

38804 VOLUME 10, 2022



D. Nguyen et al.: Scalable Multicast for Live 360-Degree Video Streaming Over Mobile Networks

FIGURE 3. Content preparation process at the streaming server.

In addition, multicast services for 5G networks are also being
developed [28].

The processing of the live 360-degree video at the stream-
ing server is illustrated in Fig. 3. First, 360-degree video
are captured in real-time using a 360 camera. In this paper,
we focus on the transmission aspect of 360-degree video.
Study on the capturing of 360-degree video is reserved for our
future work.The live 360-degree video is then converted into
a flat video using CubeMap projection [29]. The CubeMap
projection projects a 360-degree video on to a cube consist-
ing of six faces. The faces are then arranged to produce a
rectangular video. Compared to the popular Equirectangular
projection (ERP), the CubeMap projection can reduce the
distortion in the video. Thus, it is considered as one of the best
projection for 360-degree videos [14]. The converted video is
spatially partitioned into N equal-sized and non-overlapping
parts, called tiles. Here, the tiles are generated by partitioning
six faces of the CubeMap projection into the same number of
tiles. Each tile is encoded into multiple layers using Scalable
Video Encoding [30]. Each layer represents a different quality
representation of the tile. The base layer (BL) provides the
lowest quality. The enhancement layers, when combining
with the base layer and lower enhancement layers, can pro-
vide improved tile quality. It is important to note that, the
base layer and all lower enhancement layers are needed to
decode an enhancement layer. There are three main types
of scalability, namely temporal, spatial, and quality. In our
system,we employ the quality scalability where enhancement
layers provide improved details or fidelity of the tile.

Our proposed system is mainly deployed at the Gateway,
which connects to the Streaming Server via the core net-
work and has two main tasks. The first task is to decide
which tile layers to be delivered to individual users and their
transmission modes so as to maximize all user’s Quality
of Experience at a given available network resource. For
that purpose, the Gateway receives users’ viewing direction
information from the user equipment via a feedback channel.
It also receives bitrate and quality information of the tile
layers from the Streaming Server, as well as the spectral
efficiency information of the users from the Base Station.
The Gateway’s second task is to perform the transmission
of the required tile layers to users. Given the decisions on
tile layers, the Gateway will first fetch the tile layers from
the Streaming Server, then coordinates with the Base Station

to perform tile delivery to the user equipment. Each user
equipment’s main task is to receive and decode the tile layers,
then extracts and renders the viewport corresponding to the
user’s current viewing direction. In addition, it also monitors
and transmits the user’s viewing direction to the Gateway
through the feedback channel.

B. RESOURCE ALLOCATION PROBLEM
In this part, we formulate the resource allocation problem in
the live 360-degree video streaming over mobile networks.
Assume that a group of users is allocated R network resource
blocks. User m (1 ≤ m ≤ M ) is characterized by the spectral
efficiency of the wireless link between the user equipment
and the base station. The live 360-degree video consists of
N tiles, each of which is encoded into (K + 1) layers. Layer
k (0 ≤ k ≤ K ) of tile n (1 ≤ n ≤ N ) has a bitrate of Bnk and
quality of Qnk . Each layer is further divided into chunks with
a playback duration of τ seconds. The number of network
resource blocks required to send layer k of tile n to user m,
denoted Rmnk , is given by,

Rmnk =
Bnk × τ
σm

(1)

where σm denotes the spectral efficiency of the network con-
nection between user m and the base station. A tile layer can
be sent in two transmission modes: unicast and multicast.
In the unicast mode, the tile layer is sent to a specific user.
On the other hand, the tile layer is delivered to a set of users
in the multicast mode. Besides, the capacity of multicast
is limited by the user with the smallest spectral efficiency
among those receiving multicast transmission. The cost to
multicast layer k of tile n to a group of users G is calculated
as follows.

RGnk =
Bnk × τ

minm∈G σm
(2)

We use a set of binary variables {ymnk} to represent the
selection of tile layers as follows.

ymnk =

{
1 layer k of tile n is transmitted to user m
0 otherwise

If a tile layer is requested by more than one user, it will
be transmitted in the multicast mode to all requested users.
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Otherwise, the tile layer is unicasted to the specific user.

M∑
m=1

ymnk=


1 layer k of tile n is unicasted to user m
otherwise layer k of tile nis multicasted to

user m

The resource allocation problem for multi-user 360-degree
video streaming can be formulated as an optimization prob-
lem as follows.
Find the optimal values of {ymnk} to maximize the overall

Quality of Experience of all users.

max
M∑
m=1

N∑
n=1

K∑
k=0

wmnQnkymnk (3)

and to satisfy the following constraints:

N∑
n=1

K∑
k=0

Bnk × τ
min1≤m≤M&ymnk=1 σm

≤ R (4)

ymn0 = 1, ∀m, ∀n (5)

ymnk ≥ ymn(k+1), ∀k<K , ∀m, ∀n

(6)

The objective function in Eq. (3) measures the overall
Quality of Experience (QoE) of all users in the group where
wmn is the weight of tile n for user m. Quality of Expe-
rience (QoE) measures the level of user satisfaction when
watching 360-degree videos, and mainly depends on the
image quality of the viewport area [4]. In our formulation,
the QoE of a user is measured as the weighted sum of tiles
overlapping the viewport. The first constraint of the problem
is that the total resources blocks allocated to all tile layers
(both multicast and unicast) must be less than or equal to the
available resource blocks R. This constraint is expressed in
Eq. (4) where τ is the playback duration of a video segment.
We assume that each tile can be delivered only once over
either the multicast or unicast mode, and each user always
receives the base layer for every tile (i.e., Eq. (5)). The con-
straint expressed in Eq. (6) guarantees that if a user receives
an enhancement layer k , it must also receive the base layer
and all enhancement layers with lower quality. This is to
ensure that the tile corresponding to layer k can be correctly
decoded by the user equipment.

To solve the above resource allocation problem, one first
needs to estimate individual users’ future viewing direction
(i.e., viewport) in order to obtain theweight valueswmn. Then,
an algorithm for deciding the values of ymnk must be devised.
Since users usually change their viewing directions while
watching a 360-degree video and the time-varying nature of
mobile network condition, the algorithm must be quick to
support real-time adaptation.

C. TILE WEIGHT ESTIMATION
The weight of a tile should reflect the importance of the tile
for a given user. Due to the limited Field of View (FoV)
of the VR headset, users can only see a portion of the full
360-degree video, called viewport [20]. Thus, we propose to

FIGURE 4. User viewport position.

calculate the weight of a tile based on how that tile overlaps
the user viewport. In addition, since there exists a delay from
when the decision is made to when the tile is displayed [5],
the user viewport position needs to be estimated. Here, the
position of a viewport refers to the position of the center
point of the viewport, which is defined by two values: longi-
tude (degrees) and latitude (degree) as shown in Fig. 4a. The
longitude, denoted φ, is in [−180, 180] range. The latitude,
denoted θ , is in [−90, 90] range. Viewport positions of a user
watching a 360-degree video over time are shown in Fig. 4b.
Our proposed method for calculating the weights of tiles

is described in Algorithm 1. In our method, the longitude and
latitude are predicted separately, then combine to produce the
estimated viewport position. For each user, the proposed algo-
rithm first trains two predictors using past viewport informa-
tion. The viewport information is sent from user equipment to
the gateway via feedback channels. The viewport predictors
are based on linear regression. Let tnow be the current time
andW be the window size in seconds. The predictors hmφ and
hmθ respectively predict the longitude and latitude of userm at
time t as follows

hmφ (t) = αφ × t + βφ (7)

hmθ (t) = αθ × t + βθ (8)
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Algorithm 1: Tile Weight Estimation

1 for m = 1 to M do
2 Train the predictors hmφ and hmθ ;
3 Calculate the estimated viewport:

(φem, θ
e
m) = (hmφ (tnow + D), h

m
θ (tnow + D));

4 for n = 1 to N do
5 Calculate pmn, the number of pixels of tile n

which are inside the estimated viewport;
6 wmn = 0;
7 if pmn > 0 then
8 wmn =

pmn
S ;

9 end
10 end
11 end
12 return {wmn, 1 ≤ m ≤ M , 1 ≤ n ≤ N };

Here, αφ, βφ, αθ , and βθ are trainable model parameters.
The predictors are trained using the Ordinary Least Squares
method with the training data φm(t) and θm(t) (tnow−W ≤
t ≤ tnow). Then, the estimated viewport position is calculated
using the trained predictors (i.e., Line 3). Here, D denotes
the delay from when the decision is made to when the play-
back of the tile starts. Next, the number of visible pixels of
individual tiles given the predicted viewport is calculated.
Finally, the weight of a tile is computed as the ratio of the
visible pixels pmn to the viewport size S (Lines 4-10). Since
Linear Regression-based models can be trained quickly, the
proposed algorithm can estimate the tiles’ weights in real-
time. It should be noted that our proposed method is general
and can work with other viewport estimation methods.

D. RESOURCE ALLOCATION ALGORITHM
To solve the above resource allocation problem, we first
re-formulate the problem into a Linear Programming prob-
lem, then present a efficient algorithm to find the optimal
solution.Without loss of generality, we assume that the values
of the spectral efficiency σm are sorted in ascending orders.

σ1 ≤ σ2 ≤ · · · ≤ σM (9)

Due to the property of multicast transmission, sending layer
k of tile n to user m in the unicast mode consumes the same
amount of resources as sending it to users {m,m+1, . . . ,M}
by the multicast mode. Therefore, if user m receives layer k
of tile n, all users from user (m+1) to userM will also receive
the tile layer by the multicast mode, i.e.,

ymnk ≤ y(m+1)nk , ∀n, ∀k, m < M (10)

With the new constraint of Eq. (10), the constraint of Eq. (4)
can be re-written in linear form as follows.

N∑
n=1

K∑
k=0

(y1nk
Bnk
σ1
+

M∑
m=2

((ymnk − y(m−1)nk )
Bnk
σm

)) ≤ R

(11)

Algorithm 2: Tile Layer Allocation

1 Assign the base layers of all tiles to all users ymn0 = 0
∀m,∀n;

2 Calculate total number of allocated resource blocks Rc;
3 Calculate UoC(m, n, k) using Eq. (12);
4 Sort UoC(m, n, k) in descending order;
5 for (m, n, k) in UoC do
6 Assign layer 1 to layer k of tile n for user m:

ymnj = 1, 1 ≤ j ≤ k;
7 Update value of Rc;
8 if Rc > R then
9 Reverse the decision at line 6;
10 break;
11 end
12 end
13 return {ymnk , 1 ≤ m ≤ M , 1 ≤ n ≤ N , 0 ≤ k ≤ K };

With Eq. (4) being replaced by Eq. (11), the resource
allocation problem becomes a Binary Integer Program-
ming (BIP) problem. We design an efficient algorithm to
find a near-optimal solution for the problem, as shown in
Algorithm 2. The basic idea is to assign more layers for a tile
with higher utility over the cost ratio. The utility over the cost
of layer k (k ≥ 1) of tile n of user m, denoted UoC(m, n, k),
is calculated as follows.

UoC(m, n, k) =
(Qnk − Qn(k−1))× wmn

Bnk/σm
(12)

The algorithm first assigns the base layer of all tiles to all
users and calculates the number of allocated resource blocks
Rc (i.e., Lines 1-2). Then, the utility over cost values of tile
layers are calculated and sorted in descending order (Lines 3-
4). The algorithm next assigns the tile layers to users, starting
from the one with the highest UoC value. At each step, all
layers lower than the considered layer k are also assigned to
the user to ensure that the layer can be correctly decoded at
the user device (Line 6). If the number of allocated resource
blocks exceeds the value of R, then the considered layer
will not be assigned to the user (i.e., Lines 7-11). The time
complexity of the proposed Tile Layer Allocation algorithm
is O(M × N × K ). In practice, the number of tiles N is
typically less than 100 [13]. The number of layers (or quality
versions) is less than 10 [22]. Also, the proposed algorithm
does not require complex computation. Thus, it can be easily
implemented and deployed in real-world systems. In our
proposed system, Algorithm 1 and Algorithm 2 are both run
on the Gateway.

IV. EVALUATION
A. EXPERIMENTAL SETTINGS
In the experiment, we use three 360-degree videos of Roller-
coaster, Diving, and Venice taken from the dataset of [31].
Each video is 60-second long, and has a resolution of 3840×
2048 in the Equirectangular (ERP) format. The videos are
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TABLE 1. Quantization Parameters of scalable layers.

TABLE 2. Average bitrate (kbps) and quality (dB) of the base layer the
enhancement layers of three 360-degree videos used in the experiment.
(For the proposed and Multicast-all methods).

then converted into the CubeMap format using 360Lib soft-
ware [32]. The converted videos have a resolution of 2890×
1920, and are divided into 24 tiles, each has a resolution of
480 × 480. Individual tiles are encoded into a base layer
and 4 enhancement layers (K = 4) using Scalable Video
Encoding Extension of HEVC standard [30]. We employ
the SNR-scalability mode where the Quantization Parame-
ters (QP) of individual layers are fixed as in Table 1. Table 2
shows the average tile bitrate in kbit/s and tile quality in
Peak Signal to Noise Ration (PSNR) of three videos used in
the experiment. The number of users M is set to 15. As for
the spectral efficiency of users, we use the setting values as
in [9]. In particular, the σm values of the users are [0.02,
0.031, 0.05, 0.079, 0.116, 0.155, 0.195, 0.253, 0.318, 0.36,
0.439, 0.515, 0.597, 0.675, 0.733] with the minimum spectral
efficiency σ of 0.02 (kbits/RB). The viewing direction over
time of the users are also taken from the dataset of [31].
The segment duration τ and the prediction delay D are both
set to 0.13 seconds. Our proposed method is implemented
in Python and tested on a 64-bit Windows 10 PC with 8GB
Memory and 3.8Ghz Intel core i7 CPU.

The proposed method is compared to three reference meth-
ods as follows.

• VRCast [25]: In this method, tiles are encoded into sep-
arate versions. Users in a same group receive a same set
of tile versions viamulticast. The tile versions are chosen
to maximize the weighted product of tiles bitrates.

• JUMPS [9]: Similar to theVRCastmethod, a tile is also
encoded into separate versions in this method. However,
unlike the VRCast method, the JUMP method allows
a tile to be delivered in either unicast or multicast.

TABLE 3. Average bitrate (kbps) and quality (dB) of tile versions of three
360-degree videos used in the experiments (for the VRCast and JUMPS
methods).

The versions and delivery modes of tiles are decided to
maximize the weighted sum of FoV bitrates of all users.

• Multicast-all [33]: This is a simpler version of our pro-
posed method where all users are constrained to receive
a same set of tile layers.

Unlike our proposed method, both the VRCast and JUMPS
methods employ a different content preparation scheme
where a tile is encoded into separated versions. To evaluate
these methods, we encode tiles into 5 separate versions using
HEVC encoder with the same Quantization Parameters (QP)
values used to encode the layers in our method (i.e., Table 1).
The bitrates and quality values of tile versions are shown
in Table 3. We implement the reference methods based on
the descriptions in the original papers. The performance of
the proposed method is evaluated using two metrics: average
viewport PSNR and processing time.
• Average Viewport PSNR: The average viewport PSNR
is given by,

VPSNR =
1
M

M∑
m=1

VPSNRm. (13)

where VPSNRm is the viewport PSNR of user m, and
is calculated as a weighted sum of visible tiles’ quality
values as follows.

VPSNRm =
N∑
n=1

w∗mn × Qnk∗m (14)

with k∗m is the highest layer tile n streamed to user m.
• Processing time: The time taken to decide the tile lay-
ers for users and their transmission modes. Essentially,
this is the total processing time of Algorithm 1 and
Algorithm 2.

B. EXPERIMENTAL RESULTS
In this section, we investigate the performance of our pro-
posed framework when compared to the reference method.
Figure 5 shows the average viewport PSNR over time of the
proposed and reference methods for three considered videos
when R = 250000 (RBs). It can be seen that the proposed
method always achieves the highest viewport PSNR for all
three videos. In case of the RollerCoaster video, the proposed
method achieves an viewport PSNR of 47.1 dB ∼ 48.3 dB.
Compared to the reference methods, our method can increase
the viewport PSNR by 0.2 dB ∼ 2.6 dB with the largest
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FIGURE 5. Average viewport PSNR over time of the proposed and
reference methods when R=250000 (RBs).

improvement achieved during the first 20 seconds of the video
playback. In case of the Diving video, the viewport PSNR
provided by the proposed method is 35.7 dB∼ 39.3 dB. It can
be noted that the viewport PSNR in this case is lower than
that of the RollerCoaster video. This is due to the fact that the
bitrate of the Diving video is much higher than the bitrate of
the RollerCoaster video, as can be seen in Table 2. Compared
to the three reference methods, our method attains an increase
of 0.8 dB∼ 2.3 dB. Also, the performance of theVRcast and
JUMPS methods are very similar in this case.
For the Venice video, the performance of all methods

are quite stable over time, with the proposed method yields

FIGURE 6. Cumulative distribution function (CDFs) of the processing time
of the proposed method when R=250000 (RBs).

the best viewport PSNR. In addition, our method can sig-
nificantly improve the viewport quality in comparison with
the reference method. Especially, compared to the VRCast
method, our method can increase the viewport PSNR by up
to 5.1 dB. The cumulative distribution function (CDF) of the
processing time of the proposed method is shown in Fig. 6.
It can be seen that the proposed method takes less than 35 ms
to decide the layers of the tiles for all users. This result
indicates that our method is effective for real-time adaptation.
It can also be noted that, the lower the video bitrate is, the
higher the processing time would become. This is because
that lower bitrate allows for more tile layers to be sent over
the network, so that more feasible solutions are needed to be
checked in our proposed Algorithm 2.

Next, we compare the performance of the proposed and
the reference methods at different values of R up to 500000
(RBs). The results are shown in Fig. 7. Here, the minimum
values of R of different videos are not the same because a
video with higher bitrate (e.g., the Diving video) requires
more resource for the lowest quality. It can be seen that the
higher the value of R is, the better the performance of the
proposed method becomes. For the RollerCoaster video, our
method consistently outperforms theVRCast andMulticast-
all methods at all considered values of R. In particular,
our method can improve the viewport PSNR by 0.9 dB ∼
2.9 dB compared to the VRCast method, and by 0.4 dB ∼
1.8 dB compared to the Multicast-all method. The JUMPS
method is slightly better than the Multicast-all method.
For R ≥ 400000 (RBs), the JUMPS method has a similar
performance to that of the proposed method.

In case of the Diving and Venice videos (i.e., Fig. 7b
and Fig. 7c), the proposed method always achieve higher
viewport PSNR than that of three reference methods. For
the Diving video, the improvement gain provided by our
method is 1.3 dB∼ 4.9 dB compared to theVRCastmethod,
1.3 dB ∼ 2.8 dB compared to the JUMPS method, and
0.4 dB ∼ 1.9 dB compared to theMulticast-all method. The
improvement gain in case of the Venice video are highest
among three considered videos. In particular, the proposed
method improves the viewport PSNR by 2.6 dB ∼ 5.0 dB
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FIGURE 7. Average viewport PSNR over time of the proposed and
reference methods across different values of the number of resource
blocks R.

compared to VRCast, by 2.6 dB ∼ 3.7 dB compared to
JUMPS, and by 0.7 dB ∼ 1.7 dB compared toMulticast-all
method.

C. IMPACT OF NUMBER OF SCALABLE LAYERS
In this part, we evaluate the impact of number of scalable
layers on the performance of the proposed method. For that
purpose, we carried out experiments with four values of
K , namely 2, 3, 4, 5. With VRcast and JUMPS methods,
the number of versions for each tile is correspondingly set

FIGURE 8. Performance of the proposed and reference methods across
different number of scalable layers.

to 2, 3, 4, 5. The experiments have the same settings as
that used in Section IV-B. For the RollerCoaster video, the
highest number of resource blocks R is changed to 200000
(RBs). After obtaining the result at each value of R, the
average performance across different R values are computed.
The comparison results are shown in Fig. 8. For the Roller-
Coaster video (i.e., Fig. 8a), it can be seen that the proposed
method offers better viewport PSNR than that of the reference
methods across different values of the number of scalable
layers. The improvement gain provided by our method is
0.3 dB ∼ 1.8 dB. It can be noted that the proposed method
achieve better viewport quality as more scalable layers are
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FIGURE 9. Performance of the proposed and reference methods across
different number of users (R=300000 RBs).

available. The comparison result for the Diving and Venice
videos are shown in Fig. 8b and Fig. 8c, respectively. These
results indicate that the proposed method is effective in
improving the viewport quality at different number of scal-
able layers.

D. IMPACT OF NUMBER OF USERS
In this part, we investigate the impact of the number of users
M on the performance of the proposed methods. In particular,
three values of M of 15, 30, and 45 are considered in our
experiments. The viewport PSNR of the proposed and refer-
encemethods atR = 300000 RBs are shown in Fig. 9.We can

see that our method consistently outperforms the reference
methods across different values of M . As the number of the
users increases, the viewport PSNR of the proposed method
does decrease, but with a small margin. Compared to the
performance at M = 15, the viewport PSNR decreases by
less than 2 dB atM = 45. This can be explained that increase
in the number of users would increase the chance that more
users watching similar tiles. In such a case, multicast can
deliver the tile to new users with a same amount of network
resource.

V. CONCLUSION
In this paper, we propose a novel framework for multi-user
VR video streaming over mobile networks by combining
Scalable Video Coding and multicast to deliver popular tiles
to users in a bandwidth-efficient manner. In the proposed
framework, tiles are encoded into multiple layers using Scal-
able Video Coding, which are then delivered to users using
multicast. Two online algorithms are proposed to decide the
appropriate tile layers for individual users and their trans-
mission modes for real-time adaptation. Experimental results
show that the proposed method can significantly improve
the average viewport quality compared to state-of-the-art
methods. In future work, we plan to extend the proposed
method to support the scenario where a massive number of
users are watching a live 360-degree video at the same time.
In addition, the impact of viewport prediction accuracy on the
overall performance will be investigated.
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