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ABSTRACT This paper employs the Rung-Kutta optimizer (RKO) to investigate and analyze the dynamic
performance of PV units represented using three-diode model (TDM). The paper can be categorized into
three phases; In phase one, efforts are exerted to adapt the proposed optimizer RKO for extracting the
optimal unknown parameters of the TDM for twowidely used PV units namely PWP201/36 and STM6-40/36
modules. In the second phase, comprehensive comparisons between different recent well-known and
challenging optimizers such as interior search algorithm, heap-based optimizer, artificial ecosystem-based
optimizer, particle swarm optimizer andmanymore versus the RKO to indicate its effectiveness and viability.
It can be confirmed after fair investigations that the RKO generates the lowest value of the root mean
square errors (i.e. 2.050683 mA and 1.712171 mA for TDM PWP201/36 and TDM STM6-40/36 modules,
respectively) In addition to that, other comparisons between one-, two- and three-diode models (i.e. SDM,
DDM and TDM) using the RKO and other optimizers are made. Lastly, the optimal cropped parameters of
the PWP201/36 module are used to create a full Simulink model when it is loaded by switched reluctance
motor to analyze and study the dynamic performance of this PV module as a representative case under
varied loading scenarios. Many parameters in regards to the SRM and behavior of the PV unit are traced and
expansively discussed. It can be stated that the investigated results and comparisons indicate apparently the
viability of the RKO improving the PV performance and suggests it to tackle other engineering optimization
problems.

INDEX TERMS Models of solar generating units, parameters’ extraction, optimization methods, dynamic
performance assessments, switched reluctance motor.

I. INTRODUCTION
Renewable energy resources (RES) became a vital replace-
ment to the conventional ones which have high side effects
to the environment plus high cost and began to shrink. RESs
are infinite and inexhaustible. Most of RES investments are
spent on materials and workmanship to build and maintain
the facilities, rather than on costly energy imports. The pho-
tovoltaic (PV) generation systems (PVGS) are considered
one of the better RESs with low environmental footprint,
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return on investment, lower maintenance, secured long-term
cost of the energy, sustainable, and viable source [1]–[5].
PVGSs face many challenges as its generation changeability
due to environmental conditions, nonlinear behavior, devices
depreciation, required wide areas for large plants, and expen-
sive storage arrangements [6], [7]. A lot of research papers
have been introduced to overcome these problems and obtain
the best PV performance. To achieve this goal, a reliable
modelling and simulation of PV units in addition to pre-
cise estimation of its unknown parameters became manda-
tory [5], [6]. The values of PV parameters substantially
affect the efficacy of the system. The PV estimation faces
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many challenges as large computations operations, having
local goals, and difficulties with defining the fine settings
of the algorithms and its limitations [5], [8]. The best PV
operation mainly depends on its parameters determination
precision which may change because of varied weather status
and cells aging. PV should be represented and simulated as
nonlinear problem with numerous variables to achieve these
optimal parameters. PV has been modelled as current source
with single-, double-, or three-diode model (SDM), (DDM),
and (TDM), respectively which require identifying five,
seven, and nine unknown parameters in sequence [5]–[10].
Although SDM and DDM have quick response, both neglect
leakage, diffusion, and recombination losses which have been
considered by TDM [10]. Many efforts have been done to
get the best PV performance using analytical, determinis-
tic, and metaheuristic approaches [11]–[17]. Although ana-
lytical methods are simple and fast to obtain the results,
they have large calculation steps and lack of accurate-
ness [13]–[17]. Deterministic tactics have more accuracy
but faces problems with identifying the preliminary starting
points that may cause divergence leading to go to topical
goals away from the main objective because of its iter-
ative nature or using trial and error technique [14]–[19].
Metaheuristic methods have been introduced to overcome
the mentioned drawbacks by matching between investiga-
tion and the manipulation stages. Metaheuristic methods
have been applied to several power system areas as parti-
cle swarm optimization (PSO) for optimal power flow [20],
whale optimization algorithm (WOA) for resource alloca-
tion [21], hybrid multi-objective approach for economic
load dispatch [22], and evolutionary grey wolf optimizer for
scheduling problem [23]. In this concern, many outstand-
ing efforts have been exerted in extracting PV unknown
parameters for the three models namely SDM, DDM, and
TDM. For example, WOA based reflecting learning [24] and
improved electromagnetism-like algorithm using nonlinear
equations [25] have been utilized for extracting unknown
parameters of SDM. Much researches have been presented
for both SDM andDDM as following. Classified perturbation
mutation based PSO algorithm proofed steady and efficient
algorithm but with long execution time [13]. Enhanced adap-
tive differential evolution algorithm which could facilitate
transferring of the best searching elements to the follow-
ing step and shorten execution time by employing ener-
getic population [14]. Performance-guided Jaya which could
improve searching elements by self-controlling of the disor-
dered elements [26]. Salp swarm algorithm which consider
parameters uncertainty [27]. Improved teaching-learning-
based optimization could develop a new learning method for
the populations to reach the solution faster [28]. Grey wolf
optimizer and cuckoo search used novel antagonism [29].
Biogeography-based heterogeneous cuckoo search who inte-
grated the advantages of cuckoo and biogeography proce-
dures [30]. Additionally, other optimization algorithms have
been utilized for parameters identifications of SDM and/or
DDMof PVGS such as Levenberg-Marquardt algorithm [31],

backtracking seeking approach [32], approximating and
correcting procedure [33], highest likelihood estimator [34],
imperialist competitive approach [35], interior seeking opti-
mizer [36], counteraction-based sine cosine algorithm [37],
and support vector machine [38]. Few researches have been
introduced for modelling TDM. Harris hawk’s optimization
extracted only five parameters and calculated the other four
parameters using derivative equations [26]. Grasshopper opti-
mization algorithm [39] and artificial electric field algorithm
(AEFA) [40] could extract the nine parameters for commer-
cial PV modules and study the PV units under different
operating conditions. Manta-rays foraging optimizer have
been utilized using three main points known by manufacturer
information and two groups taken by measurements for I/V
characteristics of PVGSs [41].

The major goal of this work is to effectively represent the
PV units thru optimal identification of its uncertain param-
eters and study its steady-state and dynamic performances.
Runge-Kutta optimizer (RKO) is an original metaheuris-
tic optimizer utilized to erratically and preciously identify
the PV parameters represented as TDM based on Runge-
Kutta (RK) method [42]. It is considered a robust and fast
technique using groups of motivated rules for exploration.
RKO has been used to solve the sensitive wave propagation
problems [43]. The RKO depends mainly on maximizing
its order to assure the solution accurateness and minimizing
the number of phases to reduce the amount of the required
calculations. It has an efficient capability for best utilization
of dynamic investigation and manipulation phases in the
promising space going to the comprehensive best goal while
avoiding the obsesses of metaphors. Fifty scientific functions
and four practical engineering problems that were applied
by previous metaheuristic methods have been reevaluated by
the RKO [42]. The last proves talented and modest solu-
tions in addition to fast execution and its ability to exclude
the local optima for extracting the unknown parameters
as in PV.

The proposed RKO is applied to the well-known commer-
cial PWP201/36 and STM6-40/36 PV to analyze and study
its performance. Comprehensive comparison between the
TDM,DDM, and SDMmodels using RKO and other reported
competitors. For extra authentications, PWP201/36 module
is simulated using MATLAB/Simulink and connected to
switched reluctance motor (SRM) to assess and analyses its
dynamic performance.

The text of this paper encloses seven sections: Section I
announces the Introduction, In Section II, mathematical mod-
elling for different PV units is introduced. The optimiza-
tion problem is formulated and adapted which is presented
in Section II. In Section IV, the RKO is explained and its
procedures are instructed. The application and validation of
the studied PV units are examined to extract its unknown
parameters in Section V. While the dynamic performance of
the PWP201/36 module is studied when it is connected to
SRM in Section VI. Finally, the concluding findings and the
paper footprint are emphasized in Section VII.
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II. MATHENATICAL MODELS OF PVGS USING
TDM AND STATEMENT
In an ideal condition, the solar cell is electrically equivalent to
a current source in parallel with a number of diodes (D) based
on the model used. The light-generated photo current (Iphoto)
increases linearly with sun irradiance. The current travels
through semiconductor material which has certain resistivity
that can be represented as Rsr. As the PVGSs are fabricated
of large area wafers, several shunt resistive losses occur at
n-layer of the p–n junction of the cell. This is generally
represented by a lumped shunt resistor (Rsh). Three-diodes
(D1 to D3) are used to simulate the influence of grain bound-
aries and leakage current through the peripheries to form
TDM. The complete TDM is illustrated in Fig. 1 and the
branches current can be represented in (1) to (6).

ISolar = Iphoto − ID1 − ID2 − ID3 − Ish (1)

ID1 = Isat1

[
exp

(
VSsolar+ISolar .Rsr

β1 .VTM

)
− 1

]
(2)

ID2 = Isat2

[
exp

(
VSsolar+ISolar .Rsr

β2 .VTM

)
− 1

]
(3)

ID3 = Isat3

[
exp

(
VSsolar+ISolar .Rsr

β3 .VTM

)
− 1

]
(4)

VTM =
KBot .Temp

Qe
(5)

Ish =
VSsolar + ISolar .Rsr

Rsh
(6)

where ISolar , ID1, ID2, ID3, Isat1, Isat2, and Isat3 are the PV
output current, diodes currents D1, D2, and D3, and their
saturation currents, respectively. The output cell voltage, the
thermal voltage, the cell temperature, Boltzmann constant,
electron charge, quality factors of diodes, series, and shunt
resistance are represented as VSsolar , VTM , Temp, KBot , Qe,
β1, β2, β3, Rsr , and Rsh, correspondingly.

FIGURE 1. Equivalent circuit of the TDM.

Ns is the number of PV cells and organized in series to
form module voltage, in which VSModule = Ns × VSsolar and
module current (IModule) is equal to ISolar.
The PV parameters at rated standard conditions (RSC) and

any other running conditions are given by the following (7)
to (12) [10].

Iphoto = Iphoto−N
G
GN

[1+ ∝I (T − TN )] (7)

Rsh =
GN
G
R
sh−N

(8)

Eg = EgN
[
1− 2.6677.10−4 (T − TN )

]
(9)

Isat1 = Isat1−N

(
T
TN

)3

exp
QeEg
β1KBot

(
1
TN
−

1
T

)
(10)

Isat2 = Isat2−N

(
T
TN

)3

exp
QeEg
β2KBot

(
1
TN
−

1
T

)
(11)

Isat3 = Isat3−N

(
T
TN

)3

exp
QeEg
β3KBot

(
1
TN
−

1
T

)
(12)

where Iphoto−N , GN , TN , Rsh−N , Eg−N , Isat1−N , Isat2−N ,
Isat3−N , G, Eg, and∝I are rated light generated current, rated
irradiance, rated temperature, rated shunt resistance, rated
energy-band gap, rated first, second and third diode saturation
currents, actual irradiance, operation energy band gap, and
temperature coefficient of current, respectively. According to
the previous TDM’s equations, nine parameters i.e. (Iphoto,
Isat1, Isat2, Isat3, β1, β2, β3,Rsr , and Rsh) should be defined
optimally using the RKO in this current effort.

III. OPTIMIZATION OF PV PARAMETERS IDENTIFICATION
The key goal of the PV cells modeling is to find the proper
equivalent circuit to simulate it precisely for imitating the
practical operations. This should be done at a minimum error
level between the experimental and the calculated dataset
points. The objective function (Fobj) is defined as minimizing
the root-mean squared error (RMSE) of the current errors
between estimated and measured dataset points which is
expressed in (13) as follows:

Fobj = minimize

√√√√ 1
m

m∑
i=1

(Imeas
solar−i − Icalcsolar−i)

2

 (13)

where, m is the number ofmeasured points, Imeas
solar−i is themea-

sured current and Icalcsolar−i is the calculated current. The prob-
lemmin/max constraints are characterized in (14) for the nine
parameters to be extracted.

Iphoto−min ≤ Iphoto(A) ≤Iphoto−max
Isat−min ≤ I sat1, Isat2, Isat3(µA) ≤ Isat−max
Rsr−min ≤ Rsr(�) ≤ Rsr−max
Rsh−min ≤ Rsh(�) ≤ Rsr−max
βmin ≤ β1, β2, β3 ≤ βmax

 (14)

where, Iphoto−min and Iphoto−max are the min/max values of
Iphoto, Isat−min and Isat−max are the min/max of Isat, Rsr−min
and Rsr−max are the min/max limits of Rsr, Rsh−min and
Rsh−max are the min/max of Rsh and βmin and βmin are the
min/max limits of β1, β2 and β3.

IV. RKO OPTIMIZER PROCEDURE
The RKO is a new swarm-based version with elements ran-
domly determined based on RK method. RKO utilizes the
suggested slope of the fourth derivative of RK method (RK4)
to logically look for the best area in the searching space
for generating a group of rules. RK technique (RKT) has
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FIGURE 2. RK method.

high accurateness in solving the regular differential equations
without need for high-order derivatives. It avoids the local
optima and is characterized by some groups of motivated
rules at appropriate time instead of metaphor tongue [42].

The main concept of RKT is to identify the slope S =
f(i, j) of the finest straight line tailored to the graph at the
point (i, j). The first-order common differential equation can
be expressed in (15) for an initial value problem.

dj
di
= f(i, j) = S, j(i0) = j0 (15)

Starting by initial point (i0, j0) with an original slope,
there is another point (i1, j1) can be extracted utilizing
the most excellent customized straight line as (i1, j1) =
(i0 +1I, j0 + S0.1i) where the initial slop is S0 = f(i0, j0).
The same can be applied for another point, (i2, j2) = (i1 +
1i, j1+S1.1i) where the new slop is S1 = f(i1, j1). This pro-
cess can be repeated ‘‘n’’ times to get approximate solution
in the range of (i0, i0 + n1i). The RKT can be formulated as
per Taylor series using (16).

j(i+1i) = j(i)+ j′(i)1i+ j′′(i)
1i2

2!
+ · · · . (16)

The first-order derivative RK1 ‘‘j′(i)′′ is approximated as
following:

j′(i) =
j(i+1i)− j(i−1i)

21i
(17)

The fourth order RK4 can be derived from (16) and repre-
sented as shown in Fig. 2 as following:

j(i+1i) = j(i)+
1
6
(q1 + 2.q2 + 2.q3 + q4)1i (18)

The weighted elements of the first, second, third, and fourth
increment are represented by q1, q2, q3, and q4, respectively

and they define the slopes at each interval that can be calcu-
lated via (19) as following:

q1 = j′ (i) = f (i, j)

q2 = j′′ (i) = f
(
i+

1i
2
, j+

1i
2
.q1

)
q3 = i′′′ (i) = f

(
i+

1i
2
, j+ 1i

2 .q2

)
q4 = j′′′′ (i) = f

(
i+ 1i

2 , y+
1i
2
.q3

)


(19)

The initial locations ik,m for the kth population (k ∈ Kpop)
of the mth variable (m∈M) considering the minimum (Minm)
and maximum (Maxm) boundaries are haphazardly proposed
through (20).

ik,m = Minm + Rand1.(Maxm −Minm) (20)

The introduced optimization applies and utilizes the location
ik instead of the fitness (j(ik)) to save the time consumed in
running the Fobj of locations. The function j(i) is treated as
minimization problem taking the two terms (ik + 1i) and
(ik−1i), two adjacent locations for ik appeared in (17), as the
finest location (if) and poorest location (ip) respectively at
each iteration. Then,

q1 =
ip − if
21i

(21)

if and ip are defined by selecting three random solutions
from the participants of the population (ir1, ir2, ir3) where
r1 6= r2 6= r3 6= k. To improve the exploration search
and to activate the performance of randomness, (21) can be
reformulated via (22) and (23).

q1 =
Rand1.ip − RO.if

21i
(22)

Ro = Round(1+ Rand1)(1− Rand1) (23)
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where Rand1 is a random value between 0 and 1, Ro is another
random value utilized to raise the significance of the where if
is the finest solution and 1i is the location increment which
can be determined as per (24).

1i = 2.rand1. |St|

St = rand1. [(if − Rand1.iav)+ Sf]

Sf = rand1.(ik − Rand1.(Ro −m).exp(−
4.h
hmax

)

 (24)

St is the stage range, depends mainly on the difference
between if and the average of all solutions iav for one iter-
ation in addition to the scaling factor Sf which exponentially
falling with the solution range of the search space during the
optimization progression, h is the number of iterations, and
hmax is the maximum number of iterations. Random values
in (24) are used to expedite the divergence and to have wider
search space.

Subsequent to the same idea, the other three weighted
elements q2, q3, and q4 can be determined as in (25), as
shown at the bottom of the page, where Rand2 and Rand3
are two random numbers in the range of [0, 1] and if and ip
can be calculated by (26):

If f (ik) < f
(
ifn
)

if = ik
ip = ifn
Else
if = ifn
ip = ik


(26)

Therefore, the main exploration technique ET to get the RK
location iRK in RKO can be defined as in (27).ET =

1
6
(iRK )1i

iRK = q1 + 2q2 + 2q3 + q4

 (27)

The solution can be updated for the following iteration as
following in (28):

If Rand1 < 0.5

ik+1 = ic + AF .ET + λ.is‘‘Exploration phase’’

Else

ik+1 = im + AF .ET + λ.is1‘‘Exploitation phase’’

End

where : λ = 0.5+ 0.1Rand4,

is = Rand4. (im − ic) ,

TABLE 1. Used PV models datasheet.

is1 = Rand4. (ir1 − ir2)

ic = β.ik + (1− β) .ir1
im = β.if + (1− β) .imf
AF = 2 (0.5− Rand1) .B

B = b1. exp
{
−b2.Rand1.

(
h

hmax

)}
(28)

where b1 and b2 are two key constants influence the search.
A reasonable balance between exploration and exploita-
tion search can be adapted by AF . The exploration can
be improved by increasing AF at early search stages and
decreased at later stages to stimulate the exploitation.
To investigate the talented locations near to ic and im, (28)
can be reformulated as shown in (29).

If Rand1 < 0.5

ik+1 = ic + r .AF .g.ic + AF .ET + λ.is Exploration

Else

ik+1 = im + r .AF .g.im + AF .ET + λ.E xploitation

End (29)

where r is an element which increases search variety and
affects the exploration path with value of 1 or -1 and g is
a number haphazardly selected between 0 and 2. The local
exploration nearby ic declines with the increasing the number
of iterations.

It can be highlighted here that the RKO is improved for
more quality and to evade local targets each iteration to
transfer to the finest solution by estimating the average of



q2 =
(Rand1(ip + Rand2.q1.1i)− (Ro.if + Rand3.q1.1i

21i

q3 =
(Rand1(ipRand2.[0.5q2].1i)− (Ro.if + Rand3.[0.5q2]

21i

q4 =
(Rand1(ip + Rand2.q3.1i)− (Ro.if + Rand3.q3.1i

21i


(25)
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FIGURE 3. RKO optimizer flow chart.

three random solutions iav and to be integrated with the if
to get a new solution inew1 as defined in (30).

If Rand1 < 0.5
If z < 1
inew2 = inew1 + r .z. |(inew1 − inew2)+ Rand5|
Else
inew2 =
(inew1 − iav)+ r .z. |(Ro.inew1 − iav)+ Rand5|
End
End

Where : z = Rand (0, 2) .exp
(
−z1

{
h

hmax

})
iav =

ir1 + ir2 + ir3
3

inew1 = µ.iav + (1− µ) .if



(30)

where µ, z1, r and z are random numbers. The value of µ is
between 0 and 1, r equals 1,0 or−1, and z1 is 5 times Rand1
and z diminishes by increasing the number of iterations. The
solution inew2 leads to generate the exploration search when
z ≥ 1 at initial iterations and can produce the exploitation
search for z < 1 at late iterations. If f (inew2) > f (ik),
alternative solution inew3 can be elaborated by (31) when
Rand1 < z.

inew3 = (inew2 − Rand1.inew2)+ AF .(Rand1.iLM
+ (δ.if − inew2)) (31)

where δ is a random value equals double Rand. iLM is calcu-
lated when if and iz becomes ik and inew2 respectively. The
RKO Optimizer process can be summarized as shown in the
flow chart in Fig. 3.
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TABLE 2. Comparison between proposed RKO and another optimizer for TDM PWP201/36 module (results per cell.).

FIGURE 4. Principal performance of RKO for TDM PWP201 solar cell.

TABLE 3. Comparison between proposed RKO and another optimizer for TDM STM6-40/36 module (results per cell.).

V. APPLICATIONS AND VALIDATIONS VIA
DEMONSTRATIONS
The RKO is used to extract the three diode PV models
parameters using Intel(R) Core (TM) i7-4710HQ CPU@

2.5GHZ, and 8 GB RAM PC. A 600 population members,
1000 iterations and 5 independent trials are decided for
assuring obtaining high accuracy results of the RKO. The
IV measured curves for the presented models are used as
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FIGURE 5. Principal performance of RKO for TDM STM6-40 solar cell.

TABLE 4. Comparison between SDM, DDM and TDM using proposed RKO and others for PWP201/36 module.

given in [44]–[47]. The two PVGSs namely, PWP201 and
STM6-40/36 PV, are studied and analyzed in the subsequent
Sections. RKO is utilized to extract uncertain parameters for
PWP201 module using SDM and DDM and compared with
the TDMusing RKO and other trusted and published optimiz-
ers. Another comparison between the extracted parameters
using various optimizers as SDM, DDM and TDMmodelling
are made including RKO for TDM for STM6-40/36 PV
model. The required basic input information parameters with
the corresponding ranges given in Table 1 (data per cell) and
in (32) [40], [48].


0 < Iphoto (A) < 2
0 < Isat1, Isat2, Isat3 (µA) < 1
0 < Rsr (�) < 0.5
0 < Rsh (�) < 100
1 < β1, β2, β3 < 2

 (32)

A. APPLICATION OF RKO FOR TDM
The RKO is applied to PWP201 and STM6-40/36 PVGSs to
extracted uncertain parameters of TDMof these two units and
comparisons to other well-matured optimizers are in order.

1) CASE STUDY OF THE TDM PWP201 UNIT
RKO is applied to TDM PWP201 PVGS and its convergence,
I/V and P/V curves are revealed in Fig. 4. The measured
and calculated of I/V and P/V characteristics indicated
in Figs. 4(b)-(c); respectively show slight error close to
MPPT with values 0.295% and 0.175%, correspondingly.
The related calculated parameters are tabulated in Table 2
(per cell) and compared with established and published
six optimizers (i.e. AFEA [40], PSO [49], interior search
algorithm (ISA) [49], artificial eco-system based optimizer
(AEO) [49], equilibrium optimizer (EO) [49] and heap-
based optimizer (HBO) [49]) for TDM for PWP201/36 unit.
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FIGURE 6. Comparison between the TDM, DDM and SDM models for PWP201/36 solar cell when using RKO.

TABLE 5. Comparison between SDM, DDM and TDM using proposed RKO and others for STM6-40/36 module.

The RKO achieves significant RMSE improvement by
obtaining a lower error of a magnitude of
0.205068373376538 mA after 10000 iterations within
372.5 s.

2) CASE STUDY OF THE TDM STM6-40/36 MODULE
The convergence curves after applying RKO to the TDM
STM6-40/36 module are indicated in Fig. 5(a). Comparison
between measured and estimated I/V and P/V characteristics
shows 0.36% and 0.05% error at nearly MPPT as repre-
sented in Fig. 5(b)-(c); respectively. Table 3 indicates the
TDM estimated parameters compared to another well-known
and trusted optimizer (data per cell) such as AEFA [40],
marine predators algorithm (MPA) [50], African vultures
optimization technique (AVOT) [67], teaching learning
studying-based technique (TLSBT) [67] and Tuna swarm
technique (TST) [67]. The RKO proved its effectiveness by
resulting a lower value of RMSE of 1.71217130317765 mA
takes after 1000 iterations within 39.4 s.

TABLE 6. Motor data.

B. COMPARISONS AMONG SDM, DDM AND TDM
The RKO is applied to PWP201 solar cell as TDM, DDM and
DDM models. The convergence curves of the three models
are shown in Fig. 6(a). It can be noticed that the fitness value
has minor difference between the three models, but SDM
has the lowest fitness value and TDM has the highest one
after the convergence stabilization at 1000 iterations. I/V and
P/V performance curves for measured and estimated char-
acteristics are shown in Fig. 5(b)-(c), respectively. A closer
look to Table 4, a slight difference in PWP201/36 drawn
current is observed between the three models. The PV unit
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FIGURE 7. The SRM magnetization characteristics (flux linkage versus current at different rotor
positions.).

FIGURE 8. MATLAB/SIMULINK for overall TDM of PWP201/36 unit connected to SRM.

simulated by TDM can supply more current than SDM and
DDM with 0.335% error referred to real value and SDM has
the lowest source capability with 0.347% error. The DDMhas
the highest output power capability with 01749% error with
respect to real model. Another comparison between RMSE

value using TDM, DDM and SDM obtained by different
trusted optimizers for PWP201/36 and STM6-40/36 as in
Tables 3-4. It can be concluded that RKO could obtain the
lowest RMSE value than all optimizers for SDM with minor
difference than DDM and TDM as observed in Table 4.
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FIGURE 9. Motor output results and waves.

For STM6-40/36 module, the RKO could reach the lowest
RMSE value for TDM as revealed in Table 5.

VI. SIMULATION AND MODEL ASSESSMENT OF TDM OF
PWP201/36 MODULE CONNECTED TO SRM
To study and effectively assess the dynamic behavior of
the TDM PWP201/36 module, it has been simulated in
MATLAB/Simulink and connected to a SRM with nonlinear
performance as shown in Fig. 7. The drawn current by the
motor depends on the magnetic flux linkage at certain rotor
position. For each angle due to the position of the rotor, there
will be a different performance characteristic.

A. SYSTEM DESCRIPTION
The complete Simulink simulation model is depicted in
Fig. 8(a) which contains mainly of the converter supplied
by the output of the PV module ‘‘terminals A and B’’ and
connected to SRM with its control elements. The detailed
PWP201modelling is indicated in Fig. 8(b). The selected
motor is 60 kW, three-phase, 6/4 SRM with the detailed data
are given in Table 6. The SRM is controlled by a power con-
ditional circuit containing three groups of IGBTs and diodes.
The function of IGBTs is to connect themotor stator windings
to the source positive terminal where the negative one is
connected through the free-wheeling diodes. The required

switching on and off angles of the motor currents could
be determined by measuring the rotor positions. The motor
torque and performance dependmainly on the selected on and
off angles which are fed to the drive circuit controller. A suit-
able current controller is selected to maintain the required
currents in controlled ranges.

B. SYSTEM SIMULATION
The PWP201/36 module used in the simulator can be
arranged based on the studied load motor voltage and power.
A combination of 350 parallel paths with each path contains
498 series cells are required to feed the studied motor by
its rated voltage and power. In this case study, the turn on
and turn off angles are assumed to be constant at 45 and
75 degrees, respectively. If the drawn current exceeds rated
current, the hysteresis current has been reined in using of
controller within upper and lower limit as 210 A and 190 A,
respectively and the reference current value is 200 A. The
motor will rotate as soon as the reference current is applied.
The performance of the SRM and PV unit are indicated in
Figs.9-10, respectively due to the SRM loading. The oper-
ation has two controlled modes: current and voltage. The
current mode for the first stage when SRM starts and requires
high hysteresis current needed by the high magnetization due
to high inertia. After the inertia is reduced to a value requires
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FIGURE 10. PV output current and voltage in time domain.

FIGURE 11. I/V and P/V curves of PWP 201.

less current than the selected lower current limit, the mode
will be changed to voltage control.

1) CURRENT CONTROLLED MODE
The SRM is started at no load with very high flux to overcome
the motor inertia. The current continues to be controlled by
converter within the mentioned limits with nearly fixed flux
till it starts to decay as the inertia is decreased at nearly
about 3100 rpm at 0.18 s as indicated in Fig. 9(a). The same
trend can be noticed for no load motor current, electrical
torque, and input power but the speed is increased until full
no-load speed as shown in Figs. 9 (b)-(e). The behavior of
the PWP201/36 module due to the no load condition at this
period is indicated in Figs.10(c), and 10(d).

2) VOLTAGE FED MODE
When the motor speed became more than 3100 rpm at 0.18 s
and current became less than the reference value, the control
strategy will be transferred to voltage fed mode. At this
stage, no load motor current, electrical torque, and input
power became inversely proportional to the motor speed until
stabilizing or loaded.

3) SRM LOADING
Sudden load with 100 Nm torque is connected to the
PWP201/36 module through the converter at 0.35 s when the
motor speed is 4250 rpm. The controller allows the motor
current to be increased again to produce more power and
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torque to overcome the required load torque and the motor
speed will be reduced rapidly until arrive 2750 rpm.

4) PWP201/36 MODULE SIMULATION BEHAVIOUR
The PV current starts with around 360 A and continues the
same up to 0.18 s for the first stage where the SRM starting
with no load current which controlled by converter within the
preselected limits as shown in Fig. 10(a). During the same
period, PV voltage is oscillated around 230 V as shown in
Fig.10(b). When the SRM inertia is decreased after 0.18 s
and converter is subjected to voltage control mode, the PV
current is also decreased till stabilizing and voltage is kept
fixed at 230 V without oscillations. Once the SRM is loaded
at 0.35 s, the current is going to increase until steadiness at
nearly 280 A but voltage has some transients then stay fixed
around the 230 V. The corresponding I/V and P/V curves are
indicated in Figs.11(a)-(b).

VII. CONCLUSION
A new effort to utilize the RKO optimizer and optimally
extract PV parameters using TDM has been addressed. The
results have been validated and meaningfully compared with
another reliable optimizers which ensures the effectiveness
of the RKO. The best RMSE values of the PWP201 and
STM6-40/36 TDM modules are 2.050683 mA and
1.712171 mA, respectively. Comprehensive comparisons
between SDM, DDM, and TDM results when conducted by
the RKO and other well-known optimizers for PWP201/36
and STM6-40/36 modules. RKO scores the lowest RMSE
with 2.04 mA for PWP201/36 when SDM is used and
1.7122 mA for STM6-40/36 units when TDM is used. For
more confirmation, PWP201/36module has been represented
using MATLAB/SIMULINK environment to evaluate its
dynamic performance when connected to SRM. It is worth
noting that the RKO proved high capability to deal with the
renewable PV systems when connected to SRM as a dynamic
load. It is plan to extend this current effort by connected other
type of electrical loads to investigate the dynamic responses
and principal preformances of the PV units.
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