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ABSTRACT Locally recoverable codes were introduced by Gopalan et al. in 2012, and in the same year
Prakash et al. introduced the concept of codes with locality, which are a type of locally recoverable codes.
In this work we introduce a new family of codes with locality, which are subcodes of a certain family of
evaluation codes. We determine the dimension of these codes, and also bounds for the minimum distance.
We present the true values of the minimum distance in special cases, and also show that some elements of
this family are ‘‘optimal codes’’, as defined by Prakash et al.

INDEX TERMS Locally recoverable codes, affine cartesian codes.

I. INTRODUCTION
The class of locally recoverable codes was introduced in
2012 by Gopalan et al. (see [16]). The idea was to ensure reli-
able communication when using distributed storage systems.
Thus the authors define a code as having locality r if an entry
at position i of a codeword of length nmay be recovered from
a set (which may vary with i) of at most r other entries, for all
i = 1, . . . , n. This would ensure the recovering of a codeword
even in the presence of an erasure, due for example to a failure
of some node in the network. In that same year Prakash et al.
(see [19]) introduced the concept of codes with locality (r, δ),
also called (r, δ)-locally recoverable codes, which are codes
of length n such that for every position i ∈ {1, . . . , n} there
is a subset Si ⊂ {1, . . . , n} containing i and of size at most
r + δ − 1 such that the i-th entry of a codeword may be
recovered from any subset of r entries with positions in Si\{i},
so that we may recover any entry even with δ − 2 other
erasures in the code.

In this paper we define a family consisting of subcodes
of the so-called affine cartesian codes (see Definition 2.2)
which are (r, δ)-locally recoverable codes. We determine
their dimension (see Corollary 3.4 and Theorem 3.6) together
with lower and upper bounds for the minimum distance (see
Theorem 4.1).We list some cases where the codes are optimal
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(see Corollary 4.2) and we also determine the exact value of
the minimum distance in some special cases of the code (see
Theorem 4.1, Theorem 5.8 and Corollary 5.9).

The content of the paper is as follows. In the next section
we introduce a family of codes, which we prove that are
locally recoverable. In Section 3 we present several results
on the dimension of these codes, after recalling some facts
from Gröbner basis theory which we will need. In the fol-
lowing section we present lower and upper bounds for the
minimum distance of these codes, and determine the exact
values in some cases.We also prove that some of the codes we
introduced are optimal codes. In Section 5 we treat a special
case of the codes that we have introduced, and for this case we
determine more values for the minimum distance. The paper
ends with several numerical examples.

II. A FAMILY OF LOCALLY RECOVERABLE CODES
Let Fq be a finite field with q elements.
Definition 2.1: Letm, r, δ be positive integers, with δ ≥ 2

and r+δ−1 ≤ m.We say that a (linear) code C ⊂ Fmq is (r, δ)-
locally recoverable if for every i ∈ {1, . . . ,m} there exists a
subset Si ⊂ {1, . . . ,m}, containing i and of cardinality at most
r+ δ−1, such that the punctured code obtained by removing
the entries which are not in Si hasminimumdistance at least δ.
The condition on the minimum distance in the above defi-

nition shows that one cannot have two distinct codewords in
the punctured code which coincide in (at least) r positions,
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so any r positions in the set Si determine the remaining
δ − 1 positions.

Let K1, . . . ,Kn be a collection of non-empty subsets of Fq,
and let

X := K1 × · · · × Kn
:= {(α1, . . . , αn)|αi ∈ Ki for all i} ⊂ Fnq.

Let di := |Ki| for i = 1, . . . , n, so clearly |X | =
∏n

i=1 di =:
m, and let X = {α1, . . . ,αm}. It is not difficult to check that
the ideal of polynomials in Fq[X1, . . . ,Xn] which vanish on
X is

IX =

 ∏
α1∈K1

(X1 − α1), . . . ,
∏
αn∈Kn

(Xn − αn)


(see e.g. [18, Lemma 2.3] or [7, Lemma 3.11]). The evalua-
tion morphism

9 : Fq[X1, . . . ,Xn] → Fmq
f 7→ (f (α1), . . . , f (αm))

is an Fq-linear map and ker9 = IX . Actually, this is a
surjective map because for each i ∈ {1, . . . ,m} there exists
a polynomial fi such that fi(αj) is equal to 1, if j = i, or 0,
if j 6= i.
Let d be a nonnegative integer. In what follows we will

denote by Fq[X1, . . . ,Xn]≤d the Fq-vector space formed by
all polynomials of degree up to d , together with the zero
polynomial.
Definition 2.2: Let d be a nonnegative integer. The affine

cartesian code (of order d) CX (d) defined over the sets
K1, . . . ,Kn is the image, by 9, of the polynomials in
Fq[X1, . . . ,Xn]≤d .
These codes appeared independently in [18] and [15]

(in [15] in a generalized form). In the special case whereK1 =

· · · = Kn = Fq we have the well-known generalized Reed-
Muller code of order d . In [18] the authors prove that we may
ignore, in the cartesian product, sets with just one element
and moreover may always assume that 2 ≤ d1 ≤ · · · ≤ dn.
The dimension and the minimum distance of these codes are
known (see e.g. [18] or [15]).

In what follows we construct (r, δ)-locally recoverable
codes which are subcodes of affine cartesian codes.
Definition 2.3: Let d and δ be integers with d ≥ 0 and

δ ≥ 2, let s ∈ {1, . . . , n} and let P (δ,s)
d be the set of polyno-

mials f ∈ Fq[X1, . . . ,Xn]≤d such that degXs f < ds − δ + 1,
together with the zero polynomial. We denote byD(δ,s)

X (d) the
code which is the image by 9 of the set P (δ,s)

d .
Theorem 2.4: Let K1, . . . ,Kn be subsets of Fq such that
|Ki| = di ≥ 2 for all i = 1, . . . , n, with n ≥ 2, let δ ≥ 2 be
an integer such that ds− δ+1 ≥ 1 and let d be a nonnegative
integer. For any s ∈ {1, . . . , n} the code D(δ,s)

X (d) is locally
recoverable with locality (r, δ), where r = ds − δ + 1.

Proof: Let f ∈P (δ,s)
d , so (f (α1), . . . , f (αm)) ∈ D(δ,s)

X (d).
Let α = (α1, . . . , αn) ∈ X and let

Iα = {(α1, . . . αs−1, β, αs+1, . . . αn) | β ∈ Ks},

a set which has ds = r + δ − 1 elements. Assume that there
exist β1, . . . ,βr ∈ Iα such that we know the values f (βk ) =:
ck , for k ∈ {1, . . . , r}. We will prove that then we can deduce
the value of f (β) for any β ∈ Iα .
Write f =

∑r−1
i=0 giX

i
s, where g1, . . . , gr−1 are polynomials

in the variables X1, . . . ,Xs−1,Xs+1, . . . ,Xn, and let bi :=
gi(α1, . . . αs−1, αs+1, . . . αn) for i = 0, . . . , r − 1. Denoting
by βk the k-th coordinate of βk , for k = 1, . . . , r , from the
assumption we get that

ck = f (βk ) =
r−1∑
i=0

biβ ik , for k ∈ {1, . . . , r}.

This system of equations can be rewritten as amatrix equation

1 β1 β21 · · · βr−11

1 β2 β22 · · · βr−12

1 β3 β23 · · · βr−13

1 : :
. . . :

1 βr β2r · · · βr−1r




b0
b1
b2
:

br−1

 =

c1
c2
c3
:

cr

 ,

which has a unique solution (b0, b1, . . . , br−1), since the
square r × r matrix is a Vandermonde matrix. This allows
us to determine f (β) for any β ∈ Iα . �

III. ON THE DIMENSION OF D(δ,s)
X (d )

In this section we determine the dimension of D(δ,s)
X (d), and

we will need some facts about Gröbner basis which we recall
below. The interested reader may want to consult one of the
many books on the subject, e.g [1].

Let ≺ be a monomial order in (the set of monomials of)
Fq[X1, . . . ,Xn], i.e. ≺ is a total order, if M1 ≺ M2 then
MM1 ≺ MM2 for all monomialsM ,M1,M2, and 1 is the least
monomial. The greatest monomial appearing in a polynomial
f is called the leading monomial of f and is denoted by
LM (f ).
Definition 3.1: Let J ⊂ Fq[X1, . . . ,Xn] be an ideal.

A Gröbner basis (with respect to a monomial order ≺) for
J is a basis G for J such that the leading monomial of any
polynomial in J is a multiple of the leading monomial of
some polynomial in G. The footprint of J (with respect to a
monomial order≺) is the set of monomials of Fq[X1, . . . ,Xn]
which are not leading monomials of any polynomials in J ,
and is denoted by 1(J ).

B. Buchberger proved that, given a monomial order,
any (nonzero) ideal J ⊂ Fq[X1, . . . ,Xn] admits a Gröbner
basis (see [2], [3] or [1, Sec. 1.7]). He also proved that a basis
for Fq[X1, . . . ,Xn]/J as an Fq-vector space is given by the
classes of the monomials in 1(J ) (see e.g. [1, Prop. 2.1.6]).
Definition 3.2: Let ≺ be a monomial order in Fq[X1, . . . ,

Xn] and let J ⊂ Fq[X1, . . . ,Xn] be an ideal. Let
{g1, . . . , gr } be a (not necessarily Gröbner) basis for J , we
define 1(LM (g1), . . . ,LM (gr )) as the set of monomials of
Fq[X1, . . . ,Xn] which are not multiples of any of the leading
monomials of g1, . . . , gr .
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Clearly we have 1(J ) ⊂ 1(LM (g1), . . . ,LM (gr )) and,
moreover, 1(J ) = 1(LM (g1), . . . ,LM (gr )) if and only if
{g1, . . . , gr } is a Gröbner basis for J .

In what follows we will use the graded-lexicographic order
in Fq[X1, . . . ,Xn], with Xn ≺ · · · ≺ X1.

For i = 1, . . . , n let fi =
∏
α∈Ki (Xi − α), so that deg fi =

di and IX = 〈f1, . . . , fn〉. Since any two of the leading
monomials of f1, . . . , fn are coprime we get that {f1, . . . , fn}
is a Gröbner basis for IX (see [14, Prop. 4, page 104]) so

1(IX ) = 1(Xd11 , . . . ,X
dn
n )

=
{
Xa11 · · ·X

an
n | 0 ≤ ai < di , ∀i = 1, . . . , n

}
.

Let 1(IX )≤d = {M ∈ 1(IX ) | deg(M ) ≤ d}, it is known
(see e.g. [7, Prop. 3.12]) that dim(CX (d)) = |1(IX )≤d |.
This implies that if d ≥

∑n
i=1(di − 1) then dim(CX (d)) =

|1(IX )≤d | = |1(IX )| =
∏n

i=1 di, while if 0 ≤ d <
∏n

i=1 di
then

dim(CX (d))

=

(
n+ d
d

)
−

n∑
i=1

(
n+ d − di
d − di

)
+ · · · + (−1)j

∑
1≤i1<···<ij≤n

(
n+ d − di1 − · · · − dij
d − di1 − · · · − dij

)
+ · · · + (−1)n

(
n+ d − d1 − · · · − dn
d − d1 − · · · − dn

)
where we set

(a
b

)
= 0 if b < 0.

To determine the dimension of D(δ,s)
X (d) we give an argu-

ment similar to the one used to prove the above formulas.
Proposition 3.3: Let

1(IX )(δ,s)
≤d = {M ∈ 1(IX )≤d | degXs M < ds − δ + 1},

then dim(D(δ,s)
X (d)) = |1(IX )(δ,s)

≤d |.
Proof: Given f ∈ P (δ,s)

d let g ∈ Fq[X1, . . . ,Xn] be its
remainder in the division by {f1, . . . , fn}, then 9(f ) = 9(g).
From the division algorithm we know that any monomial
which appear in g is not a multiple of LM (fi) = Xdii for all
i = 1, . . . , n, and also that deg g ≤ deg f and degXs g <

ds − δ + 1. Thus g ∈ P (δ,s)
d and moreover, g is a linear

combination of monomials in 1(IX )(δ,s)
≤d . This shows that

dim(D(δ,s)
X (d)) ≤ |1(IX )(δ,s)

≤d |. Let

9 : Fq[X1, . . . ,Xn]/IX → Fmq
be defined as 9(f + IX ) = 9(f ), we know that 9 is an
isomorphism and clearly

D(δ,s)
X (d) = {9(h+ IX ) | h ∈ 〈1(IX )(δ,s)

≤d 〉},

where 〈1(IX )(δ,s)
≤d 〉 is the Fq-vector space generated by the

monomials in1(IX )(δ,s)
≤d . Since1(IX )(δ,s)

≤d ⊂ 1(IX ) we know
from Buchberger’s result (see e.g. [1, Prop. 2.1.6]) that the
classes in Fq[X1, . . . ,Xn]/IX of the monomials in1(IX )(δ,s)

≤d
are linearly independent over Fq, thus we get

dim(D(δ,s)
X (d)) = |1(IX )(δ,s)

≤d |.

�

Let

d̃ :=
n∑
i=1
i6=s

(di − 1)+ ds − δ.

Corollary 3.4: If d ≥ d̃ then D(δ,s)
X (d) = D(δ,s)

X (d̃), and

dim(D(δ,s)
X (d̃)) = (ds − δ + 1)

n∏
i=1
i6=s

di.

Also dim(D(δ,s)
X (d̃ − 1)) = dim(D(δ,s)

X (d̃))− 1.
Proof: From the above proof we get that if M ∈

1(IX )(δ,s)
≤d then degXs (M ) < ds−δ+1 and degXi (M ) < di for

all i ∈ {1, . . . , n} \ {s}. Thus if d ≥ d̃ we have 1(IX )(δ,s)
≤d =

1(IX )(δ,s)
≤d̃

which impliesD(δ,s)
X (d) = D(δ,s)

X (d̃). We also have
that

dim(D(δ,s)
X (d̃))

= |
{
Xa11 · · ·X

an
n | 0 ≤ ai < di, i = 1, . . . , n, i 6= s, and

0 ≤ as < ds − δ + 1} | = (ds − δ + 1)
n∏
i=1
i6=s

di

Observe that in 1(IX )(δ,s)
≤d̃

there is only one monomial of

degree d̃ , so that dim(D(δ,s)
X (d̃ −1)) = dim(D(δ,s)

X (d̃))−1. �
Now, for 1 ≤ d < d̃ (when d = 0we haveD(δ,s)(0) ' Fq),

we present a formula for the dimension of D(δ,s)(d) in terms
of the dimension of certain affine cartesian codes, and for that
we introduce some notation.
Definition 3.5: For s ∈ {1, . . . , n} we denote by Xs the

product

Xs = K1 × · · · × Ks−1 × Ks+1 × · · · × Kn.

In the next result we relate the dimension ofD(δ,s)
X (d) to the

dimensions of CX (d) and the affine cartesian code CXs (d).
Theorem 3.6: Let s ∈ {1, . . . , n} and let d be an integer

such that 1 ≤ d < d̃ . If 1 ≤ d < r = ds − δ + 1 then
dimFq D

(δ,s)
X (d) = dimFq CX (d), and if r ≤ d ≤ d̃ then

dimFq D
(δ,s)
X (d) = dimFq CX (d)−

δ−2∑
i=0

dimFq CXs (d−r − i),

(1)

where dimFq CXs (d−r − i) = 0 if d−r − i < 0.
If 1 ≤ d < r = ds − δ + 1 then from Definitions 2.2 and 2.3
we get that dimFq D

(δ,s)
X (d) = dimFq CX (d), so we assume

now that r ≤ d ≤ d̃ . Define the following sets:

�d = {(a1, . . . , an) ∈ Nn
| 0 ≤ ai < di , for

1 ≤ i ≤ n, a1 + · · · + an ≤ d};

�
(δ,s)
d = {(a1, . . . , an) ∈ �d | as ≤ ds − δ}.

From previous considerations we get that dimFq CX (d) =
|�d | and dimFq D

(δ,s)
X (d) = |�(δ,s)

d |.

VOLUME 10, 2022 39147



B. Andrade et al.: Family of Codes With Locality Containing Optimal Codes

For any (a1, . . . , an) ∈ �d we have that either as ≤ ds − δ
or as = ds − δ + 1+ i for some i in the range 0 ≤ i ≤ δ − 2
(because as ≤ ds − 1). If as = ds − δ + 1 + i = r + i then
we have

a1 + · · · + as−1 + as+1 + · · · + an ≤ d−r − i,

and for 0 ≤ i ≤ δ − 2 we define

�
(0)
s,d−r−i = {(a1, . . . , an) ∈ �d−r−i | as = 0},

so that �(0)
s,d−r−i = ∅ if i is such that d − r − i < 0.

Thus we have

|�d | = |�
(δ,s)
d | +

δ−2∑
i=0

|�
(0)
s,d−r−i|

and since dimFq CXs (d−r − i) = |�
(0)
s,d−r−i| for all

i ∈ {0, . . . , δ − 2} the above equation implies equation (1)
in the statement.

IV. MINIMUM DISTANCE AND OPTIMAL CODES
In this section we relate the minimum distance of D(δ,s)

X (d)
to the minimum distance of the affine cartesian code CX (d).
In what follows we denote byW (1)(C) the minimum distance
of a code C .
Let d be an integer in the range 1 ≤ d <

∑n
i=1(di−1), and

let k and ` be uniquely defined bywriting d =
∑k

i=1(di−1)+
`, with 0 < ` ≤ dk+1 − 1 (if d < d1 − 1 then take k = 0 and
` = d , if k + 1 = n then we understand that

∏n
i=k+2 di = 1).

We recall that

W (1)(CX (d)) = (dk+1 − `)
n∏

i=k+2

di (2)

(see e.g. [18, Theorem 3.8]).
Theorem 4.1: Let

d =
k∑
i=1

(di − 1)+ `

where 0 ≤ k < n and 0 < ` ≤ dk+1 − 1.
We have

W (1)(CX (d))

≤ W (1)(D(δ,s)
X (d)) ≤ m− dimFq D

(δ,s)
X (d)

−

(⌈
dimFq D

(δ,s)
X (d)

r

⌉
− 1

)
(δ − 1)+ 1. (3)

where m =
∏n

i=1 di, r = ds− δ+ 1 and for x ∈ R, dxe is the
smallest integer such that x ≤ dxe. If
(i) k + 2 ≤ n and dk+2 ≤ ds, or
(ii) ds ≤ dk+1 and 0 ≤ ds − (dk+1 − `) < r

then we getW (1)(D(δ,s)
X (d)) = W (1)(CX (d)).

Proof: Since D(δ,s)
X (d)⊂ CX (d), we have W (1)(CX (d))

≤ W (1)(D(δ,s)
X (d)). From Theorem 2.4 we know thatD(δ,s)

X (d)
is locally recoverable with locality (r, δ), so we may apply
[19, Theorem 2] and we get the second inequality of (3).

Assume that k + 2 ≤ n and dk+2 ≤ ds. We consider two
cases, s ≥ k+2 and s < k+2, let’s suppose first that s ≥ k+2.
Consider an element α = (α1, . . . , αn) ∈ X , and consider
distinct elements β1, . . . , β` ∈ Kk+1. Define the polynomial

f =
k∏
i=1

∏
α∈Ki
α 6=αi

(Xi − α) ·
∏̀
i=1

(Xk+1 − βi). (4)

Observe that f ∈ P (δ,s)
d so that 9(f ) ∈ D(δ,s)

X (d). Denoting
by w(v) the weight of a codeword v we have w(9(f )) =
W (1)(CX (d)), and we’re done. Assume now that s < k + 2,
from dk+2 ≤ ds we must have Ks = Kk+1 = Kk+2. Clearly
s ∈ {1, . . . , k + 1} so replacing Ks by Kk+2 in (4) we still
have f ∈ P (δ,s)

d and w(9(f )) = W (1)(CX (d)).
Finally suppose that (ii) is satisfied, i.e. s ≤ k + 1 and

0 ≤ ds − (dk+1 − `) < r , and to avoid overlapping with
the previous case we also assume that either ds < dk+2 or
n = k + 1. Now we take

f =
k+1∏
i=1
i6=s

∏
α∈Ki
α 6=αi

(Xi − α) ·
ds−(dk+1−`)∏

i=1

(Xs − βi),

where β1, . . . , βds−(dk+1−`) are distinct elements of Ks, and
again we have f ∈ P (δ,s)

d , 9(f ) ∈ D(δ,s)
X (d) and w(9(f )) =

W (1)(CX (d)). �
Following [19], we say that the code D(δ,s)

X (d) is optimal
if its minimum distance attains the upper bound presented in
the above theorem.
Corollary 4.2: The codes D(δ,s)

X (d̃) and D(δ,s)
X (d̃ − 1) are

optimal, and have minimum distance equal to, respectively,
δ and δ + 1.

Proof: We have

d̃ =
n∑
i=1
i6=s

(di − 1)+ ds − δ =
n−1∑
i=1

(di − 1)+ dn − δ

so from (2) we getW (1)(CX (d̃)) = dn− (dn− δ) = δ. On the
other hand, from Corollary 3.4 and the fact that r = ds− δ+
1 we get that the upper bound forW (1)(D(δ,s)

X (d̃)) in the above
theorem is

m− dimFq D
(δ,s)
X (d)−

(⌈
dimFq D

(δ,s)
X (d)

r

⌉
−1

)
(δ − 1)+1

=

n∏
i=1

di−(ds−δ+1)
n∏
i=1
i6=s

di−

 n∏
i=1
i6=s

di−1

 (δ − 1)+1 = δ

so W (1)(D(δ,s)
X (d̃)) = δ. In the same way one proves that

W (1)(D(δ,s)
X (d̃ − 1)) = δ + 1. �

One may check that if ds = dn and d ≤ d̃ then either
condition (i) or condition (ii) of the above Proposition is
satisfied, so we get W (1)(D(δ,s)

X (d)) = W (1)(CX (d)). In the
following section, among other results, we present some
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values for W (1)(D(δ,s)
X (d)) when we have W (1)(D(δ,s)

X (d)) >
W (1)(CX (d)).
Corollary 4.3: Let δ ≥ 2, n = 2, r = 2, s = 2, d1 ≤

d2 = δ+ 1 and q a prime power greater or equal than d2. For
1 ≤ d ≤ (d1 − 1) + (d2 − δ) = d1, the code D(δ,s)

X (d) is
optimal with minimum distance (d1 − d)(δ + 1).

Proof: From Corollary 4.2 for d = d1 − 1 and d = d1
the codeD(δ,s)

X (d) is optimal. If d < d1− 1 then from Propo-
sition 3.3 we get dimFq D

(δ,s)
X (d) = (d+2)(d+1)

2 −
(d)(d−1)

2 =

2d + 1 and from Theorem 4.1 we get W (1)(D(δ,s)
X (d)) =

(d1 − d)d2 = (d1 − d)(δ + 1).
From [19], the upper bound of D(δ,s)

X (d) is d1d2 − (2d +

1) −
(⌈

2d + 1
2

⌉)
(δ − 1) + 1 = (d1 − d)d2 = W (1)

(D(δ,s)
X (d)). �

V. FURTHER RESULTS ON THE MINIMUM
DISTANCE IN A SPECIAL CASE
In this section we assume that K1, . . . ,Kn are fields such that
K1 ⊂ K2 ⊂ · · · ⊂ Kn ⊂ Fq.
We write Aff(Fnq) for the affine group of Fnq, i.e. the

transformations of Fnq of the type α 7−→ Aα + β, where
A ∈ GL(n,Fq) and β ∈ Fnq.
Definition 5.1: The affine group associated to X is

Aff(X ) = {ϕ : X → X | ϕ = ψ|X with ψ ∈ Aff(Fnq)
and ψ(X ) = X }.

Let {e1, . . . , en} ⊂ Fnq be the canonical basis of Fnq, since
e1, . . . , en ∈ X we get that for each ϕ ∈ Aff(X ) there exists
only one ψ ∈ Aff(Fnq) such that ϕ = ψ|X .

Lemma 5.2: Let ψ ∈ Aff(Fnq) be given by α 7−→ Aα + β,
where

A =

a11 · · · a1n

:
. . . :

an1 · · · ann

 and β =

b1:
bn

 ,
and let ϕ = ψ|X . Then ϕ ∈ Aff(X ) if and only if the
following conditions are satisfied:
(i) for all i, j ∈ {1, . . . , n}, aij ∈ Ki, bj ∈ Kj and if Ki $ Kj

then aij = 0;
(ii) for all i ≤ j ∈ {1, . . . , n} such that Ki−1 $ Ki = Kj $

Kj+1 the square submatrix formed by entries auw with
i ≤ u,w ≤ j is invertible.
Proof: Let ψ : α 7−→ Aα + β ∈ Aff(Fnq) and suppose

that ψ|X = ϕ ∈ Aff(X ). For α = 0 we get ϕ(0) = β ∈ X ,
which implies bj ∈ Kj for all j ∈ {1, . . . , n}. We also get that
the transformation ψ0 : α 7−→ Aα ∈ Aff(Fnq) is such that
ϕ0 = ψ0|X ∈ Aff(X ).
Let {e1, . . . , en} ⊂ Fnq be the canonical basis of Fnq. For any

j ∈ {1, . . . , n} we get

ψ0(ej) =


a1j
a2j
:

anj

 ∈ X

and so aij ∈ Ki for all i ∈ {1, . . . , n}.

Let i, j ∈ {1, . . . , n} such that Ki $ Kj (so in particular
j > i) and choose γj ∈ Kj\Ki. From γjej ∈ X we get

ψ0(γjej) =


γja1j
γja2j
:

γjanj

 ∈ X

and, in particular, γjaij ∈ Ki which is only possible if aij = 0.
Assume that K1 $ Kn and let i0, . . . , it be integers such

that 0 = i0 < i1 < · · · < it = n, with Kiu+1 = · · · = Kiu+1
for all u = 0, . . . , t − 1 and Kiu $ Kiu+1 for all u ∈ {1, . . . ,
t − 1}. Then the matrix A can be written as

A =


B1 0 0 · · · 0
∗ B2 0 · · · 0
∗ ∗ B3 · · · 0
: : : : :

∗ ∗ ∗ ∗ Bt


where for all j = 1, . . . , t the matrix Bj is of size (ij −
ij−1)× (ij − ij−1). Since detA = detB1 · detB2 · · · detBt and
detA 6= 0 we get for all j = 1, . . . , t that Bj is invertible with
coefficients in Kij . Conversely, if (i) and (ii) are satisfied then
it is easy to see that ϕ ∈ Aff(X ). �
The affine group Aff(X ) acts over the set of polynomials

Fq[X1, . . . ,Xn] in the followingway. Let f ∈ Fq[X1, . . . ,Xn],
ϕ ∈ Aff(X ) and ψ ∈ Aff(Fnq) such that ψ|X = ϕ.
We define f ◦ ϕ ∈ Fq[X1, . . . ,Xn] as f ◦ ϕ(X1, . . . ,Xn) =
f (ψ(X1, . . . ,Xn)), where (X1, . . . ,Xn) is written as a column
vector.
Definition 5.3: We say that f , g ∈ Fq[X1, . . . ,Xn] are

X -equivalent if there exists ϕ ∈ Aff(X ) such that f = g ◦ ϕ.
In [9] affine cartesian codes were studied as images of

polynomial functions evaluated at the points of X , and
two polynomials define the same function if their differ-
ence belongs to IX . In the following result we rewrite
[9, Thm. 3.5] without using the function concept.

Theorem 5.4: Let d =
k∑
i=1

(di − 1) + `, 0 ≤ k < n and

0 < ` ≤ dk+1 − 1, the minimal weight codewords of CX (d)
are of the form 9(f ) where f ∈ Fq[X1, . . . ,Xn]≤d is such
that there exists g ∈ Fq[X1, . . . ,Xn], with f−g ∈ IX and g is
X -equivalent to a polynomial

h = σ
k+1∏

i=1,i6=j

(Xdi−1i − 1)
dj−(dk+1−`)∏

t=1

(
Xj − αt

)
,

where j ∈ {1, . . . , k + 1} is such that dj − (dk+1 − `) ≥ 0,
σ ∈ F∗q and α1, . . . , αdj−(dk+1−`) are distinct elements of Kj
(if dj − (dk+1 − `) = 0 we take the second product as being
equal to 1).

The following result describes a property of certain polyno-
mials of degree 1 which will be used in the next proposition.
Lemma 5.5: Let p = γ1X1 + · · · + γhXh + η ∈

Fq[X1, . . . ,Xn], where γ1, . . . , γh ∈ Fq and γh 6= 0.
Then there exists ϕ ∈ Aff(X ) and j ∈ {1, . . . , n} such that
Xj ◦ ϕ = p if and only if γi ∈ Kj for all i ∈ {1, . . . , h}, η ∈ Kj
and Kh = Kj.
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Proof: Assume that there exists ϕ ∈ Aff(X ) such that
Xj ◦ ϕ = p for some j ∈ {1, . . . , n}, and let ψ ∈ Aff(Fnq) be
such that ϕ = ψ|X . If ψ is given by α 7−→ Aα + β, then the
j-th row of A has to be (γ1, . . . , γh, 0, . . . , 0), so γi ∈ Kj for
all i ∈ {1, . . . , h}, likewise the j-th entry of β has to be η, so
that η ∈ Kj. From the general form of A, which was described
in Lemma 5.2 we get that Kh = Kj. The proof of the converse
is simple and follows from Lemma 5.2. �
Definition 5.6: A linear form L = γ1X1 + · · · + γhXh,

where γh 6= 0, γi ∈ Kj for all i ∈ {1, . . . , h} and Kh = Kj will
be called a X -linear form over Kj.
Proposition 5.7: Let f ∈ Fq[X1, . . .Xn] be a polynomial

of degree

d =
k∑
i=1

(di − 1)+ `,

where 0 ≤ k < n and 0 < ` ≤ dk+1 − 1. Assume that
no monomial in f is a multiple of Xdii , for all i = 1, . . . , n.

If w(9(f )) = (dk+1 − `)
n∏

i=k+2

di then there exists a mono-

mial in f of the form X
dj−(dk+1−`)
tj

k+1∏
i=1
i6=j

Xdi−1ti for some 1 ≤

j ≤ k + 1 such that dj ≥ dk+1 − `, where t1, . . . , tk+1
are distinct elements of {1, . . . , n} and Kti = Ki for all
i ∈ {1, . . . , k + 1}.

Proof: From (2) we get that w(9(f )) = W (1)(CX (d))
so from Theorem 5.4 there exist j ∈ {1, . . . , k + 1} and a
polynomial

g = σ
k+1∏
i=1
i6=j

((Li − αi)di−1 − 1)
dj−(dk+1−`)∏

s=1

(Lj − βs),

where σ ∈ Fq, β1, . . . , βdj−(dk+1−`) are distinct elements
of Kj, Li is a X -linear form over Ki and αi ∈ Ki for all
i ∈ {1, . . . , k + 1}, the forms L1, . . . ,Lk+1 are linearly
independent over Fq, and f−g ∈ IX . Since deg(g) = d we
get g ∈ Fq[X1, . . .Xn]≤d and 9(g) = 9(f ) ∈ CX (d).
Assume, for a moment, that there are at least two factors in

the first product in the definition of g, i.e. assume that there
exist u,w ∈ {1, . . . , k+1}with u < w and u,w 6= j. Observe
that evaluating the polynomial

((Lu − αu)du−1 − 1)((Lw − αw)dw−1 − 1)

at the points of X we get the value zero, except for those
P ∈ X where Lu(P) = αu and Lw(P) = αw, and at these
points we get 1. For any γ ∈ Kw we get the same results
evaluating the polynomial

((Lu − αu)du−1 − 1)((Lw − αw − γ (Lu − αu))dw−1 − 1)

at the points ofX . Thus we may replace, in the polynomial g,
the factor (Lw−αw)dw−1−1 by the factor (Lw−αw−γ (Lu−
αu))dw−1−1 obtaining a polynomial g̃ such that9(g̃) = 9(g),
and a fortiori g̃−g ∈ IX . This reasoning shows that we may

perform a Gaussian elimination process in the set {Li − αi |
i = 1, . . . , k + 1, i 6= j}, starting with the linear form with
the greatest index and proceeding to the linear form with the
least index, and find a set of k integers 1 ≤ t1 < · · · <

tj−1 < tj+1 < · · · < tk+1 ≤ n such that after the elimination
process we may assume that Li = Xti +

∑
w<ti,w/∈A aiwXw for

all i ∈ {1, . . . , k + 1}\{j}, where A = {ti | i = 1, . . . , j − 1,
j + 1, . . . , k + 1}. Observe that Kti = Ki for all i ∈ {1, . . . ,
k + 1} \ {j} and we still have

f − τ
k+1∏
i=1
i6=j

((Li − γi)di−1 − 1)
dj−(dk+1−`)∏

s=1

(Lj − βs) ∈ IX

for some τ ∈ Fq, and γi ∈ Ki for all i ∈ {1, . . . , k + 1} \ {j}.
Let i ∈ {1, . . . , k + 1}\{j} be such that Kti ⊂ Kj and let

ξ ∈ Kj, then the polynomials

((Li − γi)di−1 − 1)
dj−(dk+1−`)∏

s=1

(Lj − βs)

and

((Li − γi)di−1 − 1)
dj−(dk+1−`)∏

s=1

(Lj − βs − ξ (Li − γi))

yield the same value when evaluated at any P ∈ X ,
so their difference is in IX . As before, after a Gauss-Jordan
elimination process, we may assume that Lj = Xtj +∑

w<tj,w/∈A aj,wXw, with tj /∈ A and Ktj = Kj. Again,

f − η
k+1∏
i=1
i6=j

((Li − γi)di−1 − 1)
dj−(dk+1−`)∏

s=1

(Lj − θs) ∈ IX .

still holds, for some η ∈ Fq and θs ∈ Kj, s = 1, . . . , dj −
(dk+1−`). Taking the lexicographic order where X1 < · · · <
Xn, we get that the leading monomial of the right hand side
polynomial in the above difference is

M = X
(dj−(dk+1−`)
tj

k+1∏
i=1
i6=j

Xdi−1ti .

Since the remainder in the division of f − g by the Gröbner
basis {Xd11 −X1, . . . ,X

dn
n −Xn} is zero, andM is not a multiple

of Xdii for all i = 1, . . . , n, we get that this monomial must
also appear in f . �
We apply the above result to obtain a converse to

Theorem 4.1.
Theorem 5.8: Assume that K1, . . . ,Kn are fields such that

K1 ⊂ K2 ⊂ · · · ⊂ Kn ⊂ Fq. Let d =
k∑
i=1

(di − 1) + ` where

0 ≤ k < n and 0 < ` ≤ dk+1 − 1. If W (1)(D(δ,s)
X (d)) =

W (1)(CX (d)) then one of the following conditions must hold:
(i) k + 2 ≤ n and dk+2 ≤ ds;
(ii) ds ≤ dk+1 and 0 ≤ ds − (dk+1 − `) < r .
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Proof: Suppose that condition (i) is not satisfied, then
n = k + 1 or ds < dk+2, which implies, in both cases, that
ds ≤ dk+1. If condition (ii) is also not satisfied we must then
have ds − (dk+1 − `) < 0 or r ≤ ds − (dk+1 − `). Thus if
conditions (i) and (ii) are not satisfied, then n = k + 1 or
ds < dk+2, and ds − (dk+1 − `) < 0 or ds − (dk+1 − `) ≥ r .
We assume thatW (1)(D(δ,s)

X (d)) = W (1)(CX (d)) holds, and
let f ∈ P (δ,s)

d be a polynomial of degree d such that

w(9(f )) = W (1)(CX (d)).

From Proposition 5.7 there exists a monomial in f of the
form

Mj = X
dj−(dk+1−`)
tj

k+1∏
i=1
i6=j

Xdi−1ti

for some 1 ≤ j ≤ k + 1 such that dj ≥ dk+1 − `, where
t1, . . . , tk+1 are distinct elements of {1, . . . , n} and Kti = Ki
for all i ∈ {1, . . . , k + 1}.

If n = k + 1 then {t1, . . . , tk+1} = {1, . . . , k + 1}, which
implies that s = ti for some i ∈ {1, . . . , k + 1}. If degXs Mj =

ds − 1 then degXs Mj ≥ ds − δ + 1, and if degXs Mj = ds −
(dk+1 − `) then we cannot have ds − (dk+1 − `) < 0 so we
must have ds− (dk+1−`) ≥ r , which leads to a contradiction
since we also must have degXs Mj < ds − δ + 1 = r .
Thus we suppose now that k + 1 < n and ds < dk+2. Let

u be the integer such that s < u ≤ k + 2 and du−1 < du =
dk+2. From the definition of the set {t1, . . . , tk+1} we have,
in particular, that Kti = Ki for all i ∈ {1, . . . , u− 1}, so s = ti
for some i ∈ {1, . . . , u − 1} ⊂ {1, . . . , k + 1}. As above,
analysing the degree of Mj we get f /∈ P (δ,s)

d , which finishes
the proof. �
Thus, if conditions (i) and (ii) of the above theorem

are not satisfied, then from Theorem 5.8 we get that
W (1)(D(δ,s)

X (d)) > W (1)(CX (d)). Since D(δ,s)
X (d) ⊂ CX (d)

we must have W (1)(D(δ,s)
X (d)) ≥ W (2)(CX (d)) where

W (2)(CX (d)) denotes the second lowest codeword weight in
CX (d), also called next-to-minimal weight of CX (d). The
values for W (2)(CX (d)) were determined in the series of
papers [6], [8] and [10]. These papers contain, in particu-
lar, the values for the special case where X = Fnq, which
had already been determined by a combination of results by
several authors – the reader may find a historical survey of
these results in [9]. From these papers, we get that, writing

d =
k∑
i=1

(di− 1)+ ` where 0 ≤ k < n and 0 < ` ≤ dk+1− 1,

the values forW (2)(CX (d)) are as follows:
1) if n = k + 1 then (see [6, Theorem 2.6])

W (2)(CX (d)) = dn − `+ 1;

2) if 3 ≤ d1 ≤ · · · ≤ dn and either ` = 1 and dk+1 <
dk+2, or ` ≥ 2 then (see [8, Theorem 3.10])

W (2)(CX (d)) = (dk+1 − `+ 1)(dk+2 − 1)
n∏

i=k+3

di;

3) if 4 ≤ di = q for all i ∈ {1, . . . , n} and ` = 1 then (see
e.g. [10, Theorem 3.5])

W (2)(CX (d)) = qn−k ;

4) For all other cases where dk+1 = dk+2, ` = 1 and
3 ≤ d1 ≤ · · · ≤ dn then (see [10, Theorem 3.5])

W (2)(CX (d)) = (d2k+1 − 1)
n∏

i=k+3

di.

Corollary 5.9: Assume that n = k + 1 or 3 ≤ d1 ≤ · · · ≤
dn, if the conditions (i) and (ii) of the above proposition are
not satisfied and ds − (dk+1 − `) = r thenW (1)(D(δ,s)

X (d)) =
dn − `+ 1 if n = k + 1;

(dk+1 − `+ 1)(dk+2 − 1)
n∏

i=k+3

di if n > k + 1.

Proof: If (i) and (ii) of Theorem 5.8 are not satisfied,
then, as in the above proof we get that n = k+1 or ds < dk+2,
and ds−(dk+1−`) < 0 or ds−(dk+1−`) ≥ r . These last two
inequalities we replace by the hypothesis ds−(dk+1−`) = r .

Let

g =
k+1∏
i=1
i6=s

(Xdi−1i − 1) ·
ds−(dk+1−`)−1∏

h=1

(Xs − βh),

then deg(g) =
∑k+1

i=1, i6=s(di − 1) + ds − (dk+1 − `) − 1 =∑k
i=1(di−1)+`−1 = d−1 (if ds− (dk+1−`) = 1 then we

take the second product in the definition of g as being 1 and
still get deg(g) = d−1). Clearly g ∈ P (δ,s)

d since degXs g < r .
Suppose that n = k + 1, since w(9(g)) = dk+1− `+ 1 we

must have W (1)(D(δ,s)
X (d)) = W (2)(CX (d)) (from the above

data on W (2)(CX (d)).
We now treat the case where k + 1 < n, then we have

ds < dk+2, and from the hypothesis we also have 3 ≤
d1 ≤ · · · ≤ dn. Assume that dk+1 < dk+2 and let f =
g.Xk+2, then deg(f ) = d and f ∈ P (δ,s)

d , from w(9(f )) =
(dk+1−`+1)(dk+2−1)

∏n
i=k+3 di we getW

(1)(D(δ,s)
X (d)) =

W (2)(CX (d)). In the case where dk+1 = dk+2 from ds < dk+2
and ds−(dk+1−`) = `−(dk+2−ds) = r ≥ 1 we see that we
must have ` ≥ 2, so again we have w(9(f )) = W (2)(CX (d)),
which finishes the proof. �

VI. EXAMPLES
In this section we present some tables with numerical data
obtained from the above results and we also do some com-
parisons with other works. In the tables, we use the fol-
lowing notation: m = |X | is the length of D(δ,s)

X (d), κ =
dimFq D

(δ,s)
X (d), v = W (1)(CX (d)), w = W (1)(D(δ,s)

X (d)) and

we denote by N = m − κ −
(⌈κ

r

⌉
− 1

)
(δ − 1) + 1 the

upper bound for the minimum distance, which appears in
Theorem 4.1. In the tables d runs in the range 1 ≤ d ≤ d̃ .
When w 6= v then w ≥ W (2)(CX (d)) and in Section 5 the
values for W (2)(CX (d)) are presented. When w 6= v and we
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TABLE 1. X := F7 × F49.

TABLE 2. X := F5 × F25 × F25.

TABLE 3. X := A1 × A2, |A1| = 10, |A2| = 13 and q ≥ 13.

are in the hypotheses of Corollary 5.9, then we write the true
value of w. In the table 1, for the d presented we always have
w = v. In the table 2, for some values of d we have w 6= v.
From Corollary 4.3 we get optimal codes where the mini-

mum distance is a multiple of δ+ 1, see for example Table 3.
Optimal codes have been the object of active investigation

(see e.g. [4], [5], [11]–[13] and [17], among many other
papers). We finish this section with comparisons of our codes
with codes which appear in some of the papers above.

In [13, Corollary 1], the authors find optimal codes with
minimum distance equal to δ + 1, δ + 2 and 2δ, while in
Corollary 4.2 we have optimal codes with minimum distance
equal to δ and δ+1, and in Corollary 4.3 we construct optimal
codes whose minimum distance may be adjusted to be one
among several multiples of δ + 1.
In [4, Example 1] the authors present an optimal code with

parameters [12, 5, 4] and (r, δ) = (2, 3). In this case the
minimum distance is 4 = δ+1. FromCorollary 4.3, choosing
(d1, d2) = (3, 4) and the same locality (r, δ) we get the same
code as in the abovementioned example, among three optimal
codes with parameters [12, 3, 8], [12, 5, 4] and [12, 6, 3].
Finally we observe that in [11], the authors present cyclic

optimal (r, δ)-LRC codes such that the length divides q+ 1,
while the length of our codes has no such restriction.
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