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ABSTRACT Wireless sensor networks (WSN) are important communication components of an internet of
things (IoT). With the development of IoT and the increasing number of connected devices, network structure
management and maintenance face the serious challenge of energy consumption. By balancing the network
load, the energy consumption can be improved effectively. In the conventional WSN architecture, the two
prerequisites of the load-balancing mechanism, flexibility and adaptability, are difficult to achieve. software-
defined networking (SDN) is a novel network architecture that can promote flexibility and adaptability
using a centralized controller. In this paper, a novel SDN architecture aimed at reducing load distribution
and prolonging lifetime is proposed, which consists of different components such as topology, BS and
controller discovery, link, and virtual routing. Accordingly, a new mechanism is proposed for load-balancing
routing through SDN and virtualization. Through direct monitoring of the link load information and the
network running status, the employed OpenFlow protocol can determine load-balancing routing for every
flow in different IoT applications. The flows in different resource applications can be directed to a base
station (BS) via various routes. This implementation reduces the exchange of network status and other
relevant information. Virtual routing aims to weigh forward nodes and select the best node for each IoT
application. The simulation results show the distribution of load over the network in the proposed algorithm
and are characterized by the balanced network energy consumption, but also it prolongs network lifetime in

comparison to the LEACH, improved LEACH, and LEACH-C algorithms.

INDEX TERMS 10T, load balancing, routing, SDN, WSN.

I. INTRODUCTION

In recent years, IoT has been the subject of extensive research
and industrialists [1], [2]. It connects millions of devices
to the Internet via networking. The connection of various
devices to the IoT would create a heterogeneous system.
Located in an environment, [oT devices usually consist of
sensor nodes, agents, RFIDs, etc. [3]-[5], which can observe,
analyze, and decide on the information collected from the
network. With the dispersion and development of the IoT net-
work, the amount of generated data by the network increases.
As a result, it is difficult to manage, control, and secure
devices in a heterogeneous network [6]. Managing a het-
erogeneous and geographically distributed network struc-
ture mounts a technical challenge, especially in dynamic
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environments [7]. Given the nature of devices, it is impossible
to make extensive changes to support this kind of network.
SDN [8] is a novel technology to meet IoT requirements
in terms of flexibility and management of heterogeneous
devices [9], [10]. SDN manages these devices and generates
large volumes of data by separating the data plane from the
control plane, connecting them through the southbound inter-
face of OpenFlow [11], and performing centralized control
in a global network view. These devices are connected via
a WSN, which is a well-known IoT connection participator
[12], [6]. Given enormous data and energy constraints in
WSNs, a solution should be proposed to balance the net-
work energy consumption and prolong the network lifetime.
Routing is an option for energy consumption reduction [13].
The network energy consumption can be balanced via cor-
rect routing. Several routing protocols prolong the network
lifetime by forwarding data that usually employ hierarchical
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clustering algorithms. The topology-control structure can
help balance limited energy consumption [14].

The Low-Energy Adaptive Clustering Hierarchy (LEACH)
[15] protocol is a common algorithm for effective routing.
By selecting a random Cluster Head (CH) in different rounds,
the LEACH protocol distributes the energy consumption of
the network. However, this protocol has three major draw-
backs: 1) it fails to consider the energy factor in the nodes;
2) although CHs are connected to the base station (BS)
through single-hop communications, the protocol does not
consider CH-BS distance, and 3) since CH changes in every
round and the cluster network are updated, the energy con-
sumption is high. Irrespective of the nodes’ conditions, it is
not an optimal choice for CH and path. Considering the
optimal number of clusters for the protocol improvement,
LEACH centralized (LEACH-C) [16] provides a centralized
controller protocol in the BS. A node with a low energy level
is not authorized to become a CH. This protocol uses the sum
of mean distances between nodes and a CH for clustering.

For the CH selection phase, LEAC-C uses node energy and
position to save energy. The main drawback of LEACH-C
is that it overlooks energy consumption in the data transfer
mode. In this protocol, a CH communicates directly with
the BS without considering energy, CH position, and the
amount of data that should be transferred. Thus, this protocol
is not optimal in terms of energy consumption. Based on
LEACH, another algorithm known as improved LEACH was
proposed [14], which selects the path with minimum energy
cost from the source to the BS. This protocol considers node
energy and position to select a CH, connects every node to
a CH, and performs clustering based on distances between
nodes and data transfer energy consumption. Considering
their energy and distances from the BS, CHs might be unable
to communicate directly with the BS in this protocol. Instead,
they use neighboring clusters as relay nodes to communicate
with the BS. All of these protocols have a local view in data
forwarding. However, for appropriate routing, a global view
of the network is needed, which could be achieved by SDN.

This paper draws on the advantages of SDN and virtualiza-
tion to propose a novel routing protocol based on load balanc-
ing and virtualization. The SDN controller requires the global
view of the network for optimal routing, which is provided by
reducing the number of messages exchanged between nodes
to discover the topology, identify neighbor nodes, and detect
the BS. In most of the proposed SDN-related protocols, the
controller, by sending a message to the nodes, determines how
far they are from the controller. Each node then sends mes-
sages to adjacent nodes to detect its neighbor nodes. Based on
these messages, the energy and distance from neighbor nodes
are recorded in the node’s neighbor table. Afterward, nodes
send their neighboring tables to the controller to develop
the network topology. These steps are taken through the
exchange of messages in the network. This study proposes a
method to reduce the number of messages, and consequently
energy consumption and balance data where all these steps
are incorporated in one algorithm. The controller does not
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need the entire neighboring tables for topology discovery
because a large portion of data in those tables is redun-
dant. In this method, the controller allocates weight to each
node based on its parameters and connects links for routing.
A coefficient is also allocated to each parameter based on
specific applications using the analytical hierarchy process
method (AHP-express) [17]. Nodes with lower weights are
selected for routing based on [oT applications and objectives.
Therefore, this paper aims to address the following objectives
and contributions:

« Developing a novel centralized architecture for different
IoT applications through virtualization and SDN to pro-
long the network lifetime;

« Proposing a novel algorithm for the discovery of BS and
neighboring nodes by other nodes to decrease the num-
ber of messages sent and network energy consumption;

« Proposing a novel algorithm for topology discovery by
the controller to decrease network energy consumption;

« Proposing a novel routing algorithm including network-
related metrics and node weighting to distribute and
balance the network load;

The rest of this paper is organized as follows.
Section 2 reviews a few related works regarding SDN-based
and WSN-based routing protocols with traffic load solutions.
The system framework is presented in Section 3. The novel
routing algorithm is discussed in Section 4. The forward
metric is introduced in Section 5. Efficiency evaluation
is performed in Section 6. Finally, conclusions are drawn
in Section 7.

Il. RELATED WORKS

The lifetime of a WSN depends on the energy capacity of
its nodes. Several algorithms have been proposed for energy
efficiency. Since the communication unit consumes more
energy than the data collection and processing unit, the bulk
of research has focused on routing and data transfer for
energy consumption reduction [18]. Energy-efficient routing
protocols are classified into four categories [19]: 1) network
structure, 2) communication model, 3) topology-based, and
4) reliable routing.

Most routing algorithms are based on distribution, which
consumes excessive energy due to the exchange of several
messages. Therefore, centralized algorithms have low over-
head and low failure probability on routes [20].

Load balancing is an energy-efficient method for routing.
In many studies, load balancing has been utilized for energy
efficiency. Load balancing pursues four goals: 1) resource
utilization, 2) quality of service, 3) resilience, and 4) scala-
bility [21]. Every algorithm achieves at least one of the above
goals. In this section, some relevant papers are reviewed
Table 1 presents a brief overview of these papers, whereas
Fig. 1 describes the algorithms briefly in terms of different
goals.

In [22], an intelligent routing scheme based on Deep
Reinforcement Learning (DRL) is proposed for loT-enabled

VOLUME 10, 2022



E. Hajian et al.: Mechanism for Load Balancing Routing and Virtualization Based on SDWSN

IEEE Access

WSNs, which significantly reduces delay and increases net-
work lifetime. The proposed algorithm divides the whole
network into different unequal clusters depending on data
load in the sensor node, which significantly prevents the
immature death of the network. The experimental results
demonstrate the efficiency of the proposed scheme in terms of
the number of alive nodes, packet delivery, energy efficiency,
and communication delay in the network.

A hierarchical SDN-based approach [23] is proposed
to accelerate data management and balance load not only
between IoT devices in a single domain but also between
different network clusters. The proposed framework pre-
vents the controller from transforming into a single point
of failure 2 allowing the application of different kinds of
management and load balancing strategies in a hierarchical
and multistep scenario. According to experimental results,
their algorithm reduced the average turnaround and waiting
time and improved the processing performance. Furthermore,
the proposed approach distributes tasks evenly throughout the
network and improves the use of network resources.

A fuzzy topology discovery protocol (FTDP) has been
proposed in [24] to tackle the energy-efficiency issue in a
WSN setup by integrating SDN and WSN, which gave rise
to a more robust system, software-defined wireless sensor
network (SDWSN).

The purpose of the FTDP is to choose the best new hop
of the decision parameters in the case of the remaining
energy(RE), the node cost(NC), the number of neighboring
nodes(NN), and the queue length(QL) in the SDWSN design.

In FTDP, the sink gets information about the nodes and
decision parameters. At that point, the information is trans-
mitted to the controller and the controller uses the fuzzy
system and the information to decide on the next hop.

In [25], the authors focused on an SDN Based Load
Balancing (SBLB) service, in which minimized response
time and maximized resource utilization are considered for
users on cloud servers. SBLB is constituted by an application
module that runs along with an SDN controller and server
pools to connect to the controller through SDN-enabled
switches. The application module contains a dynamic load
balancing module, a monitoring module, and a service clas-
sification module. All messages are handled in real-time
and the host pool is maintained by the controller. Also,
the algorithm decreases the average response and reply
time.

An energy-efficient data collection technique via definite
sensing control in two-level IoT-enabled software-defined
heterogeneous WSN (2SD-HWSN) is formulated in [26] as
an optimization problem, with transmission distance from
smart sensors, residual energy of sensors, and load based
on node density. The proposed algorithm is divided into
two: set-up and transmission phases. In the set-up phase, the
control server (CS) elects the best-suited control nodes (CNs)
and sets up a schedule for coordinating data transmission.
Further, normal nodes join appropriate CNs based on dis-
tance and residual energy. This way, CNs form clusters, and
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route sensed data during the transmission phase. Therefore,
an alternative nature-inspired algorithm, that is, grey wolf
optimization (GWO), is hybridized with particle swarm opti-
mization (PSO) using a low-level co-evolutionary technique
to improve its overall performance. This hybrid variant of
GWO, known as HGWO-BC, offers balanced clustering (BC)
via novel fitness function design.

In [27], a cluster-based flow control approach in hybrid
SDNss is proposed to reduce the number of control messages.
The algorithm is hybrid in the sense that it exploits distributed
legacy routing and centralized SDN routing. In addition,
it creates a trade-off between the granularity of flow control
and communication overhead induced by the SDN controller.
This approach partitions a network into clusters with a mini-
mum number of border nodes. Instead of handling individ-
ual flows in each node, the SDN controller only manages
incoming and outgoing traffic flows of clusters by border
nodes, while the flows inside each cluster are controlled by
a distributed legacy WSN routing algorithm.

Several energy spaces have been considered in [20] based
on the residual energy of nodes. In this method, the nodes
communicate with each other in different spaces via wireless
links, and the controller utilizes spaces with a higher energy
rate for routing, if possible.

In [28], a Hybrid Fog-Cloud Offloading (HFCO) is intro-
duced, where the tasks associated with complex applications
are offloaded to the cloud servers to be executed and the
results are sent back to the corresponding applications. It is a
novel solution for sophisticated applications in IoT, where the
IoT node is capable of offloading tasks to the best fog node
or the cloud-based on the requirements of applications and
conditions of the nearby fog nodes. In addition, fog nodes
can offload tasks to each other or the cloud to balance the
load and improve existing conditions, thereby allowing tasks
to be executed more efficiently. The problem is formulated
as a Markov Decision Process (MDP). Besides, a Q-learning-
based algorithm is presented to solve the model and select the
optimal offload policy. Numerical simulation results suggest
that the proposed approach is superior to other methods in
terms of lower delay, more executing tasks, and a balanced
load.

A new energy-aware network topology obfuscation mech-
anism is proposed in [29], which maximizes the attack
costs and is efficient and practical to be deployed. Network
topology obfuscation is generally considered a promising
proactive mechanism to mitigate traffic analysis attacks. The
main challenge is to strike a balance among energy con-
sumption, reliable routing, and security levels due to resource
constraints in sensor nodes. first, a route obfuscation method
is proposed by utilizing ranking-based route mutation, based
on four different critical criteria: route overlapping, energy
consumption, link costs, and node reliability. Then, a sink
node obfuscation method is introduced by selecting several
fake sink nodes that are indistinguishable from actual sink
nodes, according to the k-anonymity model. As a result, the
most suitable routes and sink nodes can be selected, and the
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highest obfuscation level can be reached without sacrificing
energy efficiency.

In [30], SDN load balancing is carried out by determining
the total number of demands and calculating the mean num-
ber of demands for every controller. The service-based link
load balancing is then performed through link weight, which
is determined by delay, loss rate, and bandwidth.

In [31] an optimized load balancing-based Admission
Control Mechanism (Opt-ACM) is proposed for effective
network flow management to decrease network congestion.
To validate the efficiency of Opt-ACM, an optimization prob-
lem based on Mixed-Integer Linear Programming (MILP)-is
formulated and tested using a well-known mathematical opti-
mization solver called Gurobi.

A novel Efficient SDN-Based Wireless Sensor Network
Architecture (ESD-WSN) has been proposed in [10] based
on SDWSN and IoT by proxies. High-energy proxy nodes
are selected to process control traffic and data aggregation.
Proxies are determined in different rounds, and the proxy
node assumes some of the controller’s responsibilities.

In [32], a new routing algorithm has been proposed for IoT
applications in wireless mesh networks through clustering.
In this algorithm, the cluster head node and the relay node
are employed to decrease the number of exchanged messages.
The relay node can be used for inter-cluster communications.

In [33], the authors proposed reducing the flow table size
and the number of its elements to decrease energy consump-
tion. In this algorithm, flow entries with high probability
remain in the table and other entries are deleted. If no
entries in the flow table correspond during a specific interval,
they are removed from the table by the Hidden Markov
Model (HMM).

QoS-based routing protocol for Software-Defined Wire-
less Sensor Networks (QSDNWISE) is a novel architecture
proposed in [34] for appropriate routing. In this architecture,
a large number of clusters and cluster heads are utilized
around the sink based on the high energy consumption of
nodes. Separating data types, the algorithm performs inde-
pendent routing for each data type.

Sink and controller localization and their optimal quanti-
ties were determined in [35] to reduce energy consumption.
In this method, the number of source node hops from the sink
and the controller declines, leading to lower energy consump-
tion. Moreover, optimal quantities of sinks and controllers are
employed to reduce their workload.

In [36], the number of flows is computed for load balancing
using the number of links between controllers and between
switches and controllers. A larger bandwidth with countless
links can transfer a larger flow. Therefore, this parameter can
be used to reduce the flow and perform load balancing.

To reduce the total load-energy cost, [37] exploits data
traffic in WSN. For this purpose, the queue length of nodes
and their residual energy are used.

A routing protocol is proposed in [38] based on virtualiza-
tion and SDN. This algorithm employs Destination Oriented
Directed Acyclic Graph (DODAG), which uses several routes
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for a specific source and a specific destination. In this routing
protocol, specific weight is allocated to each node based on
node congestion, link congestion, and energy to select its
parent. Low-weight nodes are considered as parents.

The SDN Multiple Controller Load Balancing Strategy
Based on Response Time (SSMCLBRT) protocol based on
the response time is proposed in [39]. This protocol assigns
a response time threshold for every controller. When the
response time of a controller exceeds the threshold, the con-
troller is said to be in overload conditions. The response time
is defined as the difference between the packet-in transmitting
and the packet-out receiving time by the controller. For this
problem to be solved, the worst overloaded controller switch
needs to migrate to controllers of lower overloads.

Dynamic load balancing is proposed in [40] for several
controllers. By regulating the controller domain and improv-
ing the clustering effect, it assigns switches to the controllers
of smaller domains. The Breadth-First Search (BFS) is used
in different subdomains to assign switches to controllers in
this algorithm. Also, considering the logical number of con-
trollers, this algorithm performs the optimal switch-controller
mapping to reduce communication costs and delays between
switches and controllers.

Ill. SYSTEM FRAMEWORK

Fig. 2 shows the proposed SDN-based WSN model. In this
model, the main idea is to separate the logic of control and
data. The centralized controller aims to control nodes and
the network, which is performed by the global network view.
The proposed model consists of three planes, i.e. application
plane, data plane, and control plane.

The application plane includes definitions, goals, services,
and network functions, and the control plane covers man-
agement, information configuration, and the selection of
forwarding nodes. Finally, the data plane is responsible for
sensing and forwarding information. There are three major
roles in this model including the models represented in [41],
[42]: controller node, BS node, and SDN nodes. In these
models, several BS nodes are used. The only difference is
that, unlike previous models, each node can send information
to several BS nodes in the proposed model. Using multiple
BSs, the load is distributed and overloading is prevented in a
BS. However, there is a need for new routing at any time to
specify BS to send data from each node. Fig. 2 illustrates the
part of the network model.

As the main controller of the network, the controller node
is in charge of topology development and routing using the
network states. It is also responsible for the management of
the whole network and control functions. BS nodes are the
network base stations, and all information is finally transmit-
ted to one of these stations. The SDN node, resembling the
OpenFlow switch in SDN, includes flow tables, and processes
input flows based on the flow table. These nodes are respon-
sible for matching and forwarding data streams in the WSN.

SDN is mainly characterized by separating the control
plane from the data plane. With the global network view
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TABLE 1. An overview of papers related to load balancing in SDWSN.

Load
Year | Parameter Feature Balancing on Controller | Routing | Clustering | Ref.
Node or
Controller
2021 | Node congestion Clustering based on Node x 4 4 [22]
network load
Distribution of tasks
2021 Number of and the use of Node One 4 x [23]
activities controller
resources
Energy, Queue Reducing the energy
length, and consumption with One
2022 | Number of th Node controller X X [24]
neighboring i € fuzzy topololgy
nOdeS 1Scovery pI'OtOCO
Reduction of response
2021 Network time and resource Node One X X [25]
congestion o controller
utilization
Distance, Control nodes'
Energy, and selection, Load One v v
2022 Load based on balancing, and Energy Node controller [26]
node density cost optimization
2021 | Number of flows Reducing the number Node One 4 v [27]
of controller messages controller
High-energy node One v v
2017 | Energy routing Node controller [20]
2021 Numbg:r of Offloading tasks to Node o v “ 28]
activities other nodes
Route
overlapping, )
2022 | Energy, Link Energy-aware network Node One v x [29]
topology obfuscation controller
costs, and node
reliability
Dividing flow and Multiple v
2018 ) decreasing traffic Node controllers ) [30]
Network One
2021 . Flow management Node X x [31]
congestion controller
Network load One
i v
2018 | Energy balancing th'rough the | Node controller x [10]
proxy selection
Using relay node and
2018 | Node traffic cluster head for Node x v v [32]
routing
2019 ngh-probablhty Reducmg flow table Node One “ “ [33]
entries size controller
Separating traffic | Increasing the number One
2019 | rates of time and | of clusters around the | Node v v [34]
N . controller
reliability sink
2018 Number of hops— Cont.roll(.:r and sink Node and Multiple v » [35]
traffic localization controller controllers
Number of links . . Multiple
v v
2020 and bandwidth Passing flow reduction | Node controllers [36]
2020 Energy a nd node Balance routing Node x 4 x [37]
congestion
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TABLE 1. (Continued.) An overview of papers related to load balancing in SDWSN.

Link congestion .
2016 | and node DODAG and virtual Node One 4 v [38]
. routing controller
congestion
Switching migration to .
2018 | Response time the controller with a Controller Multiple X v [39]
controllers
lower load
Sam:;?tue:nd Switching to a Multiple
2019 pacity and controller with a lower | Controller P X v [40]
traffic emission controllers
load
delay
Residual Routing different
energy,Queue applications via Node One v v Proposed
size, ,Bandwidth | different weights of controller Algorithm
,Delay nodes
=D
Proposed
Load Balancing

Bandwidth
Utilization

FIGURE 1. The tree diagram schema of studies reviewed by the authors.

and the network topology and information available, the
controller tries to develop load balancing routing to forward
packets.

IV. THE PROPOSED LOAD BALANCING

ROUTING ALGORITHM
This section introduces the proposed algorithm in which

different routes are used for data routing with different QoSs.
An objective function is employed to route data with differ-
ent QoSs. For instance, in previous algorithms, an objective
function might reduce energy, but the end-to-end delay could
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be increased by finding the correct route from a node to the
BS. Therefore, this mounts a serious challenge. The proposed
method identifies an objective function for data with different
applications in routing.

To do so, the controller must collect network information,
forward it to the controller, develop a topology structure, and
finally perform routing. Each of these steps is performed by
a specific module.

According to Fig. 3, the system architecture consists of
three modules for nodes and three main modules for the
controller.
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FIGURE 2. The part of the SDN-based WSN model.

The discovery module of BS, controller and neighbor
nodes are in the data plane, whereas the discovery module of
link, topology discovery, and virtual routing are in the con-
troller. These modules are discussed in detail in the following
subsections.

A. DISCOVERY MODULE OF BS, CONTROLLER, AND
NEIGHBOR NODES

These three modules are integrated into a single module to
be performed in one algorithm. This module is responsible
for the discovery and maintenance of the neighbor nodes’
tables, BS discovery, and controller discovery. In previous
algorithms such as [20], [43], the discovery of neighbor
nodes, controller, and BS is performed separately by sending
separate messages. For this action, a message is sent from a
controller with zero hops to discover the controller and the
path. Upon reaching each neighboring node, the number of
unit steps is added and the ID of the neighboring node along
with the number of steps to the controller are stored in the
routing table. Each node then sends this message to neighbor-
ing nodes. Thus, by broadcasting this message, all nodes will
identify their path to the controller. Also, to discover neigh-
bors, nodes re-send a message to their neighbors, requesting
their energy and the number of steps to the controller.

When a reply is sent to this message by the neighbors,
the neighbors’ table is formed based on the neighbor ID
and its information. Therefore, in the previous methods, it is
necessary to send several messages in the network for each
operation, which consumes more energy. In the proposed
algorithm, however, all operations are carried out by trans-
ferring fewer messages and lowering energy consumption.
For this purpose, the controller sends a topology discovery
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message to the BS. In this message, the number of hops to
the BS is considered zero. The BS sends this message to
its neighbor nodes (SDN nodes). The message contains the
sender node’s ID, its energy, and the number of hops that
are sent to the specified BS. After receiving this message, the
receiver node develops the neighbor table’s entries including
the sender node’s ID, energy, and the number of hops to
the BS. The number of hops is updated by adding one unit,
which is sent along with the latter node’s energy and its ID to
the neighbors. When this message is broadcasted throughout
the network, all nodes complete their neighbor tables with
specific entries for each neighbor node. The output of this
algorithm is a three-dimensional array INFO[n][n] [2]. n rep-
resents the number of nodes. The first and second dimen-
sions are related to the proximity of nodes, which is set to
1 for adjacent nodes, and the third dimension is activated
by the remaining energy and the number of hops. If non-
adjacent node, there is no third dimension and the dimension
is considered zero.

After the completion of these steps, every node identifies
its neighbors, the number of their hops to the BS, and their
energy levels. As a result, the neighbor nodes, BS, and con-
troller are discovered. The proposed algorithm, by sending
one message from the controller to nodes and the broad-
casting message, discovers neighbor nodes, the controller,
and BS. Thus, by reducing the number of messages sent,
it decreases energy consumption.

B. LINK DISCOVERY MODULE
This module is responsible for discovering and maintaining
the status of all physical links in the network.

In previous algorithms [43], nodes send the information of
all neighbors to the controller, but in the proposed algorithm,
when the previous step is finalized, nodes only send the infor-
mation of neighbors with a lower ID number to the BS and
the controller that it is in the third dimension INFO[n][n] [2]
and includes their energy and number of hops. This can
prevent the sending of duplicate data from different nodes.
For instance, the link between nodes 1 and 2 is only sent
once by node 2. The controller then recognizes the presence
or absence of links between nodes. The links in the network
are of two-way data type.

C. TOPOLOGY DISCOVERY MODULE

This module is responsible for developing and maintaining
the network topology. When the previous steps are finalized,
the controller develops topology by discovering the links
between nodes based on the global network view. Then, the
controller realizes the formation of nodes and BSs as clusters
as well as the common node between clusters. Since there
are no mobile nodes in the network, the topology remains
constant until a node loses its energy and leaves the cycle.

D. VIRTUAL ROUTING MODULE
This module seeks to find an optimal route for every
flow based on its application. By determining the adjacent
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Link Discovery »| Global View
Topology Discovery |+
»| Forward Nodes .| Wirtual Routing

Network Operating Systems

Control Plane

FIGURE 3. The proposed system architecture.

neighbors and finding the next hop for every network node
based on a specific flow, this module facilitates the coopera-
tion of SDN nodes and the network controllers.

Node routing is performed for a variety of purposes in
applications, and the node input flows are directed to the BS
with different QoSs through diverse routes. Every node has
a flow table, which contains the next hop’s node, specific
operations including data forwarding to the next hop, and
the number of hops to the BS for the flow with a specific
QoS [8], [44].

The next hop’ node is determined by the controller and sent
to the nodes to be stored in the flow table. For routing, the
controller needs network information such as nodes and links.
This algorithm utilizes node queue length, distance from the
BS, node energy, and link bandwidth. It requires the node and
link conditions. Table 2 outlines the parameters required by
the objective function.

1) PACKET QUEUE LENGTH
The packet queue length of every node in the next round
is determined by a forward action in the current round.
Eq. (1) [37] shows the process.

LI = min {[L] + N}

in,i

— N}y - Buffersize;} (1)

L] represents the queue length of the ith node at time t.

N} .andN! . are the number of input and output packets of
the ith node at time t, respectively, and Buffersize; is the buffer
size of the ith node. N? . . is presented in Eq. (2).

out,i

Nl‘

out,i

e; Bwest;
} (2)

= min {Lf ,—,
e Bp

% indicates the maximum number of packets sent by node

P

i based on the energy of the node and B'g—ep‘”" denotes this
number based on bandwidth. Bwest; is the bandwidth of the
node and B), is the number of bits of packet p.
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2) BANDWIDTH AVAILABLE FOR EVERY LINK

The available bandwidth of link (i,j) is calculated according
to noise, interference, and probability of a successful trans-
mission through Eq. (3).

Bwesti,j = (1 — (IRi,j +Ni,j)) * PT,’J * BW,’J 3)

IR;j, N;j, PT;;, BW,;; are interference, noise, successful
transmission probability and normal bandwidth of link (i,j),
respectively.

Bandwidth information can be used as a routing metric for
the dynamic selection of forwarding path(s), which can offer
better service to a flow. These nodes estimate the bandwidth
according to the channel utilization over a period by consid-
ering the combination of link capacity and link quality.

a: LINK CAPACITY

Link capacity is the maximum throughput or data rate of the
link. Each node monitors channel utilization by measuring
the throughput of transmitting a packet. Thus, our MAC layer
measurement of available bandwidth accounts for the effects
of both contention and physical errors caused by fading and
interference. It should be noted that the available bandwidth
is measured only by the successful MAC layer transmissions.
Therefore, PT'; j* BW j is the bandwidth affected by success-
ful transmission probability.

b: LINK QUALITY

Measuring the link quality at every node helps balance the
load between nodes. The link quality can be measured in
terms of Interference Rate (IR) and noise rate. Transmissions
on a wireless link may interfere with those on another pro-
vided that they both use the same radio link and are within
the interference range of each other. This may also be affected
by noise. Therefore, transmission interference and noise are
critical factors for determining the achievable data rate. The
interference and noise depend on factors such as network
topology, traffic on neighboring links, etc. It has been shown
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that interference and noise can seriously affect the capacity
of wireless networks in a multi-hop setting. A routing metric
needs to detect the potential interference experienced by the
links to find paths that suffer less interference and noise.
As such, the overall network capacity could be improved with
low transmission time. Therefore, (1 — (IR + Njj))*PT  j*
BW , j is the available bandwidth after considering noise and
interference.

¢: NOISE AND INTERFERENCE FOR EVERY

The degrees of the first and last nodes in every link are
considered to calculate RT and noise rate. According to the
Barabasi-Albert network, every link is a part of the real
network, which reflects the RT and noise rate [45]. A higher
link node degree will increase the noise and interference.
Eq. (4) calculates the link noise and interference. K1 and K>
are the first and last node degrees of the link (i,j), respectively.
The measure of noise and interference is directly related to the
degree of link nodes and can be considered as the rate of both.

IR;j + N;j ~ B(K1 + K>) 4

d: RESIDUAL ENERGY

The residual energy is a key metric for routing decisions.
In routing, the residual energy of a neighbor node is used to
select the forward node. Nodes with higher energy levels are
preferred and selected as forwarding nodes.

In the LEACH energy model [15], [16], the [-bit data
energy consumption model suggests that if the distance
between a transmitter and a receiver (d) exceeds dy, the
multipath mode with a path loss coefficient of 4 will be used.
Otherwise, the free-space mode with a path loss coefficient of
2 will be employed. Eq. (5) indicates this model for informa-
tion transmission, whereas Eq. (6) shows the energy required
for / bit transmission in both free-space and multipath modes
separately.

Ery (ls d) = E7x—clect (l) + ETx—amp (lv d) (5)
IE cioct + lefsd? d <dp

Erc (l,d) =
rehd) IEeject + lgmpd4d > do

(6)
ETy_elec: represents the energy required to activate elec-
tronic circuits in the transmission state. E7y_gmp(l, d) is the
energy required to activate the amplifier in that state, and
E.lect 1s the energy required to activate electronic circuits.
On the receiver’s side, the energy consumed for the / bit of
data is obtained from Eq. (7).

ERry (l) = ERx—clect (l) = lEelect (7)

ERc—_ciect €xpresses the energy required to activate elec-
tronic circuits in the reception state.

e: DELAY

In this algorithm, the distance parameter is regarded as a
delay. The number of neighbor node hops to the BS is used to
select the forward node. A node with the minimum distance
is the best option for forwarding.
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V. FORWARD METRIC

A key challenge is to design an objective function for dif-
ferent IoT applications. The proposed algorithm is recom-
mended for an IoT program in a smart home with several
applications such as lightening, face recognition, e-health,
and home sensors. It needs an extensive objective function
to justify all features. Instead of four objective functions,
weighted parameters are proposed for all types of flow based
on QoS application and each neighbor node’s requirements
for forwarding purposes.

The main parameters of face recognition, e-health, light-
ening, and home sensor applications are bandwidth, delay,
energy, and queue, respectively. As described in the previous
section, the main components of the objective function are
delay, energy, queue, and bandwidth. The objective function
is the jth node weight for routing as the next node of the ith
node. A node with the minimum weight is selected as the for-
ward node. The objective function is calculated from Eq. (8).

ay * Lj +ap x Dj

W; = — oy * Bwest 8)

a3 * Erem;
where «; is the relative coefficient for ith parameter indicating
the importance of the parameter for the routing decision. For
an application with queue length significance, o is selected
to be greater than other coefficients, while for an application
with the delay significance, o is considered to be greater
than other coefficients. The rest of the coefficients are defined
similarly.

« D; is the distance between the jth neighbor node and the
BS. The jth node is a neighbor of the ith node. In this
case, distance is defined as the number of hops. A node
with the minimum distance from the BS is selected as
the best forward node. Therefore, node weight is directly
related to distance. (W;aD;)

o Eremy is the residual energy of the jth node. A node with
maximum residual energy takes priority as the forward
node. Therefore, weight is indirectly related to the resid-
ual energy (Wja ﬁ).

e L; is the queue length of the jth node. A node with
a minimum queue length is preferred as the forward
node. Hence, weight is directly related to the queue
length (WjaL;).

e Bwest;; is the bandwidth estimation based on the link
efficiency. It includes the rates of loss, noise, and
interference. A node with higher bandwidth should be
selected. The bandwidth is then subtracted from the total
weight to increase the probability of selecting a node
as the forward node. A higher bandwidth increases the
selection chance of a node.

The importance of a parameter is considered in the IoT
application to obtain coefficients. Accordingly, the values
of these coefficients are calculated from the AHP-express
algorithm, which is based on pairwise comparisons. In other
words, the parameters are considered to be in the same appli-
cation. The AHP-express is a multi-criteria decision-making
method that uses a hierarchical or network structure to reveal
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TABLE 2. The necessary parameters in the proposed algorithm.

Parameter Definition
L; queue length of the ith node at time t
N isl.i Number of input packets of the ith node at time t
N, tfut.i Number of output packets of the ith node at time t
Buffersize, Buffer size of the ith node
€ The energy of the ith node
ép Energy consumption for transmission of a packet (p)
Bwest; The bandwidth required by the ith node
By Number of packet bits
Bwest, The bandwidth of the link between i node and j node
IRy Interference for the link (i,j)
N Noise for the link (i,j)
PTy; Probability of successful transmission for the link (i,j)
Bw,; Normal bandwidth for the link (i,j)
Ky The first node’s degree of the link
K, The last node’s degree of the link
Erx(l,d)

The energy consumed to send / bit over distance d

ETX—elect (l)

The required energy required to activate electronic circuits in the transmission state
for / bit

ETX—amp (l' d)

The required energy to activate the amplifier in the transmission state for / bit in
distance d

Eetect The required energy to activate electronic circuits
&fs Emission coefficient of the amplifier energy in the free-space state
Emp Emission coefficient of the amplifier energy in the multi-path state
d Distance
Erx(D) The energy consumption for the reception of / bit
Erx-etect(1) The required energy to activate electronic circuits in the reception state for / bit
D; Distance between the jth node and the BS
L Queue length of the jth node
Erem; The residual energy of the jth node
p Relative coefficient of interference and noise
A1¢Qa ¢3¢0y

Coefficients of different parameters
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aproblem and determine priorities based on decision-maker’s
judgments along a process. As regards user acceptability,
the score of AHP-express is higher than other multi-criteria
decision-making methods; therefore, it has been adopted in
this paper to find coefficients.

Table 3 shows the coefficients obtained for every applica-
tion using AHP-express.

A. ROUTE UPDATING

If the node energy falls below the threshold along the flow
path or the node congestion exceeds the threshold, that node
will directly communicate with the controller and request a
new route to balance the load. Based on the parameters, the
controller selects the alternative node and informs the node of
changes in its forward node. In this way, the route is updated.
In this process, the node energy lasts longer and the network
lifetime is extended.

VI. EFFICIENCY EVALUATION

A. SETTING PARAMETERS

This section evaluates the efficiency of the proposed method
through computer simulation. For this purpose, a simple
network with 100 nodes, 1 controller, and 5 base stations
was designed. The nodes were developed randomly in the
network. The proposed method was implemented in four
applications defined in the previous section. The data traffic
of every application is allocated to each node based on its
application. Finally, the proposed algorithm is compared to
the LEACH, LEACH-C, and improved LEACH algorithms
in four applications. The simulation was performed in NS
2.35 on Ubuntu 10 running on VMware 13. A schematic view
of the network is shown in Fig. 4.

Depending on its cluster, every node is connected to a base
station to transmit its data and information to that BS. A node
might be placed in the cluster corresponding to two base
stations. In the proposed method, the controller calculates
every node’s weight as the forward node in each application
and then selects the lowest weight according to Eq. (8). The
forward node is then introduced to the node. Every appli-
cation uses its specific coefficients, as outlined in Table 3,
to calculate the weight.

Table 4 presents an overview of simulation information and
parameters.

B. EFFICIENCY ANALYSIS
The proposed algorithm is compared to LEACH, LEACH-C,
and improved LEACH algorithms for efficiency analysis.
Like the proposed algorithm, the above three algorithms,
based on clustering, are useful for distributed routing.
These algorithms also employ network parameters for rout-
ing. These items justify choosing top three algorithms for
comparing.

The improved LEACH is the extended version of the
LEACH algorithm. Like the other two algorithms, the
improved LEACH aims to balance the network load.
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TABLE 3. Coefficients required for every application in the objective
function.

Lightening al=0.1 | a2=0.1 | a3=0.75 | a4=0.1
Face a1=0.18 | «2=0.18 | «3=0.077 | a4=0.55
recognition

E-health a1=0.19 | a2=0.59 | a3=0.08 | a4=0.11
Sensor al1=0.64 | a2=0.12 | «3=0.09 | a4=0.12
home

By doing so, the algorithm improves efficient data transfer
and prolongs the network lifetime. These algorithms are com-
pared to the proposed algorithms in terms of residual energy,
the number of dead nodes, received data, and queue length.
The following comparison charts are presented for e-health,
face recognition, lightening, and home sensor applications.

1) E-HEALTH

Fig. 5 indicates the results of simulation for the e-health appli-
cation Fig. 5a shows the mean residual energy for every algo-
rithm. Node energy in LEACH and LEACH-C algorithms is
consumed faster because some factors such as energy and
nod distance are disregarded in determining to route until
all nodes lose their energy. In these algorithms, the balance
of consuming energy is not considered. As regards, network
factors, both the proposed algorithm and improved-LEACH
have higher residual energy. In comparison to the improved
LEACH, the proposed algorithm consumes energy and dis-
tributes the network load for routing in a balanced manner.
The improved LEACH and the proposed algorithm have
nearly equal amounts of residual energy. At the beginning of
the simulation, the residual energy in the improved LEACH
algorithm is higher level than the proposed algorithm. As the
network grows stable, the residual energy of the proposed
algorithm rises.

Fig. 5b shows the number of data received for a spe-
cific application in the network. Accordingly, there were
more successful transmissions in the proposed algorithm
than in the other three algorithms because it had large vol-
umes of received data. Based on the network conditions, this
algorithm selects the best route for transmission and there-
fore makes fewer unsuccessful transmissions. The network
congestion is also lower in this algorithm than in other
algorithms. Fig. 5c depicts the number of dead nodes in
each algorithm. In the LEACH algorithm, the loss of node
energy is faster than other algorithms. In the proposed algo-
rithm, many packets are initially sent and received, so its
number of dead nodes is greater than that of the improved
LEACH. However, in comparison to the improved LEACH,
the number falls when the network becomes stable. To gain
further insights into load balancing in the proposed algorithm,
the Mean Square Error (MSR) chart of residual energy is
displayed in Fig. 5d. When the number of dead nodes in the
proposed algorithm is lower than the improved LEACH, its
MSR exceeds that of the improved LEACH. This shows that
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Contorler

FIGURE 4. Schematic view of the simulation.

TABLE 4. Values of necessary parameters for simulation.

Parameters Values
Number of Sensors 100
Number of BS 5

SDN Controller 1
Packet Size 4000
Initial Energy 0.5 joule
E, 50 nJ/bit
&fs 5pj/(bit.m?)
emp 1.3fj/(bit.m?)
Network area 100*100
Simulation Time 450
Queue Type Drop Tail (FIFO)
Queue Size 200 Packets
Antenna Type Omni antenna

the proposed algorithm consumes energy in a more balanced
manner in the network. It is because the best routes are
selected for data transmission, which reduces the uneven
energy consumption. The large MSR of the residual energy
in the proposed method suggests that more nodes are utilized
and active in the routing process. Thus, the network load is
distributed over more nodes and the load is routed by the
network in a more balanced way. Over time, MSR residual
energy also decreases due to energy loss by the nodes.

Fig. 5e shows control overhead. This figure is considered
packets that are sent from the MAC layer and are received
by the network layer and are declared as routing overhead.
As shown in the figure, the proposed algorithm operates
better than other algorithms because according to Fig. 5b has
more received data and fewer lost packets. If there are more
resending packets, control overhead will be more.

Fig. 5f illustrates the delay of received successful packets
from source to destination. Accordingly, the delay of the pro-
posed algorithm is lower than any other algorithm. Because,
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based on the condition of the network and nodes, a route is
selected that has the lower delay.

Fig. 5g shows the average path cost from source to des-
tination. This parameter is considered based on hop count.
Initially, because of transferring many control packets in the
network, the hop count ascends with a steep slope and almost
stands still afterward. Then it decreases because of using near
nodes with low delay, with transferring data packets.

2) FACE RECOGNITION
This section presents the simulation results for face recogni-
tion. Fig. 6 illustrates the corresponding comparison charts.

Fig. 6a shows the residual energy of nodes. In comparison
to the previous applications, the residual energy is higher in
this application than in the improved LEACH.

Fig. 6b draws a comparison between all algorithms in terms
of the number of received data for face recognition. In this
application, the proposed algorithm delivers more data to the
destination over time and has a lower rate of packet loss than
other algorithms.

Fig. 6¢ shows the number of dead nodes. Compared to the
previous applications, the proposed algorithm requires more
time than the improved LEACH to decrease the number of
dead nodes. When the network becomes stable, the num-
ber of dead nodes rises in the proposed algorithm for this
application.

Fig. 6d draws a comparison between the MSR of
algorithms. Given the energy consumption balance of the
network, the proposed algorithm has a larger MSR in the
residual energy. Compared to previous applications, its MSR
is improved with a better slope due to its higher residual
energy. The proposed method activates a larger number of
nodes by sending data in different paths and avoiding load
imposition on specific nodes by distributing the load over the
network, Hence, the MSR of residual energy is higher in this
method. Over time, many nodes participate in routing, and the
energy of many nodes is low. So their residual energy MSR
is reduced.

Fig. 6e shows control overhead in face recognition appli-
cations. The proposed algorithm operates better than other
algorithms because this algorithm considers the condition
of the network and nodes and selects the best nodes for
routing that has fewer lost packets. So it has less control
overhead. Initially, because of transmitting control packets in
the proposed method, this parameter is almost equal to other
algorithms.

Fig. 6f shows the delay of successful packets from source
to destination in this application. The delay of the proposed
algorithm is lower than others. Initially, because of the same
conditions of all nodes, route with nodes is selected that have
a lower delay. During the time, because these nodes have less
energy and more queue size, according to forwarding metric
nodes with higher delay will select.

Fig. 6g presents the hop count for received successful
packets as the average path cost. Initially, the number of
hops is also largely due to the exchange of many packets of
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FIGURE 5. Comparison charts of e-health application.
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data and control. Then, that decreases with transferring data
packets only.

3) LIGHTENING
This section depicts charts associated with lightening appli-
cations. Fig. 7a shows the residual energy.

Fig. 7b shows the number of data received in this applica-
tion. Accordingly, the number of data received the proposed
algorithm is larger than in other algorithms; therefore, the
proposed algorithm has a lower rate of packet loss.

Fig. 7c shows the number of dead nodes in the lightening
application. Similar to the other two applications, the node
energy was lost sooner in the LEACH algorithm than in other
algorithms; however, in the proposed algorithm, the energy
was lost over a longer period.

Fig. 7d presents the MSR of the residual energy. Like the
other applications, when there are fewer dead nodes in the
proposed algorithm than in the improved LEACH algorithm,
the MSR of the proposed algorithm will be larger than that
of the improved LEACH, and vice versa. This confirms the
simulation validity.

Fig. 7e illustrates control overhead in lightening applica-
tion. The figure is considered packets that send from the
MAC layer and receive to the network layer and are declared
as routing overhead. The more resend packages, the more
control overhead. In the proposed algorithm exists fewer lost
packets because it considers the condition of the network
and selects the best nodes for routing. Initially, because of
transmitting control packets in the proposed method, this
parameter is almost equal to other algorithms. During the
time, this parameter is much lower than other algorithms but
will rise again because of sending control packets for new
routing.

Fig. 7f depicts the delay of packets in this application. Like
the top applications, a route is selected that has the lowest
delay.

Fig. 7g shows the average path cost in the lightening appli-
cation. After completing the transferring of control packets,
this parameter is almost constant for the proposed algorithm
and is lower than other algorithms.

4) SENSOR HOME

The following charts display the sensor home application.
Fig. 8a shows the residual energy of nodes. As can be seen,
the levels of residual energy in the proposed algorithm are
higher than in other algorithms.

Fig. 8b shows the number of received data in the sensor
home application. This application is significantly different
from the improved LEACH. Accurate data reception is also
more important in this application than in others. There-
fore, its rate of data reception will be higher than other
applications.

Fig. 8c illustrates the number of dead nodes in the sen-
sor home application. Given the larger number of sent and
received packets in the proposed method, initially more
nodes lose their energy compared to the improved LEACH.
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However, as time elapses and the network is stabilized,
this rate takes a downturn until it falls behind that of the
improved LEACH.

Fig. 8d depicts the MSR of residual energy in the sen-
sor home application. Based on the number of dead nodes,
the MSR of residual energy increased when there were
fewer dead nodes in the proposed algorithm than in the
improved LEACH.

Fig. 8e shows control overhead in sensor home application.
The proposed algorithm operates better than other algorithms
in this parameter.

Fig. 8f shows the delay in sensor home application.
Accordingly, the delay of the proposed algorithm is slower
than other algorithms. During the time, this parameter
increases because the nodes with low delay lose their energy
and have long queues. According to the forward metric, these
nodes aren’t good for routing, and it will have to use more
delayed nodes.

Fig. 8g illustrates the average path cost in this application.
This parameter in the proposed algorithm is lower than other
algorithms.

C. AVERAGE ANALYSIS
Below, the average evaluation of the parameters of the previ-
ous section is examined.

Fig. 9 compares the residual energy charts of the proposed
algorithms to the proposed algorithm in terms of four appli-
cations. Residual energy is higher in the proposed algorithm
than in others because it selects the best route based on
several parameters for the selection of the forwarding node.
In general, the level of residual energy is higher in the pro-
posed algorithm than in other algorithms and this difference
increases over time. It means the proposed algorithm would
produce the best results in the long term.

Fig. 10 draws a comparison between algorithms in terms
of the number of dead nodes. In short, there are fewer dead
nodes at a specific time in the proposed algorithm than in
other algorithms due to the balanced energy consumption
and load distribution. Initially, there are more dead nodes in
the proposed algorithm due to calculations and information
exchange, which would decrease over time until the best
results are achieved.

Fig. 11 compares the proposed algorithm with four appli-
cations to other algorithms in terms of the packet loss rate.
Accordingly, the packet loss rate was lower in the pro-
posed algorithm than in others because reduced congestion
through load balance and distribution curtailed the queue
length of nodes. As a result, the number of lost pack-
ets decreased. In the proposed algorithm, the routing was
performed properly and the load was balanced across the
network. As the figure shows, in the proposed algorithm
and improved LEACH, some nodes faced congestion within
[3.2, 3.6], which was characterized by a high packet loss
rate, and the number of dead nodes surged. The proposed
algorithm outperformed other algorithms even in the state of
congestion.
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FIGURE 6. Comparison charts for face recognition.

Fig. 12 compares the proposed algorithm with four appli- packets in the proposed algorithm is less than other algo-
cations to other algorithms in terms of the control over- rithms, the overhead control to resend the lost packets
head. As shown in Fig. 11, since the number of lost is less. This means that the proposed algorithm requires
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FIGURE 7. Comparison charts of lightening application.

fewer packets resending and more packets to reach their

destination.

Fig. 13 shows the mean queue length for different
applications. It suggests the longest and shortest mean

37472

queue lengths are associated with face recognition and
lightening applications, respectively. The mean queue lengths
of different applications were nearly balanced in all
nodes.
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Fig. 14 shows the mean queue lengths of all algorithms. was shorter than other algorithms due to data distribution

As can be seen, the queue length of the proposed algorithm across the network. As a result, fewer queues were created in
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FIGURE 11. Comparison of all algorithms in terms of the number of lost
packets.

nodes, and data loss decreased. Routing over various nodes
decreases queue length in nodes.

The last six figures yield the following results: given the
importance of energy, the number of active nodes, and the
number of packets received and control overhead in the net-
works facing energy constraints such as WSN and consider-
ing load balancing and residual energy augmentation, it can
be concluded that discussing load balancing only through
the analysis of residual energy among nodes is impossible.
It is because the residual energy of the nodes is high but
the load would not be balanced. That is, while some nodes
might not have any energy at all, others have high levels
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of energy. However, analyzing the number of dead nodes
contradicts the abovementioned conclusion drawn from the
proposed algorithm there were fewer dead nodes compared
to other algorithms. Therefore, many of the nodes were active
and had high levels of energy. This finding is confirmed by
the analysis of the MSR chart of residual energy. Moreover,
activating most of the nodes and decreasing their load through
the queue length reduced or balanced network congestion.
Lost packets in the proposed algorithm were fewer than
other algorithms. Hence, it balanced load across the network
by increasing the number of active nodes and the residual
energy of every node and at the same time reducing network
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congestion and queue length. Despite load distribution, the
number of received packets kept rising, and resending pack-
ages and control overhead is decreasing.

VIl. CONCLUSION

The proposed algorithm presented a novel routing protocol
for network load balancing. Using SDN and clustering, this
algorithm provided a balanced routing for decreasing the
number of sent messages. In the setup phase, the algorithm
decreased energy consumption and ensured load balance by
discovering neighbors and controllers in an operation and
transmitting the information of neighbor nodes through con-
trollers for topology discovery. In the routing phase, the
algorithm guaranteed data transmission in an energy-efficient
route by selecting the best node of the next-hop based on
network parameters. These solutions distributed and balanced
network load decreased network energy consumption, and
prolonged network lifetime. For verification, the simulated
algorithm was compared to the LEACH, LEACH-C, and
improved LEACH algorithms with the simulation results
lending credit to findings.
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