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ABSTRACT In recent years, the suspension system in modern vehicles has played a key role both as
far as driving safety and comfort is concerned. To satisfy these vehicle performance specifications, active
suspension is currently studied and implemented in practice in recent decades. In contrast to passive
suspensions, by introducing force into system, active suspension can alter the suspension dynamic in real-
time. A design of a controller is needed for real-time tuning of the control force in an active suspension
system (ASS) to fulfill the challenging control objectives of suspension system comprising road handling,
ride convenience, and travel suspension. This research proposed a novel ant colony optimization (ACO)
algorithm for solving multi-objective weight optimization problem of the linear quadratic regulator (LQR)
for automobiles ASS. The optimization problem of ASS is to design a state-feedback controller (SFC) as
a result ACO is used to find optimal LQR weights. Here both Q and R weight matrix of LQR is tuned.
On a quarter-car ASS (QCASS) system, the effectiveness of ACO-tuned LQR is analytically checked with
hardware in loop (HIL) analysis for an irregular road surface. Here, for experiment, ISO road D rough
runway, bumpy path, and pulse-type road profile are taken into account. Experimental findings illustrate
that the proposed procedure can substantially reduce the acceleration of the Car body due to irregular road
profiles compared to classical tuned LQR and model predictive control (MPC). The proposed controller
shows the profound impact on the efficiency of the control schemes for three different road profiles.

INDEX TERMS ASS, ACO, bumpy road, ISO road D rough runway, LQR, MPC, periodic road, vehicle
dynamics.

I. INTRODUCTION
The suspension system, in automobiles, received significant
attention in both academic and industry as it can enhance
driving comfort, passenger safety, and road handling. Three
types of suspension systems in the vehicle including active,
semi-active, and passive suspensions, have been currently
examined and implemented in practical use in recent decades
to satisfy these performance criteria. ASS provides, improved
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control efficiency in contrast to passive suspension systems
in terms of minimizing vehicle body movements attributed
to road abnormalities. Several control strategies have been
given for managing the ASS in the last three decades like
adaptive control [1], [2], H∞ [3], fuzzy, and sliding mode
control [4], [5]. A genetic algorithm (GA) based optimization
algorithm is introduced to tune the fuzzy membership func-
tion and PID parameter for QCASS. GA optimized FLC pro-
vides better control as compare to PID [6]. The challenging
control aim of ASS, including suspension travel, body move-
ment, and ride comfort, has driven researchers to implement
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linear-quadratic control to optimize the most favorable per-
formance without interruption. LQR, the basis of linear-
quadratic Gaussian/loop transfer recovery (LQG/LTR) is
an optimal SFC that provides dominance over robustness,
assured stability, and a format that can be extended to MIMO
systems. Since LQR provides a phase margin of (−600,
600) and gain margin of at least (−6, ∞) dB, several engi-
neering applications were introduced, such as fuel cell tech-
nology [8], satellite attitude control [7], electric vehicles
[9] to quad-rotors [10]. The correct choice of weighting
matrices is the actual challenge for real-time application,
instead of the effectiveness of LQR. No standard method for
the optimal selection of LQR weight matrices is available.
Though the initial choice of the penalty matrices is provided
by Bryson’s method, later on, it changes into a guess and
check method, results in a time-consuming as well as tiring
procedure. Therefore, less information regarding the influ-
ence of weighting matrices on the closed-loop presentation
has inspired scientists to look into the efficiency of swarm
intelligence techniques handling the LQR weight selection
problem. A novel multi-objective archived based quantum
particle optimizer (MOQPSO) is introduced and compared
with the long-established COGA-II and NSGA-II algorithm
on a half car and a bus suspension system [11].

A quantum behaved PSO (QPSO) is given by Hassani and
Lee [12] to determine the LQR optimum design applied to
two control problems named as the control of aircraft landing
mechanism and the stabilization of the inverted pendulum.
They introduced a combined dynamic weighting criterion,
which dynamically incorporates the performance associate
with the soft and hard constraints, and results are validated
using a one-tailed T-test to see if the results are statistically
relevant.

An adaptive inertia weight PSO is introduced to overcome
the LQR multi-objective weight optimization problem for
ASS [13]. For ASS, an MPC arrangement is given. A bench-
scale clone of the QCASS for Quanser is being used to
investigate the MPC scheme. The efficiency of the active
suspension compared with that of an LQR control system
and passive suspension to better understand the potential of
the MPC [14]. Tsai et al., [15] applied PSO-based variable
feedback gain control to resolve the automatic fighter track-
ing problems.

Simulation tests have shown that PSO-based LQR pro-
vided superior efficiency in vehicle tracking with minimum
position error, relative to both linear matrix and Riccati equa-
tion (RE) based LQR approaches. The vision-based robot
navigation [19], networked control system [18], unmanned
air vehicle [17], smart structure control [20], and power qual-
ity conditioner [16] are some of PSO’s noteworthy contribu-
tions to optimum controller design in the literature. One of the
problems with conventional LQR is the selection of weigh-
ing matrices. Most of the researchers have tuned only one
weighing matrices the remaining other matrices weightsare
fixed. But this problem can be resolve by the proposed algo-
rithm. In the latest study, the vertical movement of QCASS

is considered. Here Both LQR weighing matrices are tuned
with.

Therefore, this article has two main contributions:

1. The multi-objective suspension control of QCASS is
formulated as an optimization problem and SFC gains
are optimized using the ACO tuned LQR that improves
the convergence speed.

2. The effectiveness of the formulated scheme to improve
ride comfort while maintaining passenger safety is
experimentally evaluated on lab level ASS. The effi-
ciency of the proposed scheme is validated experimen-
tally on a QCASS for three different road surfaces such
as bumpy road, ISO road D rough runway, and pulse
profile.

A novel ACO is proposed to tune the two weighing matri-
ces (R and Q) of LQR. Further paper is structured as follows.
Section II represents performance measures and dynamics of
ASS. Section III describes the problem formulation for the
optimal LQR design. Section IV presents the real ant descrip-
tion, mathematical model, and optimal weight of the ACO
algorithm. Section V provides the Experimental validation
and statistical analysis of ACO tuned LQR, Classical tuned
LQR andMPCunder three different road surfaces. Section VI
gives the concluding remark of the paper.

II. ACTIVE SUSPENSION SYSTEM
A. SYSTEM DYNAMICS
The vertical dynamics of a QCASSblock diagramare
presented in Fig.1, consistingof two mass-spring-damper

FIGURE 1. Block diagram of the QCASS.
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systems. This system is a product of an unsprung(Mu) and
a sprung mass (Ms), which signify the wheel mounting and
the car body in the QCM. Both Mu and Ms are sustained by
dampers and springs. The bottom damper and spring repre-
sent the damping factor (Bu) and tire stiffness coefficient (Ku)
to the road. Similarly, the bodyweight over the tire is balanced
by a damper (Bs) and spring (Ks). Zu and Zs represent the
Mu and Ms vertical displacement respectively. Zr indicates
vertical road displacement due to external force. The system
includes an electrical actuator located between the wheel
assembly and car body to counteract the vertical forces (Ra)
generated by an irregular ground surface. The mathematical
equation of the ASS is formulated by using the Newton laws
of motion. The equations are given below,

For Mu,

Mu
••

Z u = −Bu
•

Zu − Bs
•

Zu + Bu
•

Z r − Ra
−(Zu − Zs)Ku − (Zu − Zs)Ks (1)

For Ms

Ms
••

Zs = Ra + Bs
•

Zu−Bs
•

Zs−(Zs − Zu)Ks (2)

The following state and input vectors are considered for
achieving the system state-space model,

x =
[
Zs − Zu

•

Zs Zu − Zr
•

Zu

]T
and ui = Ra

The system state-space model is obtained below

•
x(t) =



0 1 0 1

−
Ks
Ms

−
Bs
Ms

0
Bs
Ms

0 0 1 0

Ks
Mu

Bs
Mu

−
Ku
Mu

−
Bs + Bu
Mu


z(t)

+



0

1
Ms

0

−
1
Mu


ui(t)

y(t) =

 1 0 0 0

−
Ks
Ms

−
Bs
Ms

0
Bs
Ms

 z(t)+
 0

−
1
Ms

 ui(t)
(3)

where
•

Z s and
•

Zu are the vertical velocity of the car body
and tire respectively. Zu − Zr and Z s − Zu are the vertical
tire deflection and suspension deflection respectively. The
control force (Ra) acts as a control input (ui(t)), generated
by an electrical actuator. The outputs are vertical suspension

deflection and vertical car acceleration (
••

Z s). The ASS param-
eter specification is listed in Table 1.

TABLE 1. ASS parameters [13].

B. PERFORMANCE MEASURES
The following requirement must be taken into account while
designing a feedback controller for ASS:
(a) Ride comfort: The aim is to increase passengers com-

fort in the car suspension system by decreasing the
••

Z s
from a rough road surface.

(b) Suspension travel: The ASS must guarantee that the
suspension deflection is regulated in the acceptable
range while maintaining a minimum body acceleration,
avoiding any structural damage:

|Zs − Zu| ≤ Zmax (4)

(c) Road handling: It is at the utmost importance that
the wheel assembly maintains firm road contact to
ensurethe traveller’s safety. Thus, the static load of the
tire must be stronger than the dynamic load:

|Ks(Zu − Zr )| ≤ (Ms +Mu)g (5)

Table 2 shows the maximum value of each state variable [21].
We intend to synthesize an optimized SFC based on linear
quadratic theory to realize a feedback controller capable of
overcoming these competing control objectives.

TABLE 2. Maximum value of state variables [21].

III. PROBLEM FORMULATION
The linear-quadratic optimal control problem for the LTI
system is as follows:
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Consider the system
•
x(t) = Ex(t)+ Fui(t), t ≥ 0, x(0) = x0
y(t) = Gx(t)+ Hui(t), t ≥ 0 (6)

The optimal control input u∗i (t) is to be found, with this
initial condition x(0) = x0, so that u∗i (t) can regulate the
system dynamics to the desired state by evaluating the below
objective function:

J (u∗i ) =

∞∫
0

xT (t)Qx(t)+ uTi (t)Rui(t)dt (7)

where R = RT and Q = QT are the positive definite and
positive semi-definite state weighingmatrix respectively. The
LQRweighing matrices are chosen to be diagonal matrices to
make the cost function quadratic. The number of control input
and number of state decides the order of R and Q matrix.
If (E, F) pair and (E, G) pair proves to be controllable and
observable respectively, then LQR applies in the following
optimal state feedback law:

ui = −Lx(t) (8)

where L is the optimal SFC gain obtained from the Lagrange
optimization approach:

L = R−1FTT (9)

By solutions of the following RE, a transformation matrix T
can be achieved:

ETT + TE + Q− TFR−1FTT = 0 (10)

However, the problem with LQR is the selected technology
of weighing matrices, due to the lack of understanding of
the connections between closed-loop output and quadratic
weights. To fix the LQR weights optimization problem,
an ACO algorithm is introduced.

IV. ANT COLONY OPTIMIZATION ALGORITHM
At first, Dorigo introduced ACO algorithms [22]–[24].

A. REAL ANTS DESCRIPTION
This algorithm is related to that of real ants behavior belongs
to the social insect family. A community of ants, however,
leaves their colony in order to find out the source of food in a
random direction andimprints their path by putting a chemical
material on the surface. The path has the highest amount of
pheromones, which decays over time, and attracts other ants.
A shorter route with a higher number of pheromones than a
longer route is then found. So, through indirect communica-
tion medium called pheromones, which are set on the ground
as a reference for other ants, the shortest path can be identified
between food and nest. The shortest route between food and
nest can be found for real ants in Fig. 2. [25]. There are no
barriers between food source and nest as displayed in Fig. 2a.
However, the path is straight. If there is a barrier in between
ants path, few ants pick the left side across the barrier and

FIGURE 2. Real ant behaviour [25].

the other chooses the right side, as seen in the Fig. 2b; the
pheromone put to the left is concentrated than to the right of
the barrier as the ants need a minimum time in the shortest
way to leave and go back to the nest at the same speed. So,
they placed a greater quantity of pheromones on the other
path than other ants, while the other ants are attracted to the
shortest path. Therefore, as seen in Fig.2c, all colony ants
choose the shortest path across the barrier.

B. MATHEMATICAL MODEL
After each ant completed its journey, an arbitrary amount of
pheromone is placed in each path as a result other ants are
attracted to the shortest path by the probabilistic transition
rule (PTR), which relies on the amount of pheromone deposi-
tion and a heuristic guide function (HGF) equal to the inverse
of the distance between initial and final of the path. The PTR
of ant a to go from location m to location n can be described
as in Traveling Salesman Problem (TSP) [24] as:

Pkij(t) =
[µmn(t)]γ [ϕmn(t)]λ∑
q

[
µmq(t)

]γ [ϕmn(t)]λ , n,q ∈ N k
m (11)

where, µmn is the pheromone deposited by ant a between
location m and n, ϕmn is the visibility and equal to theinverse
of transition cost or distance between locationm and n (ϕmn =
1/dmn). γ ispheromone trail relative weight and λ is the HGF.
If γ = 0, the nearest location selected similar to a classical
greedyalgorithm. On the other hand, if λ = 0, the probability
will bedepending only on γ . The γ and λ should be tuned
together,the best value of λ and γ are 5 and 1 respectively,
founded experimentally by Dorigo [24]; q is the location to be
visited after city m whereas N k

m is a tabu list in ant’smemory
that recodes the cities to visit so as to avoid stagnations.
A local pheromone update is calculated by each ant after each
tour is finished, based on the path of each ant, as in Eq. (12);
after all, ants have opted the shortest path, a global pheromone
update would objectify the impact of the latest additional ants
deposit that draw into the best tour as seen in Eq. (13):

µmn(t + 1) = (1− ρ)µmn(t)+ ρµ0 (12)
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µmn(t + 1) = (1− ρ)µmn(t)+ ε1µmn(t) (13)

where µmn(t+1) is pheromone after one iteration or tour, ρ
and ε is the pheromone evaporation constant and elite path
weighting constant, µo = 1/dmn is the incremental value of
pheromone of each ant.1µmn is pheromone amount for elite
path as:

1µij(t) =
1

dbest
(14)

where dbest is the shortest tour distance.

C. ACO ALGORITHM FOR THE WEIGHT PROBLEM
This algorithm in this article is used as a method of optimiza-
tion to overcome the LQR weight problem with dependent
and control variable constraints in which artificial ants are
looking for the shortest path that contains a minimum objec-
tive function and the strongest pheromone trail. Our goal in

this article is to minimize the
••

Z s, Z s − Zu and assembly of
the wheel, to ensure firm road contact.

A search space in the ACO algorithm develops with dimen-
sions of stages on many states and control variables or ran-
domly distributed control variables valueswithin a reasonable
threshold. Artificial ants leave the colony to look arbitrarily
in the search space based on the probability in (11) of com-
pleting a tour matrix composed of ant locations of the same
search space dimension. The tour matrix is then introduced
on the objective function of finding an HGF to reach the
best solution and update global and local pheromone to start
the next iteration. System parameters are tuned to find the
optimal value of these parameters through trial and error.
To solve the LQR weight problem, the ACO is used. The
flowchart of ACO is displayed in Fig. 3.

The multi-objective suspension control based on novel
ACO-tuned LQR is shown in Fig.4. The tire displacement
and suspension travel are calculated using optical encoders,
differentiator, and a second-order low pass filter (ωn =
15.7 rad/sec) is used to obtain tire and suspension velocity.

H (s) =
ω2
n

s2 + 2ξωns+ ω2
n

(15)

The Q matrix is a 4× 4 matrix because ASS is a 4th order
model. Hence, the obtained cost function to be optimized is

J =

∞∫
0

(q1x21 + q2x
2
2 + q3x

2
3 + q4x

2
4 + R1u

2
1)dt (16)

where q1 and q2 are the suspension travel and suspension
velocity weight. q3 and q4 are the weights of tire deflection
and tire velocity. Likewise, R1 is the control force weight fac-
tor. To optimize LQR weight the following integral absolute
error (IAE) is known as the fitness function:

IAE =

∞∫
0

|e|dt (17)

FIGURE 3. ACO algorithm flow chart.

FIGURE 4. Proposed ACO-tuned LQR for QCASS [12].

The goal is to find the LQR optimum weights and evaluate
the state feedback gain vector L = [l1, l2, l3, l4] such that the
controller can achieve the ASS objectives.

V. EXPERIMENTAL RESULTS AND DISCUSSION
The entire experiment is performed on the laboratory-based
ASS as shown in Fig.5. ASS workstation consisting of
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FIGURE 5. Quarter Car ASS workstation [1].

TABLE 3. Weighting and feedback gain matrices of LQR.

threeverticalplates on top of each other is shown in Fig.5.
The top plate hanging over the central plate with two springs
mimics the car body and provides an accelerometer to obtain
car body acceleration to the plant surface. To overcome the
vertical forces produced by an irregular road, a servomotor
inserted between central and top plates serves as an actuator.
The central plate, via a spring, establishes a connection with
the lower plate. The plate at the bottom that similar to the
quarter car wheel is attached to the DC motor to create sys-
tems road exciting. The motor torque-based circular motion
is converted into linear motion using the lead gear and screw
system to create various road patterns.

The ASS experimental setup comprises a QCASS
workspace interfacing with a PC, a USB-based 8 chan-
nel data acquisition module (DAQ), and power amplifiers.
It comprises three optical encoders with a resolution of
4096 counts/revolution in quadrature mode for the measure-
ment of tire displacement and suspension deflection. The
upper plate is also connected with an accelerometer (±10g
range) to achieve car body acceleration relative to the surface.
A controlled supply of ±10V at 3A can be offered by the
power amplifiers which drive the servomotors. The received
sample rate of the DAQ board, which has a 12bit resolution,
is 500 Hz. Using the Quanser real-time control prototype
software, the control algorithm implemented in simulink is
linked to the ASS workstation for HIL research.

FIGURE 6. Fitness function plot.

FIGURE 7. Histogram for the computational complexity of ACO iteration.

The tuning expression of the Q matrix and R matrix for
classical tuned LQR is given (18).

Qii =
1

(Maximum of each state)2

Rii =
1

(Maximum of the Ra)2
(18)

Four ACO parameters need to be chosen: ant popula-
tion (a), a parameter for controlling the relative importance
of pheromone (γ ), a parameter for controlling the relative
importance of local heuristic factor (λ), and the pheromone
coefficient (ρ). To achieve good results, we must choose
the proper range of γ and λ, generally, γ = 0.5 to 5,
λ = 0 to 5 [26]. We developed an offline ACO tuning strategy
using the simulation comprised of a suspension system
model and the ACO technique successfully finds the global
optimum solution in the simulation settings through different
combinations of parameters. Optimal ranges for these ACO
parameters are suggested as an outcome of the investigation
(γ = 0.6 to 0.9, λ = 0.2 to 0.5, ant population (a) =
100 to 200, ρ = 0.88). The maximum number of iterations
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FIGURE 8. Suspension deflection of three controllers under bumpy road
profile.

FIGURE 9. Tire and Vehicle body deflection for (a) Classical-LQR
(b) ACO-LQR (c) MPC under bumpy road profile.

is 25. Fig. 6 shows the convergence of the fitness function
for ACO. Fig. 7 shows the Histogram for the computational
complexity of ACO iteration. From the histogram, it has been
observed that computational time is less for obtaining an
optimal solution even for more number of iterations due to
colony Intelligence. Table 3 gives the optimized input weight
matrices and feedback gain matrix of classical tuned and
ACO tuned LQR.

FIGURE 10. Vehicle body acceleration of three controllers under bumpy
road profile.

FIGURE 11. Control force of three controllers under bumpy road profile.

FIGURE 12. Suspension deflection of three controllers under ISO road D
rough road profile.

In case of MPC controller, the parameters are: sampling
time 0.1 sec, Prediction horizon = 15, control horizon = 3,
Output Error weighting Matrix WE/ (Q in MPC) = [100
0;0 10]; and Control action Weighing matrix Wu/(R in
MPC) = [10].
The performance of the Controller is checked for three

different road input types: a bumpy, an ISO road D rough
runway, and a pulse road profile.
Case I (Bumpy Road Profile): The amplitude of the bumpy

road profile is considered as 0.02m [13]. Fig. 8 showing
the suspension deflection response of classical tuned LQR,
ACO tuned LQR and MPC reveals that ACO tuned LQR
results in better steady-state response and regulates the sus-
pension movement near road profile to prevent tire damage.
Fig. 9 indicate the deflection of the tire, shows that the
vertical displacement of the tire is accurately controlled to
follow the road profile in ACO tuned LQR relative to others
controller to ensure the safety of travelers. Also, the vertical
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FIGURE 13. Tire and Vehicle body deflection for (a) Classical-LQR
(b) ACO-LQR (c) MPC under ISO road D rough runway profile.

vehicle body acceleration in Fig. 10 seems to test passengers
traveling comfort. Car acceleration is low in ACO tuned LQR
compared to other controllers. ACO-tuned LQR provides
better results compared to other controllers. Fig. 11 shows
that the force is limited within ± 5 N for possible control
input. The above discussion and figure show that all the state
variable constraints are within the maximum value or near the
maximum value as given in table 2.
Case II (ISO Road D Rough runway): The maximum

amplitude of an ISO Road D Rough runway profile is con-
sidered as 0.015m and run at 90 km/h [27]. Fig. 12 shows
the verticalsuspension deflection for three controllers. Fig. 13
shows the tire and vehicle body deflection for three con-
trollers. Fig. 14 shows the verticalvehicle body acceleration
of the three controllers. Car acceleration is low in ACO tuned
LQR compared to other controllers. In this road profile, the
ACO-tuned LQR provides better results compared to other
controllers. Fig. 15 shows that the force is limited within
± 3 N for possible control input. The above discussion and
figure show that all the state variable constraints are within
the maximum value or near the maximum value as given in
Table 2.

FIGURE 14. Vehicle body acceleration of three controllers under ISO
road D rough runway.

FIGURE 15. Control force of three controllers under ISO road D rough
runway.

FIGURE 16. Suspension deflection of three controllers under pulse road
profile.

Case III (Periodic/Pulse Road Profile): The amplitude
of pulse/periodic road profile is considered as 0.02m [13].
Fig. 16 shows the vertical suspension deflection for three
controllers. Fig. 17 shows thevertical tire and vehicle body
deflection for three controllers. Fig. 18 shows the verticalve-
hicle body acceleration of the three controllers. Car accelera-
tion is low in ACO tuned LQR compared to other controllers.
In this road profile, the ACO -tuned LQR provides better
results compare to other controllers. Fig. 19 shows that the
force is limited within ± 25 N for possible control input.
The above discussion and figures show that all the state
variable constraints are within the maximum value or near
the maximum value as given in Table 2.

The proposed algorithm outperforms the classical-tuned
LQR as well as MPC and significantly improves ride com-
fort. The performance matrices considered here is root
means square (RMS) of vertical suspension travel, which is
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FIGURE 17. Tire and Vehicle body deflection for (a) Classical-LQR
(b) ACO-LQR (c) MPC under pulse road profile.

mathematically described below:

RMS suspension travel =

 1
T

T∫
0

[Zs(t)− Zu(t)]2 dt


1
2

(19)

The performance metrics for three road profiles under
variouscontrollers are given in Table 4.The RMS value of
ACO-tuned LQR and MPC gives a lower value compared
to PSO-tuned LQR [13] and AIWPSO tuned LQR [13]
controller under bumpy road profile.For three road profile,
compare to classical tuned LQR, the ACO tuned LQR and
MPC gives a better result. The proposed controller gives a
minimum RMS value compares to other controllers. Mini-
mum RMS value means low vibration. So, the road handling
capacity and ride comfort of the passenger is improved by
using the proposed controller. RMS value of MPC and pro-
posed controller gives almost the same value under three road
profiles. ButMPC takes more computational time to compare
with ACO tuned LQR. Table 5 shows the runtime comparison
of ACO tuned LQR and MPC controller under three road
profiles. If any mismatch occurs the MPC cannot work sys-
tematically but the ACO tunes LQR works systematically.

FIGURE 18. Vehicle body acceleration of three controllers under pulse
road profile.

FIGURE 19. Control force of three controllers under pulse road profile.

TABLE 4. Performance indices for ASS.

TABLE 5. Run time comparison.

These metrics emphasize that, by ensuring firm contact of the
tire with the road surface, the proposed system enhances not
only traveler comfort but also safety considerably.

VI. CONCLUSION
This paper introduces a novel ACO tuned LQR method
of solving the LQR weight optimization problem applied
tolaboratory-basedvehicle suspension systems. The problem
of selection of the LQR weight is formulated as an Opti-
mization problem and the ACO is used to find the best
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weights. Both the weight matrices of LQR are tunedusing
this proposed algorithm. In terms of ride comfort, suspen-
sion travel, and road handling capability, the control scheme
offers better performance compared to Classical-LQR and
MPC controller. Three separate road profiles confirmed this
efficiency outcome. The performance indices highlight that
better results are provided by the proposed controller. While
MPC and the algorithms proposed to give nearly the same
result but MPC takes more runtime than ACO tuned LQR.
On a QCASS for realistic road profiles, the effectiveness of
the proposed system is experimentally verified. The exper-
imental findings confirm that the proposed scheme greatly
increases the road handling and comfort of passengers.
A camera-based ASS can provide significantly improved
performance results. The camera is used to recognize the state
of route or road (Bumpy, periodic, etc.); standard sensors
are used to measure angular velocity. The camera data are
compared and verified in synchronization with the processing
of the camera image. The suspension control can be enhanced
more accurately with this.
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