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ABSTRACT We needed to find deep emotional features to identify emotions from audio signals. Identifying
emotions in spontaneous speech is a novel and challenging subject of research. Several convolutional neural
network (CNN) models were used to learn deep segment-level auditory representations of augmented
Mel spectrograms. The proposed study introduces a novel technique for recognizing semi-natural and
spontaneous speech emotions based on 1D (Model A) and 2D (Model B) deep convolutional neural
networks (DCNNs) with two layers of long-short-term memory (LSTM). Both models used raw speech data
and augmented (mid, left, right, and side) segment level Mel spectrograms to learn local and global features.
The architecture of both models consists of five local feature learning blocks (LFLBs), two LSTM layers,
and a fully connected layer (FCL). In addition to learning local correlations and extracting hierarchical
correlations, LFLB comprises two convolutional layers and a max-pooling layer. The LSTM layer learns
long-term correlations from local features. The experiments illustrated that the proposed systems perform
better than conventional methods. Model A achieved an average identification accuracy of 94.78% for
speaker-dependent (SD) with a raw SAVEE dataset. With the IEMOCAP database, Model A achieved an
average accuracy of an SD experiment with raw audio of 73.15%. In addition, Model A obtained identifica-
tion accuracies of 97.19%, 94.09%, and 53.98% on SAVEE, IEMOCAP, and BAUM-1s, the databases for
speaker-dependent (SD) experiments with an augmentedMel spectrogram, respectively. In contrast,Model B
achieved identification accuracy of 96.85%, 88.80%, and 48.67% on SAVEE, IEMOCAP, and the BAUM-1s
database for SI experiments with augmented reality Mel spectrogram, respectively.

INDEX TERMS Speech emotion recognition, convolutional neural network, data augmentation, long-short-
term memory, spontaneous speech database.

I. INTRODUCTION
Speech is an efficient, quick, and fundamental way of human
communication. Speech signals are one of the most natu-
ral ways humans express their emotions. Speech emotion
recognition (SER) is a challenging task in artificial intel-
ligence, pattern recognition, signal processing, and other
fields [1], [2]. The existing studies [3], [4] have been on
SER problems using data gathered in laboratory-controlled
conditions, such as the acted and simulated databases [5], [6]

The associate editor coordinating the review of this manuscript and

approving it for publication was Yongming Li .

to identify emotions. Whereas semi-natural emotions are
linked with high identification accuracy, these emotions can
be easily exaggerated. However, acted emotions fail to accu-
rately represent the features of human emotional expres-
sion in natural situations. Spontaneous emotions are more
demanding and harder to describe than acted or semi-natural
emotions in the wild. Therefore, emotion recognition in the
wild has attracted much attention. Although, extracting the
most discriminative features for speech expression feature
extraction is essential for the SER frameworks. The fun-
damental emotional characteristics [7], [8] of speech are
low-level descriptors (LLDs). The commonly used LLDs
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consist of prosody, voice quality, and spectral character-
istics [7]–[9]. Recently, many large feature sets based on
LLDs, including INTERSPEECH 2010 [10], ComParE [11],
AVEC 2013 [12], and GeMAPS [13] have been proposed for
SER. Handcrafted audio features are utilized as an input of
neural networks when utilizing transfer learning and deep
learning approaches for SER [3], [14]–[16]. The overall
outcome of handcrafted features extraction from specific
emotions is very high; however, the extraction of handcrafted
features generally requires human effort [17], [18]. Accord-
ingly, improved features extraction methods are required
to effectively identify the most discriminative emotional
features.

The newly developed deep learning methods [19], [20],
which have attained significant attention in the SER, pro-
vide suitable solutions [14], [21], [22] to the problems
mentioned above. Multiple deep neural frameworks have
been utilized for high-level feature learning tasks, such as
deep neural networks (DNNs) [23]–[25], deep convolutional
neural networks (CNNs) [26], and Long short-term mem-
ory recurrent neural networks (LSTM-RNNs) [27]. DNNs
comprise one or more underlying hidden layers between
inputs and outputs based on feed-forward architectures. Auto-
mated feature learning approaches were developed to acquire
high-level features that accurately recognize human emo-
tions [10], [12], [13], [28], [29], and all have given better
results. The DNN method was the first deep learning method
deployed, correlated with handcrafted acoustic characteris-
tics. In [30], introduced a DNN-based (Gerda) approach, fol-
lowing the Mahalanobis minimum-distance classifier (MDC)
for SER, to learn the discriminative features of 6552 low-
level acoustic descriptors (LLDs). The DNN [31] was uti-
lized to learn high-level features from handcrafted features.
Emotion classification was fostered by using an extreme
learning machine (ELM) [32]–[34]. MFCCs are used as an
input of DNN for obtaining high-level features. An extreme
learning machine (ELM) is utilized to classify speech emo-
tions [35]. The author in [36], utilized a DNN to compress
an utterance into a fixed-length matrix by pooling the last
hidden layer actions across time. Then, the encoded matri-
ces are used to learn an ELM kernel for the utterance-level
classification of speech emotions. DNNs cannot success-
fully acquire discriminative features for SER because
DNNs typically require handcrafted characteristics as SER
inputs.

CNN’s are composed of multi-level convolutional and
pooling layers, which allows obtaining mid-level feature
representations using data input and train models. To take
advantage of CNNs’ outstanding performance in computer
vision applications [26], 2D time-frequency representations
generated from acoustic spectra are often input into CNNs for
SER. Specifically, the researchers of [32] used spectrograms
as input data of a hybrid network that comprises a sparse
auto-encoder and a one-layer CNN to train salient features
for SER. The suggested approach [37] used segment-level
spectrograms as CNN input to extract discriminative

characteristics. In [38], segment-level features are extracted
using an image spectrogram as inputs to a deep net-
work such as AlexNet [26]. Implementation of CNNs with
LSTM-RNNs has recently been a new study topic in SER.
The studies [39], [40] proposed an attention-based bidirec-
tional LSTM with a spatial CNN for deep spectrum feature
extraction by utilizing segment-level spectrograms. In [14],
the proposed method used a segment-level spectrogram with
a deep convolutional LSTM architecture.

Notice that the two-dimensionmentioned above (2D) CNN
techniques such as CNN, CNN+LSTM, and CNN+RNN,
effectively extract energy modulation features. As a result,
these time and frequency features, which extract 2D time
and frequency spectrograms of audio data, performed very
well in SER applications. Moreover, various 1D CNN
models have been employed in recent years for features
extraction in SER, and other applications [41]–[45]. For
example, the researchers in [46] investigated the efficacy
of the different 1D CNN architectures for extracting fea-
tures from the 1D original waveforms on SER challenges.
However, these utilized 1D CNN models with one or
two convolution layers are shallow, making their learned
1D CNN features inappropriate for SER. On the other hand,
1D CNNs trained on sample-level 1D audio waveforms have
been effectively used for music categorization, using feature
extraction learned from the original 1D raw audiowaveforms.

In [32], a sparse auto-encoder was used to learn essential
features from spectrogram for SER with one-layer CNN. The
end-to-end SER framework with a combination of two-layers
CNN with an LSTM is presented in [33], [34]. A recur-
rent neural network (RNN) is designed to handle long-range
dependencies [47]. In suggested techniques [3], [32]–[34],
researchers used limited data from publically available emo-
tional speech databases to develop deep CNNs with one
or two convolutional layers (CL). In [15], [48] found that
varying lengths of spectrogram yield different affective cues
for recognizing specific emotions because other emotions
dominated separate segment-level features in an utterance.
Therefore, when various segment features are used for speech
emotion recognition, the discriminating strength of the
retrieved utterance-level features changes for an utterance.
This study proposed a new spontaneous and semi-natural
SER approach based on the deep CNN+LSTM architecture.
Similar to [14], [49], the proposed approach used multiple
image scales as inputs to a single CNN. This approach is
different from other approaches, so-called multiscale sys-
tems [50] in which CNN’s use with subnetwork is based on
specific information. To further increase SER performance,
we integrate deep LFLB with LSTM at different lengths of
RGB spectrograms. The presented approach learns local fea-
tures from raw audio spectrograms using deep CNNs on tar-
get publically available databases. Then, to achieve utterance-
level feature extraction for SER, the temporal dynamic infor-
mation is modeled using an LSTM. Experiments were per-
formed on two semi-natural datasets and one spontaneous
emotional speech dataset (BAUM-1s) [51].
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The main contributions of this research are as follows:
• Considering the augmented Mel spectrogram presents
various emotional signals for recognizing certain emo-
tions, this proposed study used a multiscale system for
semi-natural and spontaneous datasets. We believe that
this is the first work in which a multiscale framework
with a local feature learning block has been used for
spontaneous and semi-natural datasets for SER.

• The following layers are used to extract local level
features from raw and augmented data: convolutional,
batch normalization (BN), exponential linear unit,
and max-pooling layers in the local feature learning
block (LFLB).

• Two LSTM layers are added to build networks that
connect to the LFLB to learn long-term dependencies
from a series of obtained features.

• For the first time, a 1D CNN+LSTM (Model A)
model can learn many emotional characteristics from
raw speech datasets. However, the two-dimensional
CNN+LSTM models (Model B) outperform Model A
in the proposed study. The Model B was designed to
learn local correlations and global contextual informa-
tion from an augmented Mel spectrogram. The LFLB or
LSTM layers may handle the augmented Mel spectro-
gram as a series or grid.F

The rest of this paper is structured as follows.
The related works is given in Section 2. Details of our

proposed method are given in Section 3. Results are pro-
vided in Section 4. Conclusion and future work are presented
in Section 5.

II. RELATED WORKS
Distinguishing features are essential for recognizing speech
emotions from audio signals. Spectrum features are among
the different prosody features that are utilized in SER.
AB Kandali et al. used the Gaussian mixture model (GMM)
with MFCC to recognize emotions from the Assamese
speech database [52]. VB Waghmare et al. used MFCCs
as the main feature to identify emotions in the Marathi
speech dataset [53]. After extracting MFCCs from EmoDB,
Demircan, S., utilized k-NN to identify emotions [54].
Chenchah et al. employed HMM and SVM [55] to determine
the spectral features obtained from raw speech data. In [56]
proposed an SER approach with an auto-associative neural
network (AANN) by fusing residual phase and MFCC fea-
tures. AANN, SVM, and RBFNN are used to identify emo-
tions in a music database using two acoustic features [57].
However, handcrafted features are highly effective for
distinguishing emotions in audio data but are primarily low-
level features. A generalized discriminant analysis (Gerda)
deep neural network (DNN) layered with multiple limited
Boltzmann machines (RBMs) was used in [30] to identify
emotions. The results were significantly better than tradi-
tional baseline methods. In [58], the suggested approach
used a regression-based DBN with three hidden layers to
extract features and identify emotions from a music database.

The proposed technique [59] investigated a hybrid approach
and obtained the best outcomes on FAU Aibo. The suggested
research [60] used a deep neural network to detect utterance
level emotions. It achieved a 20% relative accuracy increase
over conventional state-of-the-art methods. In [32], devel-
oped a semi CNN approach with a linear SVM to identify
emotional classes. In [61], the suggested CNN architecture
was used to identify emotions from labeled datasets, and pre-
liminary experimental outcomes noticed that this approach
performed better than SVM-based classification. In [61] pro-
posed a systematic method for developing an effective emo-
tion detection system utilizing deep DCNNs and annotated
training data. Furthermore, [15] compressed the extracted
audio features using PCA. The proposed technique is differ-
ent from the work mentioned above. The developed models
learn local and global features to identify emotions from
audio data. In general, models are only capable of identifying
low-level features. Furthermore, existing methods based on
CNN can only extract a single kind of emotion-related infor-
mation, which is insufficient for recognizing emotions.

In [62], authors used text and audio data from the
IEMOCAP database to demonstrate a double recurrent
encoder framework technique that uses MFCC with text
tokens as input characteristics. The suggested multimodal
approach resulted in a 71.8% accuracy on the testing dataset.
In [63], the suggested model is used to train two classifiers,
RNN and SVM, using the CREMA-D database for account-
ing for voice level variation. Three intensity levels were used
to train the classifiers: low, medium, and high. The emotions
labeled ‘‘happy’’ and ‘‘neutral’’ have the highest categoriza-
tion accuracy, whereas the emotion labeled ‘‘disgust’’ has
the lowest. Furthermore, they did not produce any epoch-by-
epoch accuracy curves or a class-by-class confusion matrix to
support their claims. Therefore, in [64] proposed the remain-
ing block andmemory attentionmethods and 3D LMS-based,
dilated CNNs. They employed a combination of the static
LMS feature, the1(delta), and the11(double delta) feature
to create the feature vector from raw speech. When using the
speaker-dependent collection, IEMOCAP obtained 74.96%
accuracy, and when using the speaker-independent raw data,
it achieved 69.32% accuracy. The model obtained the best
accuracy of 90.37 percent with the IEMOCAP database.

High-level information extracted from speech spectro-
grams is used to build an SER model proposed in [65]. It was
determined how well the model performed using two differ-
ent data sets. The IEMOCAP and EMO-DB datasets have
an accuracy of 77.1% and precision of 92.2%, respectively.
Zhang et al. [66] offer a novel multi-task learning approach.
The RAVDESS database contains both voice and music sam-
ples with four emotional states, and the model acquired a
57.14% accuracy rate for selecting group multi-task feature
sets. In [67], scientists collected and computed mean values
for the 20-MFCC, the twenty delta, and the twenty double
delta characteristics. Input for the artificial neural network
algorithm was these mean values. Using the EMO-DB and
RAVDESS datasets, they obtained 82.3 percent and 87.8%
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FIGURE 1. The process of generating three channels using Mel
spectrogram segments.

accuracy with their approach. Badshah et al.proposed an SER
design for a 2D CNN-based model based on the EMO-DB
database [68]. A pre-trained AlexNet [69] design was also
used, but the results were dismal. They also looked into
transfer learning. The first suggested model had an accuracy
rate of 84.3% on the test set. Previous research has shown
that ensemble approaches may improve speech recognition
accuracy [70]–[72] in SER tasks.

III. PROPOSED METHOD
One of the primary objectives of SER is to extract more
discriminative emotional features from raw audio and aug-
mented data. Emotional features are divided into two types:
handcrafted features and deep learning features. Many
handcrafted feature extraction approaches are developed
carefully with ingenious strategies. Most deep learning
approaches [30], [48], [73]–[75] are used to extract deep
learning features from speech emotional datasets and perform
well for SER. Therefore, identifying emotions using deep
learning features is becoming more popular. Raw databases,
environments, and discriminative features are the main con-
cerns for SER. The proposed approach is divided into three
sections: (1) preparation of the raw data, (2) learning local
and global features, and (3) the architecture of Model A and
Model B.

A. PREPARATION OF THE RAW DATA
The initial step is to generate a suitable input for LFLB. For
this purpose, we created different lengths of Mel spectrogram
segments. The generated Mel spectrogram segments have a
fixed input size (227 ∗ 227 ∗ 3). As stated in [4], we generate
three channels of spectrogram segments. These spectrogram
segments are identical to the RGB format of the original 1D
audio signals. We created 2D Mel spectrogram segments of
size (Melspectrogram = W ∗S) for an utterance. S represents the
total number of Mel filter banks (MFB), andW is the context
window size. We used (S = 64) to calculate the Mel spectro-
gram with a 25ms window size and a 10 ms overlap [14].

Then we use a contextual window of W frames to divide
the Mel spectrogram into (64 ∗ W ) segments. In [76], the
used 250 − ms audio clip may provide information about
emotions. This result indicates that W is greater than and
equal to 23 and that its segment length is 245 milliseconds.
Delta (1) and Double Delta (11) coefficients are gener-
ally obtained from MFCCs in speaker recognition to rep-
resent the spatio-temporal in auditory segments. Also, first
and second-order spectrogram regression coefficients of
Melspectrogram calculated using their corresponding spectro-
gram slice’ (1) coefficients and (11) coefficients. As a
result, we can get three channels of Mel spectrogram slices
with a scale of (64 ∗W ∗ 3). The obtained Mel spectrogram
is identical to the RGB image. The bilinear interpolation is
used to resize various Mel spectrogram slices into a suitable
size (227 ∗ 227 ∗ 3) as input for LFLB to recognize features
of the obtained channels of the Mel spectrogram slices. The
process for generating three channels of Mel spectrogram
segment slices (static, delta, and double delta) used as inputs
to LFLB is shown in Figure 1. Semantic information was
not included in the auditory Mel spectrogram segments. As a
result, obtained features are inputted into deep learning mod-
els to generate segment features. (W = 64) in [4], [14] was
utilized as the primary SER function. This research aims to
determine the effect of various subgroup length W inputs on
frameworks. The detailed description of datasets is illustrated
in Table 1, and Table 2 shows the structure of databases.

B. DEEP FEATURE LEARNING
A novel approach for learning local and global level dis-
criminative features from raw audio databases and aug-
mented Mel spectrograms is presented in our study. We com-
bined an LSTM and LFLB to learn local level and global
level features. The CL of LFLB processed a grid of
values G [77]–[79]. The LFLB is used to learn a feature
sequence and each feature in a sequence is a function of a
limited number of input features. Whereas LSTM is used for
processing the G-series of numbers [47], every element of
the learning features is a function of the preceding output
elements. The high-level features can be learned using a com-
bination of the CNN+LSTM approach. The CNN+LSTM
method contains both long-term contextual dependencies and
local information.

C. LOCAL FEATURE LEARNING
LFLB extracts emotional features from the input signal.
As shown in Figure 2, LFLB consists of five layers.
1) two convolutional layers (CL), 2) batch normalization
layer (BNL) [80], 3) exponential linear unit (ELU), and
4) max-pooling layer (MPL). The first, second, and fourth
are the core layers of LFLB. The main advantages of the CL
are spatial locality and shared weights [77]–[79]. However,
spatial locality and shared weights enable CL’s learning ker-
nel capability. At each batch, BN normalized the activation
function of the CL and enhanced the stability and perfor-
mance of the deep neural network. Deep neural networks
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FIGURE 2. The structure of proposed model for SER.

perform better and are more stable when using BN layers.
It is possible to keep the mean activation near zero and the
activation standard deviation close to one by using batch
normalization [81]. The ELU determines the output of the BN
layer. Although ELU has negative values in contrast to other
activation functions, in the suggested approach, ELU speeds
up the learning process and leads to better identification
accuracy [82]. By using a PL, the extracted features can be
more robust against distortion and noise. The most common
non-linear function is max-pooling, which divides the input

into on-overlapping groups and returns the highest value for
each sub-group [83].

The LFLB can be customized in various ways, depend-
ing on the task. The modification in the LFLB is generally
reflected in the various convolution andmax-pooling parame-
ters. A local feature extractor is performed by the convolution
layer. The data convolved over the height and width of the
input value using the kernels. When convolved features pass
into the CL, we can obtain a feature map by computing the
dot product of the input and kernel elements. Suppose a signal
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FIGURE 3. Top Figure: Description of one-dimensional local features
learning block from audio samples (the colors represent various active
forms of the learning block). Bottom Figure: LSTM learning of contextual
dependencies from local descriptors.

FIGURE 4. Two-dimensional convolution and pooling diagrams.

s(n) is fed into a 1D CL. Convolution of the signal s(n)
with the kernel k(n) and the size of the kernel z yields the
output r(n). We randomly initialized the proposed approach
to the 1D convolution kernel k(n).

r(n) = s(n) ∗ k(n) = 6z
m=−zs(m).k(n− m) (1)

If s(x, y) is the input of the 2D CL, the result r(x, y) is
achieved by convolving a signal s(x, y) with the convolution
kernel k(x, y), and size is i ∗ j. In the proposed approach,
we randomly initialized the 2D convolution kernel k .

r(x ∗ y) = s(x ∗ y) ∗ k(x ∗ y)

= 6a
i=−a6

b
j=−bs(i, j).k(x − i, y− j) (2)

The convolved features fed into BN normalized the activation
function of preceding layers in every batch. The second layer
of LFLB uses a transformation tomaintain themean constant.
In the case of the convolved features, the variance is 1.

When correlated features are input into the third layer of
LFLB, output features are explained as below:

rzx = σ (BN (bzx +6yrz−1y ∗ kzxy)) (3)

where rzx and r
z−1
y defines the x output and y input features at

the z layer and z−1 layer, in the above equation, kzxy represents
the convolution kernel between the x and y features. The BN
(.) correlated with the learning features of the CL. In the
proposed study, the ELU activation function is represented
by the function σ (h), which can be written as:

σ (h) =
{
h h ≥ 0
α(evh − 1), h < 0

}
(4)

Suppose the value of α is greater than zero and ev is Euler’s
value. In that case, output features are inputted into the MPL.
The PL is used for non-linear down-sampling functionality,
decreasing feature resolution. The extracted features obtained
by the max-pooling layer are as follows:

rzq = max∀w∈�qr
z
w (5)

In eq. (5),�q indicates the pooling value with the value of the
index k , and rzq and r

z
w defines the input and output features

of the MPL with index q and w.

D. GLOBAL FEATURES LEARNING
The architecture of LSTM is the same as a recurrent neural
network (RNN) [47], [84]. LSTM specifically understands
long-term dependencies from series of segments. So it is
stacked upon the LFLB used to learn contextual dependencies
from the sequences of extracted local level features. Because
LSTM uses four components to modify the block state: an
input gate, an output gate, a forget gate, and a self-recurrent
cell. Equations (6)-(10) [84] depict the upgrading of an LSTM
unit at each time step. Let zp be the input volume and zq be the
output volume of an LSTM network. The correlation between
zp and zq can be written as:

at = σp(Gazx−1t + Hazx−1t + ka) (6)

et = σp(Gezx−1e + Hezx−1t + ke) (7)

ro = σp(Grzx−1t + Hrzx−1t + kr ) (8)

ot = ft · ot−1 + it · σo(Gozx−1t + Hozx−1t + ko) (9)

mxt = ot · σmzt (10)

where ot is the LSTM unit state; G, H , and k denote param-
eter matrices and vectors; at , et , and rt denote gate vectors;
p denotes a sigmoid function; σm and. σo is the hyperbolic
tangent; The (.) operator represented the Hadamard product.
In equations (6)–(10), the input and output feature indices
are superscripts x − 1 and l. The variables a, e, and r in the
equations above represent the forget, input, and output gate.
In eq. (9), o represent a cell value. The variable p in the above
equations represents the gate.
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TABLE 1. Detailed description of datasets.

TABLE 2. Original SAVEE, IEMOCAP and BAUM-1s databases structure.

TABLE 3. The Model A parameters are as follows: The output is determined by the length and number. In Learning Block 1, the CL is represented by C
while the max-pooling layer is represented by P .

E. ARCHITECTURE OF MODEL A
As shown in Figure 2, the architecture of Model A consists
of five LFLBs, and each LFLB block consists of five layers.
We apply the following rules to distinguish between different
layers: 1) The number before the label specifies the network
in which the building block or layer is located. 2) The number
after the label specifies the index number of the layer in
a network. Figure 2 depicts the general architecture of the
proposed model. Model A is based on a deep learning method
that learns from raw datasets. Consequently, in each LFLB,
the convolution and pooling layers are one-dimensional. The
kernel size for the first and second blocks is 128; for the third
and fourth blocks, it is 256. The kernel size and stride of all
the max-pooling layers is three. Model A’s parameters are
illustrated in Table 3, and softmax is the last layer of Model
A used to recognize emotions.

Next, a one-dimensional vector representing an audio clip
is inputted into Model A, where LFLBs learn local fea-
tures. After being reshaped, the output features from the
five one-dimensional learning blocks are given to the LSTM
layers. Finally, the contextual dependencies are identified
from the inputted local hierarchical properties. Figure 3 illus-
trates the local level extracted features and contextual

dependencies. So, the output of the LSTM layers comprises
local and long-term contextual dependencies. Next, output
features are inputted into FCL, followed by two LSTM layers.
Below is the equation for the FCL:

sl = bl + sl−1.kl (11)

The softmax layer is used as a classifier. The softmax layer
makes predictions based on the input features. The Softmax
function is described as follows:

zi = 6jhjWji (12)

softmax(z)i = pi =
ezi

6n
j=1e

zi
(13)

where softmax input is Zi, Wij is the weight, and hj is the
activation function. So, the predicted class label û represented
as:

û = argmaxpi (14)

F. ARCHITECTURE OF MODEL B
The architecture of Model B is similar to that of Model A.
As shown in Figure 2, Model B consists of five LFLBs,
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TABLE 4. The parameters for Model B are shown in the table below, and output is specified by height * width * digit, where M indicates the low-level
features. In 2D LFLB, convolutional and maximum pooling layers are denoted as C1st and P1st , respectively.

TABLE 5. The comparison of classification accuracies of Model A and Model B.

TABLE 6. The average classification accuracy of Model B was compared
to that of other feature extraction and classification models using the
SAVEE database.

TABLE 7. Comparison of Model B recognition accuracy with various
feature extraction approaches and classification methods using the
IEMOCAP dataset.

two LSTM layers, and one FCL with 2D convolution and
pooling. The kernels in the first two LFLBs are 64, and the
rest are 128. The size of the kernel and stride in the first and
second LFLBs is 2*2 and 1*1, respectively. The kernel and
size for the pooling layers are 2*2 for the first two blocks;
for the rest, it’s 3*3. Table 4 illustrates the parameters of
model B. The softmax is used as a classifier in Model B.
Keras [87] was used to implement both models. Model B is
used to learn high-level features from the Mel spectrogram.
Five LFLBs/s learn local features with local correlations from
an augmented Mel spectrogram. The output features from
LFLB5 are resampled into a temporal sequence and used as

TABLE 8. The average classification accuracy of Model B was compared
to that of other feature extraction and classification models using the
BAUM-1s database.

input for the first LSTM layer. Local features are used to learn
contextual dependencies. Figure 4 depicts the learning of
local-level features and contextual dependencies. As a result,
the LSTM layer’s output comprises spatial correlations and
global contextual information. The FCL is used to categorize
these features into the output space. Softmax is used for
classification using learned features.

G. HYPERPARAMETER OPTIMIZATION
It is crucial to select hyperparameters for a neural network
before moving further. Hyperparameter optimization aims to
maximize a deep neural network’s efficiency on a database
independent of the deep neural network under evaluation.
Confusion matrix, arbitrary search, and other search strate-
gies were all effectively used in various deep learning mod-
els. They all help improve the training of the deep model.
The Bayesian optimization technique produces higher perfor-
mance with fewer testing datasets. [88]–[90]. The Bayesian
optimization technique is used in our studies to choose hyper-
parameters for suggested DNNs. Bayesian optimization is a
sequential design approach that effectively solves the opti-
mization problem. In our studies, we utilized Hyperopt to
maximize the hyperparameters [90]. Hyperopt provides a
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TABLE 9. Recognition accuracy of Mid Mel spectrogram techniques.

minimizer-friendly optimal solution and analyzes it like a
randomized function. The goal function is also given prior
knowledge. The probability distributions over the optimiza-
tion problem are modified following the collected function
evaluations. Using probability distributions, we may gener-
ate an acquired function. Recursively, hyperparameters were
chosen. As a first step in selecting an optimization technique,
a distribution over the variables is chosen (adagrad, Adam,
SGD, and RMS). The proposed design is presented once the
learning with optimal parameters has been performed.

IV. RESULTS
The proposed models’ performance was evaluated using
semi-natural and spontaneous databases for SD and SI exper-
iments. In addition, we evaluated our models using two
experiments. The first experiment was performed using raw
audio samples, and the second was performed using an aug-
mented Mel spectrogram. Model A is used to extract features
from raw audio samples in the presented study. In contrast,
Model B extracts high-level features from augmented Mel
spectrogram.

Additionally, the developed models are used for predictive
capacity instead of limited explanatory power. Numerous
methods are presented to reduce the possibility of overfitting
in proposed studies. Overfitting is a factor in bad predictions
for untrained datasets because overfit models memorize train-
ing sets instead of learning to predict better. Although over-
fitting occurs for numerous reasons, (1) when the model’s
architecture is very complicated, (2) Overfitting occurs when
a learning model becomes overtrained. (3) when the model
degrees of freedom are too high [91]. Many techniques have
been developed to minimize overfitting, including regulariza-
tion [92], BN [81], cross-validation [93], early stopping [93],
and model-selection [94].

A. SPEAKER DEPENDENT (SD) EXPERIMENTS
First, we performed SD experiments on both augmented Mel
spectrogram and raw audio speech signals. The datasets were
randomly divided into an 80:20 ratio for training and test-
ing. Our experiment results imply that the proposed models
efficiently identify speech emotions. The main goal of the
proposed study is to identify emotions with high accuracy and
generalization performance. Therefore, the best-predicted
model is reported in our experiments. Figure 5 illus-
trates the results achieved from the SAVEE database for
SD experiments. Model B recognized ‘‘neutral’’, ‘‘angry’’,
‘‘frustration’’, and ‘‘sad’’ with the highest accuracies of
100%, 97.58%, 97.43%, and 97.12% respectively, with the
SAVEE dataset with raw audio data.WhileModel B achieved

FIGURE 5. The confusion matrix of SD experiments on the SAVEE dataset
of raw audio data.

FIGURE 6. The confusion matrix of SD experiments on SAVEE dataset of
augmented Mel spectrogram.

the average accuracy of 97.19% with an augmented Mel
spectrogram. As shown in Figure 6, the SAVEE database
identified ‘‘anger’’ and ‘‘sad’’ with the highest accuracy of
100%. At the same time, ‘‘disgust,’’ ‘‘surprise,’’ and ‘‘neu-
tral’’ were recognized with the highest accuracies of 98.66%,
98.13%, and 96.48% with the SAVEE datasets of an aug-
mented Mel spectrogram, respectively. Model B recognized
‘‘frustration’’, ‘‘happy’’, and’’ anger’’ with the accuracies of
51.07%,47.66%, and 45.20% with the IEMOCAP dataset of
a raw audio dataset, as illustrated in Figure 7. Figure 8 illus-
trates the IEMOCAP dataset contains four emotions,‘‘ sad’’,
‘‘anger’’, ‘‘happy’’, and ‘‘neutral’’, which are listed with
accuracies of 97.28%, 94.66%,56.66%, and 89.37%, with
an augmented Mel spectrogram, respectively. Model B
achieved 69.53% and 85.34% average accuracy with raw
audio and augmented Mel spectrogram for the IEMOCAP
database, respectively. As shown in Figure 9, the BAUM-1s
database identified ‘‘joy’’ with the highest accuracy
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FIGURE 7. The confusion matrix of SD experiments on the IEMOCAP
dataset of raw audio data.

FIGURE 8. The confusion matrix of SD experiments on IEMOCAP dataset
of augmented Mel spectrogram.

of 75.99%. Model B achieved average accuracy with the
BAUM-1s dataset of the raw audio dataset is 40.57% for
SD experiments. Model B achieved average accuracy with
the BAUM-1s dataset of the augmented Mel spectrogram
is 53.98% for SD experiments, as illustrated in Figure 10.

Validation accuracy is an important metric for assessing the
generalization performance of a training model. The optimal
model will be there when the validation accuracy of Model
A and Model B achieves its maximum during the train-
ing process. The proposed study selects the best predictive
model to minimize overfitting. The prediction performance
of Model A and Model B improves as validation accuracy
decreases. Overfitting occurs when the accuracy of validation
decreases while training continuously increases. So, the train-
ing process will be early stopping. Avoiding overtraining and
improving the model’s performance can be achieved by early
stopping. To achieve the highest classification performance,
we evaluated validation accuracy in our experiments. When
validation accuracy in training no longer increases, the model
will have higher prediction accuracy.

B. SPEAKER-INDEPENDENT (SI) EXPERIMENTS
SI experiments were conducted using the same approach as
SD experiments. However, the distribution of the dataset for

FIGURE 9. The confusion matrix of SD experiments on BAUM-1s dataset
of raw audio dataset.

FIGURE 10. The confusion matrix of SD experiments on BAUM-1s dataset
of augmented Mel spectrogram.

IEMOCAP was different for SI experiments. The data were
divided into two groups for the SI experiment depending
on the subject. Since the utterance of emotions from the
selected database was performed by twelve speakers, data
from nine subjects was selected as the training sample, and
data from the other three subjects was selected as the testing
sample. The suggested model fitted the experimental data
and has better predictive performance. The obtained results
for SI experiments are shown in Figs. 11–15 to analyze the
individual emotional groups’ identification accuracy. Model
B achieved average accuracywith the SAVEE and IEMOCAP
databases at 96.85% and 88.80%, respectively, with aug-
mentedMel spectrograms for SI experiments.While with raw
data, the obtained accuracy is 87.54% and 69.53%, respec-
tively. The best-fitted and predictive models are recorded
when the proposed model achieves the highest validation
accuracy during training. Therefore, the suggested model is
more accurate at fitting the experimental data and has higher
classification accuracy. Figure 11 shows the average accuracy
achieved by Model B with the SAVEE database is 87.54%.
The SAVEE database contains seven emotion categories,
four of which, ‘‘anger’’, ‘‘sad’’, ‘‘surprise,’’ and frustration,
were identified with accuracies of 100%, 99.56%, 98.32%,
and 98.28%, respectively, by the Model B with augmented
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FIGURE 11. The confusion matrix of SI experiments on SAVEE dataset of
raw audio dataset.

FIGURE 12. The confusion matrix of SI experiments on SAVEE dataset of
augmented Mel spectrogram.

Mel spectrogram as shown in Figure 12. In contrast, the
other three emotions were identified with less than 98.00%
accuracy, as represented in Figure 12. Model B achieved an
average accuracy with the IEMOCAP database of 88.80%.
Figure 13 shows that the IEMOCAP database, ‘‘anger,’’
‘‘sad,’’ and ‘‘excited’’ were recognized with accuracies of
96.73%, 99.52%, and 93.22%, respectively, by the Model B
with an augmented spectrogram. As shown in Figure 14,
Model B recognized ‘‘sad’’ and ‘‘neutral’’ with the high-
est accuracies of 99.02% and 96.38% with the IEMO-
CAP dataset. Model B achieved average accuracy with the
BAUM-1s dataset of the augmented Mel spectrogram of
48.67% for SI experiments.

C. RECOGNITION ACCURACY COMPARISON
Table 5 shows that the Model-A can learn emotional charac-
teristics from raw audio samples to identify speech emotions.
Furthermore, compared toModel-A, Model-B has significant
advantages. The obtained average recognition and validation
accuracy with the augmented Mel spectrogram are higher
than the obtained accuracy from raw data. Model B achieved
the best validation accuracy with fewer epochs and converged
quicker thanModel A. The proposedModel B performed ade-
quately compared to other feature extraction and techniques.
Also, Model-B is quicker in convergence than Model-A.

FIGURE 13. The confusion matrix of SI experiments on IEMOCAP dataset
of raw audio data.

FIGURE 14. The confusion matrix of SI experiments on IEMOCAP dataset
of augmented Mel spectrogram.

Table 6 compares the average accuracy of the proposed
Model B with the augmented Mel spectrogram of the SAVEE
dataset with state-of-the-art approaches. Table 7 illustrates
the average accuracy of the proposed Model B with an aug-
mented Mel spectrogram of the IEMOCAP database with
state-of-the-art approaches. Table 8 illustrates the average
accuracy of the proposed Model B with an augmented Mel
spectrogram of the proposed Model B BAUM-1s database
with state-of-art approaches. Finally, Table 9 illustrates
the Mid Mel spectrogram accuracy for three datasets. The
mid-level Mel spectrogram possessed more than 75% accu-
racy for speaker-dependent experiments for SAVEE and
IEMOCAP datasets. On the other hand, on the BAUM-
1s dataset, the mid-level spectrogram achieved 42.40% and
36.88% accuracy for speaker-dependent and independent
speaker experiments, respectively, which is slightly lower
than the combined data augmentation approach.

D. DISCUSSION
Model A and Model B are comprised of five LFLBs and two
LSTM layers to learn local level features and global level
features. Because speech signals are time-varying signals and
require complex evaluation to analyze time-varying features,
the CNN+LSTM approach is proposed to recognize emo-
tional states. Although this study has successfully acquired
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FIGURE 15. The confusion matrix of SI experiments on BAUM-1s dataset
of augmented Mel spectrogram.

more emotional states from testing results, it is still important
to investigate the possible correlation between performed
emotions and auditory features. However, after learning sev-
eral temporal features and emotions in experiments, our mod-
els could identify them with high accuracy. Furthermore,
the proposed networks with comparable prediction results in
extended trials demonstrate effective techniques for identify-
ing speech emotions.

E. BLACK BOX
In the past few years, experts have started to investigate the
‘‘black box’’ issue to understand what is going on inside.
Google researchers developed a new approach for the image
classification model in 2015 to determine which features are
utilized for classification. During the same year, researchers
from the University of Wyoming identified how specific
images might deceive a system by evaluating DNNs. A soft-
ware engineer and a neurologist proposed the ‘‘information
bottleneck’’ in 2017 [95]. LehighUniversity developedDeep-
Xplore to analyze neural networks by evaluating millions of
neurons [96]. Stanford University [97] introduced ReluPlex
based on mathematical arguments to validate the features
of DNNs. Although these methods have taken a signifi-
cant step in image classification, it is still not a universal
answer to the ‘‘black box’’ issue [98], [99]. Additionally,
we have studied significantly to understand better the devel-
oped DNNs employed to evaluate the speech. In the proposed
study, we determine the impact of fundamental parameters
of the proposed networks on classification results, and mul-
tiple models with changing layers and filters are counted at
every layer. Also, we discover whether handmade features
are effective in recognizing emotions; tests are performed
on numerous handcrafted parameters. These attempts have
allowed us to disclose additional information about the DNN
in the experiments.

V. CONCLUSION
We proposed a new SER approach for semi-natural and spon-
taneous databases with an augmented Mel spectrogram. The
suggested approach is used to generate suitable inputs for the

1D (Model A) and 2D (Model B) CNN+LSTM framework
from an original audio dataset and develop appropriate deep
models for feature learning. The proposed method learns
local and global features from raw data and augmented Mel
spectrogram.We used five LFLB blocks to extract local-level
features from inputted data. Local features are inputted into
the LSTM layer to understand contextual correlations. More-
over, features extracted by proposed models consist of local
and long-term contextual dependency.

The overall performance of the proposed approach
was analyzed on spontaneous and semi-natural databases.
We noted that Model A and B extract discriminative features
and represent high-level abstractions of speech datasets. The
proposed approach showed that the overall accuracies of
Model B are higher than other feature extraction and state-
of-the-art approaches. However, the DNNs discussed in this
study have improved their performance in speech emotion
detection. However, several areas still need to be addressed.
First, the mechanism by which the proposed networks iden-
tify emotions can not be fully described. The ‘‘Black box’’ of
both models has not been investigated. However, most studies
focused on the deep learning techniques employed in image
processing. Speech is distinct from images; elucidating the
‘‘BlackBox’’ of deep networks optimizing speech processing
requires extensive research. Secondly, achieving better accu-
racy in SER is not the final goal. A novel approach capable
of learning more specific features or training a more accurate
prediction model must be investigated. Finally, to maximize
the advantages of different extracted features, create a mech-
anism for combining different deep features acquired by dif-
ferent deep learning models.
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