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ABSTRACT Emotion is a vital component in daily human communication and it helps people under-
stand each other. Emotion recognition plays a crucial role in developing human-computer interaction and
computer-based speech emotion recognition. In a nutshell, Speech Emotion Recognition (SER) recognizes
emotion signals transmitted through human speech or daily conversation where the emotions in a speech
strongly depend on temporal information. Despite the fact that much existing research showed that a hybrid
system performs better than traditional single classifiers used in SER, there are some limitations in each
of them. As a result, this paper discussed a proposed hybrid Long Short-Term Memory (LSTM) Network
and Transformer Encoder to learn the long-term dependencies in speech signals and classify emotions.
Speech features are extracted with Mel Frequency Cepstral Coefficient (MFCC) and fed into the proposed
hybrid LSTM-Transformer classifier. A range of performance evaluations was conducted on the proposed
LSTM-Transformer model. The results indicate that it achieves a significant recognition improvement
compared with existing models offered by other published works. The proposed hybrid model reached
75.62%, 85.55%, and 72.49% recognition success with the RAVDESS, Emo-DB, and language-independent
datasets.

INDEX TERMS Attention mechanism, long short-term memory network, speech emotion recognition,
transformer encoder.

I. INTRODUCTION
Emotion is an important aspect that exists in daily human
activities. Emotions help people understand each other and
assist people in decision-making [24], [26]. They also assist
communication in the context of safety and security [24]. For
example, when sharing with someone upset, we can be more
careful and gentler to avoid hurting that person.

There are different modalities for recognizing human emo-
tions, such as speech, text, and facial expressions. Speech
is obviously an important channel and a source for study-
ing human emotions [25]. SER is the task of recognizing
emotions expressed through human speech. SER has played
an important role in numerous applications, such as Human-
Computer Interactions (HCI), Human-Robot Interfaces [1],
intelligent call-centers [1], intelligent teaching systems [2],
and many more. In addition, adding emotion recognition
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features is believed to be a crucial factor in creating a device
that could act like a human [3]. Therefore, SER research is
still actively pursued and has gained increasing interest from
many researchers to develop a better performing recognition
model.

Most SER research focuses on Machine Learning (ML)
architectures to develop the SER model. This method
involves extracting features from raw speech data. The
extracted features are used as input to train the ML algo-
rithm based on the samples of the input-output pairs. After
the training, the ML algorithm predicts the emotions from
the validation and testing data. Different types of features,
such as prosodic, voice-quality, spectral, wavelet, spectro-
gram image, and deep features, have been widely used in
current SER models. However, to date, no single feature set
has been identified as a one-stop solution for recognizing
emotion in speech data. Researchers often perform the testing
or combine a vast number of features to gain some insight,
and various feature selection methods can be used to remove
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redundant features. The process of selecting the ML archi-
tecture used to perform the classification task is also crucial
in SER, where the classification paradigm of the SER model
must be able to process high-dimensional features at as low a
computational cost as possible.

II. RELATED WORK
The emergence of Deep Learning (DL) has increased the
efficiency possibilities for researchers to develop better per-
forming SER. The models range from Deep Neural Network
(DNN), Convolutional Neural Network (CNN), to Recurrent
Neural Network (RNN) based applications.

In 2019, Lee et al. [4] used DNN to classify eight emo-
tions on the Emo-DB dataset. They extracted 20 MFCCs
with the delta and delta-delta values. They tested the model
on four different sets of the extracted features. The highest
results were obtained using 20 MFCCs with DNN, which
achieved 69.4% recognition accuracy. The experiment also
showed that DNN could perform better than a Support Vector
Machine (SVM) model.

The successful application of CNN in image processing
has motivated some researchers to develop end-to-end SER
models. Such models often use CNN combined with LSTM
to learn both spatial and temporal features. For instance,
Tzirakis, Zhang, and Schuller [5] proposed an end-to-end
model which used CNN and LSTM architectures. CNN was
used to extract the features from the raw speech signals, while
LSTM was used to learn the contextual information in the
data and perform the final prediction. Their proposed model
outperformed other state-of-the-art methods in terms of con-
cordance correlation coefficient on the RECOLA dataset.

The use of the Attention Mechanism also shows possible
improvements in the SER models. The Attention Mechanism
is used to learn the critical features, and it is often com-
bined with the LSTM architecture. Xie et al. [6] utilized the
Attention Mechanism as an alternative to the forgetting gate
in the LSTM architecture. In addition, they also applied the
AttentionWeighting Mechanism to distinguish the emotional
saturation among the time segments. Besides, the Attention
Weighting Mechanism could address the problem that differ-
ent features may vary in their ability to distinguish emotions.
The model used the frame-level speech features extracted
using the OpenSmile library as an input. Their experiments
on the CASIA, eNTERFACE, and GEMEP datasets showed
recognition accuracy improvemen.

The successful application of the Attention Mechanism
motivated Vaswasni et al. [7] to develop an architecture
called the Transformer. The architecture was developed based
on the Attention Mechanism, which allows parallelization
and a global relationship between the input and output
[7].The Transformer uses Multi-Head Attention Mechanisms
instead of a single attention head. The model shows bet-
ter performance in some natural language processing (NLP)
tasks. Hence, some researchers have started to apply the
Transformer architecture to emotion recognition tasks. How-
ever, researchers often combine different modalities to

perform the job in the emotion recognition task. For exam-
ple, Heusser et al. [8] proposed a reinforcement learning
approachfor SER usinga pre-trained Transformer language
model, which combined the SER task with the Speech
Recognition and Text Emotion Recognition tasks. They used
CNN-LSTM to perform the SER task anda pre-trained Trans-
former for the other two tasks. The proposed model was eval-
uated on the IEMOCAP database and achieved 73.5% and
71% recognition rates. Lee, Han, and Ko [9] also proposed
a pre-trained Transformer model and CNN to perform the
SER task. The model was trained and tested on the Emo-
DB and IEMOCAP datasets. The recognition rates of the
‘‘speaker-dependent’’ and ‘‘speaker-independent’’ samples in
the Emo-DB dataset were 94.23% Weighted Accuracy (WA)
and 92.1% Unweighted Accuracy (UA) versus 88.43% WA
and 86.04%UA, respectively. The IEMOCAP dataset’ recog-
nition rates were 69.51%WA and 71.36% UA versus 66.47%
WAand 67.12%UA, respectively. In [23], an improvedmodel
of Transformer was proposed and used inthe SER. They used
different methods of positional encoding and Taylor Lin-
ear Attention (TLA) in Multi-Head Attention. Their model
achieved 74.9% UA when tested on the Emo-DB dataset and
80% UAwhen tested on the URDU dataset.

Even though RNN has been widely used in SER research
due to its ability to process sequential data and handle
variable-length input, it suffers from a long-term depen-
dency problem. However, the SER system requires a model
that can sufficiently learn the long-term dependencies in the
speech signal because emotions in speech signals strongly
depend on temporal information.LSTM was developed to
solve the RNN’ problem using its memory architecture. It can
remember the information for an extended period of time.
Nevertheless, LSTM might not work well on longer-term
dependencies [15].

The Transformer, aMulti-Head AttentionMechanism, was
introduced in 2017 [7], and it has been widely used in many
NLP fields. In contrast to RNN and LSTM, it can be par-
allelized. Moreover, it has shown outstanding performance
in broad NLP tasks. However, the Transformer’s weakness
is that it loses the sequential information of its position and
needs to re-compute the entire history in the context window
at each time step [11].

Looking at the advantages and disadvantages of the LSTM
and Transformer architectures, we have gained insight into
combining them to enjoy the benefits of both architectures
while preventing their respective drawbacks. Moreover, both
architectures have been incorporated into different research
fields and achieved state-of-the-art results, such as language
modeling [15], [19], text generation [10], and modeling
multi-leg trips [11].

However, the combination has not been used in SER. Thus,
the primary goal of this study is to combine recent advances in
the LSTM and Transformer architectures in the SER system
and investigate the impact of the combination on improv-
ing the SER classification performance. The state-of-the-art
results in [10], [11] have motivated us to explore the hybrid
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FIGURE 1. Overview of the proposed LSTM-Transformer model.

LSTM-Transformer model to solve the emotion classification
problems in SER.

We propose a hybrid LSTM-Transformer architecture that
improves the SER classification performance via learning
the long-term dependencies. In addition, we investigated the
performance of the LSTM-Transformer model on recogniz-
ing emotions in speech signals by learning the long-term
dependencies, which have not been explored previously.The
proposed LSTM-Transformer model replaces the positional
encoding in the Transformer architecture with the LSTM
recurrent process to learn the hidden state of the input fea-
tures. In addition, instead of using a single Attention layer
on the LSTM, we combined the LSTM with the Multi-Head
Attention Mechanism in the Transformer encoder layer.

The maincontributions of this work are the design, devel-
opment, and evaluation of the model, selection of parameters,
and selection of the MFCC feature for th LSTM-Transformer
model to classify emotions. This work utilizes the RAVDESS,
Emo-DB, and language-independent datasets. Our language-
independent dataset is developed froma combination of
RAVDESS and Emo-DB datasets.

III. PROPOSED SOLUTION
The overview of the proposed approach is depicted in Fig. 1,
where the speech samples are pre-processed and converted
into spectrograms. It is then followed by the MFCC features

being extracted from the spectrograms and the mean statistics
from the extracted MFCC features are calculated to compute
the feature vector. Upon extracting the features, standardiza-
tion is applied to have standardized distributed data. Towards
the end of the pipeline, the feature vector is used for training
and testing the LSTM-Transformer model.

A. PRE-PROCESSING AND FEATURE EXTRACTION
Diverse datasets have different characteristics, with some
containing noise while others are clean recordings. Some
datasets also contain silenceat the beginning or end of
the recordings, and the recorded speech data durationmay
vary in some datasets. Therefore, speech data requires pre-
processing to maintain consistent training and testing data.

The samples from the selected datasets were loaded and
resampled to 22050 kHz so that the language-independent
dataset could adhere to a consistent sampling rate. Then, the
silence parts at the beginning and the end were removed, and
the signal containing the speech information was obtained for
furtherprocessing.

Upon completin the pre-processing, the speech samples
were converted into spectrograms as the input to the proposed
model. This study extracted the Mel Frequency Cepstral
Coefficient features from the spectrograms [35], one of the
most widely used audio features in speech processing appli-
cations. The MFCC is often used due to its ability to mimic
the human hearing system and provide information on the
human vocal tract’ shape [35]. The feature extraction process
is implemented using the Librosa library [12]. To obtain the
spectrogram, the Short-Term Fourier Transform (STFT) was
performed on the speech signal with a window length of
1024 and a hop length of 512. The MFCCs were obtained by
applying Mel filters, taking the log-magnitude, and applying
a Discrete Cosine Transform (DCT) to the spectrograms.

In this research, the mean of 50 MFCCs was obtained
and used for further training and testing the proposed model.
According to [27], emotional characteristics were inherited
from the whole speech file and were not affected by the
details in the individual frames. Thus, the mean values of
extracted MFCCs were calculated and mapped into the fea-
ture vector to avoid losing the temporal information when fed
to static classifiers, such as Neural Networks. Besides, the
mean values ofMFCCswere calculated to have a fixed-length
feature vector [28]. Such features have been widely used in
SER systems and have achieved state-of-the-art results [21],
[22], [29]–[32].

Lastly, standardization was applied before the recognition
step to have standardized distributed data. In this research,
Standard Scaling was used and computed using the Scikit-
learn library to standardize the features by removing themean
and scaling to unit variance [20].

B. LSTM-TRANSFORMER MODEL
We combined both the LSTM and the Transformer layers to
learn the long-term dependencies in speech signalsfor emo-
tion recognition.
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In this study, the LSTM layer replaces the positional
encoding in the Transformer architecture. In addition, the
use of positional encoding in the Transformer architecture
is believed to be the source of higher computational costs
because it must learn the entire history from the beginning at
each time step [11]. With the recurrent process of the LSTM,
the hidden state of the input features is preserved.

Moreover, LSTM has been developed to solve the short-
termmemory proble; however, the LSTMalone is insufficient
to solve the longer-termdependency problem [15]. Therefore,
the Multi-Head Attention in the Transformer encoder layer
has been modeled and integrated to improve the model’s abil-
ity to learn the long-term dependencies. Multi-Head Atten-
tion can jointly attend to information from the extracted
features at different sequence positions. The Transformer
encoder layer also contains a feed-forward network layer with
ReLu activation and layer normalization.

The Transformer layer allows for parallelization, which
LSTM cannot. This layer enables the model to perform faster
in learning the long-term dependencies. The combination of
both architectures is expected to be better at understanding
the long-term dependencies. Thus, it is suitable for the SER
model because the emotion in speech depends highly on
temporal information. Finally, the Linear and Softmax layers
are applied to get the final predicted emotion. Dropouts are
also applied to the LSTM, the Transformer encoder, and the
final Linear layer to avoid overfitting.

IV. EVALUATION
This section discusses the specifications of datasets used
to evaluate the model’s performance and the experimental
settings.

A. DATASETS
The performance of the proposed model was evaluated
on three dataset: RAVDESS, Emo-DB, and the language-
independent dataset. The datasets were chosen based on their
credibility and wide usage in most research in the SER field.
These widely-used datasets provide efficiency in comparing
the performance of the proposed model with other studies
utilizing the same datasets. Table 1 shows the overview of
datasets involved in this experiment.

The Ryerson Audio-Visual Database of Emotional Speech
and Song (RAVDESS) [13] is a publicly available dataset
containing recorded speech and song data. However, in this
research, only the recorded speech data were used.The
speech data were recorded in American English by 24 actors
(12 males and 12 females). The speech data were recordedat
normal and strong intensities, except for the neutral emotion.
One thousand four hundred forty samples were obtained from
the speech data, containing eight different emotions: happi-
ness, sadness, anger, fear, surprise, disgust, calm, neutral.

Another dataset used was the Emo-DB [14]. It contains
535 speech samples in German, recorded by ten actors five
males and five females). Moreover, the dataset covers seven
different emotions: anger, fear, disgust, boredom, neutral,

TABLE 1. Overview of the datasets used.

happiness, an sadness. It is also a publicly available dataset
in the SER research field.

As there exist many spoken languages around the world,
developing a versatile SER model that is not limited to a
specific language is important. Therefore, we analyze the
language-independent dataset, which contains speech from
English and German languages, to develop a SER model that
is oblivious to the language of the spoken speech. As a result,
we could achieve a versatile SER model that will broaden the
application of the proposed SER model that is not limited
to a specific language. The language-independent dataset
was developed by combining the RAVDESS and Emo-DB
datasets. However, only the emotion components contained
in both datasets were used.

Furthermore, investigating the model in language-
dependent and language-independent datasets provides some
insights into how the emotion patterns are shared across
different languages.

B. EXPERIMENTAL SETTINGS
The experiments were conducted on Google Colaborator
equipped with an Intel(R) Xeon(R) CPU @ 2.20GHz, 25GB
RAM, and NVIDIA Tesla T4 GPUs. We also used the Python
programming framework to implement the proposed model.

The model used 64 dimensions of the LSTM hidden layer
and four layers of the Transformer encoder layer. Each Trans-
former encoder layer consisted of four heads of self-attention
followed by 512 dimensions of feed-forward layer and layer
normalization. The Linear and Softmax layers further pro-
cessed the final output to predict the emotion.

The batch size was set to 60 because it showed the best
performance, while the SGD optimizer was adapted with a
learning rate of 0.001 and 0.9 momentum during the training.
The model was trained for 750 epochs. Lastly, 10-fold cross-
validation [21], [22], [31] and a hold-out procedure were
used to assess the model’s performance. Both procedures are
common techniques used in evaluatingSER models perfor-
mance. In addition, 10% of the samples from each emotion
on each dataset were held-out for final testing. The rest of the
samples were used to perform the 10-fold cross-validation.
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TABLE 2. The results of 10-fold cross-validation on three datasets.

The 10-fold cross-validation was performed as emotion-
independent cross-validation. The weighted accuracy (WA)
and unweighted accuracy (UA) were calculated to evalu-
ate the performance of the proposed model. A comparative
study was also conducted to analyze the proposed model’s
performance.

V. RESULTS AND DISCUSSIONS
The model was first evaluated using 10-fold cross-validation
on each dataset in the experiments.Ten percent of each emo-
tion on each dataset was held out for testing the model after
the 10-fold cross-validation process. The rest of the samples
were shuffled and randomly split into ten folds of approxi-
mately equal size. Each k subset was used for validation, and
the remaining k-1 subsets were used for training the model.
The process was repeated ten times. The accuracy results
of 10 folds were obtained, and the average accuracy of the
ten folds was used to determine the performance. Table 2
shows the results obtained from the 10-fold cross-validation
calculated from the validation set.

Table 2 shows that the highest recognition was obtained
when the model was trained with the Emo-DB dataset,
achieving an average of 77.19% recognition rate. The model
also acquired 69.61and 70.20% average recognition rates on
the RAVDESS and language-independent datasets. Although
RAVDESS achieved the lowest average recognition rate, the
model achieved up to 74.42% recognition rate and performed
well on the hold-out test set. Besides, a 70.20% recognition
rate with the language-independent dataset showed that the
model could predict emotions in different languages.

Subsequently, the best model for each dataset was selected
and used to plot the accuracy and loss curves. Fig. 2, Fig. 3,
and Fig. 4 show the learning curves on RAVDESS, Emo-
DB, and language-independent datasets, respectively. The
learning curves show that the validation loss and the valida-
tion accuracy improve with the number of iterations. How-
ever, they become rather constant after around 300 epochs.
Nevertheless, the model achieved better performance when
trained on 750 epochs instead of 300 epochs, which means

TABLE 3. Performance of the proposed model on the hold-out test set on
three datasets.

increasing the number of iterations can improve the model’s
performance, despite the minor improvements in validation
loss and accuracy. It is similar to the study done by [33].
In [33], the model performed better on 4000 epochs than on
100 epochs.

Moreover, the validation accuracycurve of the Emo-DB
dataset, as shown in Fig. 3, achieved 91.67% accuracy, which
is higher than the training accuracy curve. It may be caused
by the imbalanced division of the dataset on that partic-
ular fold and the complexity of the validation set, which
requires further investigation.The validation loss curves on
the RAVDESS and language-independent datasets can be
further investigate, as they seem to be relatively high in the
learning curves.

The selected best model for each dataset was tested on the
10% hold-out test set. The WA and UA were calculated from
the test set, as shown in Table 3. According to Table 3, the
best accuracy was on the Emo-DB dataset, followed by the
RAVDESS and the language-independent datasets. In addi-
tion, the RAVDESS result (77.33% WA and 75.62% UA)
was slightly lower than the result obtained from the Emo-
DB dataset. It is an acceptable rate due to the complexity
of the RAVDESS dataset. Therefore, it requires further pre-
processing steps than the Emo-DB dataset, where the samples
contain less noise. Consequently, when tested on the Emo-
DB dataset, the model achieved a higher recognition rate
(87.72%WA and 85.55% UA). Moreover, when tested on the
language-independent dataset, the model achieved a 71.43%
WA and a 72.50% UA The UA performed in a language-
independent dataset indicates that the model can deal with
imbalanced data among emotional classes in that dataset.

Furthermore, the results obtained from the hold-out test
set were higher than the average accuracy obtained from
the 10-fold cross-validation,indicating that the model could
generalize well on the new data while not demonstrating any
overfitting.

The confusion matrix for the best classification result on
each dataset was generated to show the actual predicted emo-
tions. Each row in the confusionmatrix shows the actual emo-
tion, whereas each column in the confusion matrix shows the
predicted emotion. The diagonal values indicate the number
of correctly predicted emotions.

The confusion matrices on RAVDESS, Emo-DB, and
language-independent datasets are shown in Table 4, 5, and 6,
respectively. Table 4 (RAVDESS) shows that the best
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FIGURE 2. RAVDESS dataset loss (left) and accuracy (right) curves from fold 10.

FIGURE 3. EmoDB dataset loss (left) and accuracy (right) curve from fold 2.

FIGURE 4. Language-independent dataset loss (left) and accuracy (right) curve from fold 7.

recognition was achieved for the calm emotion (95%). Our
model acquired the highest recognition for the calm emotion

among the models proposed in other studies to the best
of our knowledge. The neutral emotion achieved the least
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TABLE 4. Confusion matrix of the proposed model on RAVDESS with 75.62% of unweighted accuracy. The model achieved the best recognition for calm
emotion.

TABLE 5. Confusion matrix of the proposed model on Emo-DB with 85.55% of unweighted accuracy. The model achieved the best recognition for anger,
fear, and sad emotions.

TABLE 6. Confusion matrix of the proposed model on language-independent dataset with 72.50% of unweighted accuracy. The model achieved the best
recognition for neutral emotion.

recognition rate, which is affected by the small sample size of
neutral emotion in the RAVDESS dataset. Table 5 (Emo-DB)

shows that the model obtained the best recognition results for
anger, fear, and sadness, which achieved a 100% recognition
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TABLE 7. Performance of the proposed model against other publications
on the RAVDESS dataset.

rate. It reached a lower recognition for disgust emotion
mainly due to the small training sample size. On the other
hand, the model performed well for all the emotions in the
language-independent dataset, except for happiness and fear,
as shown in Table 6. In addition, there is an improvement
in the neutral emotion recognition when evaluated under
a language-independent method, indicating that the neutral
emotion shares the same emotion pattern between the English
and German languages. However, the low recognition of
happiness and fear emotions shows that both emotions may
have different patterns between the English and German
languages, which requires further investigation to differen-
tiate them. Nevertheless, the model performed well on the
language-independent dataset. Thus, it will perform well
when implemented in real-time applications where a versatile
SER model is required.

The results obtained in the experiments are compared
with other LSTM and Transformer models proposed by
existing researchers. The comparative study was done as
they shared the same datasets. The comparisons should be
viewed as indicative benchmarking instead of absolute one-
to-one performance rankings [34] because the methods used
between researchers are different, such as the experimental
settings, the features utilized, and the classification models.
Table 7 and Table 8 show the performance comparison of
the proposed model with other models on the RAVDESS and
Emo-DB datasets, respectively.

Our proposed hybrid model outperformed the models of
Parry et al. [16], Jalal et al. [17], and Zeng et al. [18]
using the RAVDESS dataset in our testing. Likewise, our
proposed model also performed better than Parry et al. [16],
Kerkeni et al. [21], Kerkeni et al. [22], and Jing, Manting,
and Li [23] when evaluated using the Emo-DB dataset.
In addition, our proposed model outperformed Jing, Manting,
and Li’s [23] Transformer model with positional encoding,
which demonstrated that incorporation of LSTM into the
Transformer model improved the recognition performance by

TABLE 8. Performance of the proposed model against other publications
on the Emo-DB dataset.

maintaining the hidden state of the input features with long-
term dependency.

VI. CONCLUSION AND FUTURE WORK
This paper proposes a hybrid model for SER by combining
the LSTM and Transformer architectures. The strengths of
both architectures are adapted to improve the recognition
performance in the SER. Our hybrid model performed better
at learning the long-term dependencies in speech signals by
preserving the hidden state of input features using LSTM
and the use of Multi-Head Attention on the Transformer
encoder layer and the MFCC feature vectors. The proposed
hybrid model is able to learn the temporal information from
the frequency distributions in the MFCCs of each emo-
tion in both language-independent and language-dependent
datasets. The hybrid model’s effectiveness is shown through
the results obtained from the experiments in this research.
The proposed model was evaluated on the RAVDESS, Emo-
DB, and language-independent datasets. The recognition
rate improved from 15.27% to 21.65% for the RAVDESS
dataset compared with other published models [16]–[18]
and improved from 2.55% to 25.88% for the Emo-DB
dataset compared with other published works [16], [21]–[23].
In addition, the proposed model achieved a WA of 71.43%
and a UA of 72.50% on the language-independent dataset.

In conclusion, the proposed model shows a signif-
icant improvement for the language-dependent datasets,
RAVDESS and Emo-DB. Besides, the results from the
language-independent dataset indicate that the model can
perform well in a mixed language situation. It also shows
that the happiness and fear emotions have different patterns
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between languages, whereas the neutral emotion shows a
similar pattern.

In the future, an improvement to the pre-processingmethod
may be carried out, especially on the language-independent
dataset. It was discovered that resampling the speech data
on the language-independent dataset could affect the quality
of the speech samples, which may have deteriorated the
recognition outcomes. Besides, our proposed hybrid model
can be improved by incorporating additional feature types in
the SER training and recognition, such as prosodic or deep
features. It can also be enhanced for real-time SER systems
by incorporating the variable input sequence and raw audio
inputs. Data augmentation can be applied to overcome the
problem of data shortage in training and testing datasets.
Datasets from other languages can be added to improve the
language-independent emotion recognition ability. The pro-
posed hybrid model on cross-corpus speech emotion recog-
nition should also be investigated.
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