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ABSTRACT The amount of data generated by scientific applications on high-performance computing
systems is growing at an ever-increasing pace. Most of the generated data are transferred to storage in remote
systems for various purposes such as backup, replication, or analysis. To detect data corruption caused by
network or storage failures during data transfer, the receiver system verifies data integrity by comparing the
checksum of the data. However, the internal operation of the storage device is not sufficiently investigated in
the existing end-to-end integrity verification techniques. In this paper, we propose a concurrent and reliable
end-to-end data integrity verification scheme considering the internal operation of the storage devices for
data transfer between high-performance computing systems with flash-based storage devices. To perform
data integrity verification including data corruptions that occurred inside the storage devices, we control
the order of I/O operations considering the internal operations of the storage devices. Also, to prove the
effectiveness of the proposed scheme, we devise a prototype that injects faults on the specific layer of the
storage stack and examines detection of faults. We parallelize checksum computation and overlap it with
I/O operations to mitigate the overhead caused by I/O reordering. The experimental results show that the
proposed scheme reduces the entire data transfer time by up to 62% compared with the existing schemes
while ensuring robust data integrity. With the prototype implementation, our scheme detects failures on

NAND flash memory inside storage devices that cannot be detected with the existing schemes.

INDEX TERMS Data transfer, I/O scheduling, parallel processing, data integrity.

I. INTRODUCTION

Data integrity verification is one of the most important fea-
tures of storage systems. For example, file systems (e.g.,
BtrFS) detect data corruption by performing a cyclic redun-
dancy check (CRC) in the units of pages of 4 KiB [6].
As the volume of data grows rapidly, it has become common
to move data to remote storage systems. Transferring data
to remote storage systems increases the possibility of data
corruption caused by network failure, packet loss, or stor-
age corruption of the receiver system [3]. Therefore, many
systems have adopted end-to-end integrity verification by
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comparing the checksum of each file using secure hash func-
tions such as MD5 and SHA1 [2]-[5]. When the receiver
system detects data corruption, it reconstructs the corrupted
data by requesting a data retransmission from the sender
system. It is important to detect data corruption at the right
time because detecting and reconstructing data corruption
after a certain period affects the results of the data processing
already done.

In recent years, flash-based storage devices, solid-state
drives (SSDs), are increasingly replacing hard-disk drives
in modern storage systems [1], [12], [13]. Such flash-based
storage devices have a cache layer, called a buffer cache, that
buffers data [10], [11], [14], [15], [28]. When writing data to
SSD, the data are cached in the buffer cache of SSD for a
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while. Data cached in the buffer cache are flushed to NAND
flash memory when the buffer cache is full, or according to
SSD controller’s buffer management policy. As the capacity
of SSD increases, the size of the buffer cache also increases
proportionally. In other words, the data written to the stor-
age device stay in the buffer cache for a longer time. As a
result, reading data immediately after writing to flash-based
SSD returns data from the buffer cache, which has not yet
been flushed to NAND flash memory. During the process of
flushing data from the buffer cache to NAND flash memory,
data can become corrupted due to the internal failures of
SSD [31]-[33]. These data corruptions that occurred during
the data processing inside the SSD are difficult to detect.

The general implementation of data transfer, including ver-
ification, is as follows. As a first step, the sender system reads
a file from its storage device and sends it over the network to
the receiver system. The sender system also computes and
sends the checksum value of the file to the receiver system.
When the file is transferred to and stored in the storage device
of the receiver, the receiver performs an integrity verification
by computing the checksum of the file to detect errors during
transmission. Finally, the receiver compares the checksum
value with the value sent from the sender. If the two values
are different, the receiver considers that the file has been
corrupted during the transmission and requests the sender to
retransmit the file. In the existing implementation, data cor-
ruption that may occur in the procedure of flushing the data to
the storage device is not sufficiently considered because the
integrity verification is performed with data buffered in host
memory.

To catch undetectable errors that occur while flushing data
from the buffer cache to NAND flash memory, the integrity
verification must be performed after a sufficient number of
new data have been written to ensure that the data are flushed
to NAND flash memory. If the receiver system clears the
cached content of the file in page cache of host memory
to provide robust data integrity verification, the entire data
transfer time is significantly increased due to additional I/O
operations and cache eviction. Therefore, the receiver system
should schedule I/O operations considering the internal struc-
ture of SSD without extra overhead to perform a full coverage
integrity verification in the data transfer process.

To address these issues, many researchers have investi-
gated to optimize the entire time of data transfer, includ-
ing integrity verification. For example, Liu et al. [3] and
Globus [5] overlapped a data transfer and checksum
computation with file and block granularity, respectively.
Arslan et al. [2] introduced FIVER, which cooperates during
data transfer and integrity verification processes to reduce the
entire data transfer time. Different from these approaches [2],
[3], [5] that focus on reducing data transfer time, RIVA [4]
introduces a robust integrity verification algorithm that con-
siders undetected write errors that occur on disk drives. How-
ever, RIVA focuses on detecting corruption that occurs during
data s stored on the storage device from the host memory, and
does not consider corruption that may occur inside the storage
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device. Considering the internal structure of flash-based stor-
age devices, room still exists for reconsideration of robust and
reliable integrity verification.

In this paper, we propose a reliable data transfer through
robust data integrity verification scheme considering the
internal operations of flash-based storage devices. We still
provide efficient data transfer through concurrent verifica-
tion procedure. To support robust and reliable data integrity
verification, we schedule procedures for data verification in
consideration of the internal structure of flash-based storage
devices. After receiving a file and writing it to the storage
device, we delete the memory mapping information of the file
to invalidate the data stored in host memory of the receiver
system. By doing this, we perform integrity verification with
the data written on NAND flash memory which is the actual
final destination. We delay the integrity verification process
until the file to be verified is flushed to NAND flash memory.
Integrity verification is performed by reading the file from the
storage device directly after sufficient new data are stored on
the storage device. To hide the overhead due to cache invali-
dation, we parallelize the checksum computation procedure.
We investigate the end-to-end data transfer procedure includ-
ing integrity verification and identify the main bottleneck is
checksum computation. Based on the results of bottleneck
analysis, we adopt page-level integrity verification using the
CRC32C algorithm, a variant of CRC, that enables parallel
execution of integrity verification for a single file. We reduce
the entire time for data transfer including verification by
efficiently parallelizing the verification procedure. We use the
CRC32C algorithm because the algorithm is used in many file
systems (e.g., BurFS, ZFS, and XFS) to ensure the integrity of
the data and metadata of a file in units of pages of 4 KiB [6],
[9], [18]. With page-level integrity verification, we involve
multiple threads to perform concurrent checksum computa-
tion for a single file. To examine that our proposed scheme
detects errors in each layer of the storage stack, we implement
a prototype that intentionally injects faults on the specific
layer of the storage stack. After transferred file is stored,
we manipulate the data of each storage layer to inject faults.
Then, data integrity verification is performed to ensure that
the proposed scheme can detect faults correctly.

For evaluations, we measured the entire data transfer time
with realistic data transfer scenarios. With the prototype
implementation, the proposed scheme detects data corrup-
tions on each layer of the storage stack. Specifically, using
fault injection, we demonstrate that the proposed scheme
can detect errors occurring in NAND flash memory inside
storage device that cannot be detected by the exiting scheme.
Moreover, the experimental results demonstrate that the veri-
fication time for a single file and the entire data transfer time
is reduced by up to 84% and 62% compared with the existing
scheme, respectively.

In summary, our main contributions are as follows:

o We study and analyze the main bottleneck of the

end-to-end data transfer procedure including integrity
verification.
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FIGURE 1. Internal structure of a flash-based SSD.

o« We schedule I/O operations considering the inter-
nal structure of flash-based storage device to ensure
integrity verification including data corruption that
occurs inside the storage device.

o We parallelize checksum computation procedure and
overlap it with I/O operations to provide efficient data
transfer while ensuring the robustness of data integrity
verification.

o We implement a prototype that intentionally injects
faults on the specific layer of the storage stack and
examines detection of data corruptions.

o The experimental results show that our scheme provides
robust and reliable data transfer while efficiently per-
forming computations and I/O operations.

The rest of this paper is organized as follows: Section II
describes the background and motivation. Section III dis-
cusses the related works. Section IV presents the design
and implementation of the proposed scheme. Section V
presents the implementation details of the prototype that
injects and detects faults on different layers of the storage
stack. Section VI shows the experimental results. Finally,
Section VII concludes this paper.

Il. BACKGROUND AND MOTIVATION

In this section, we describe the internal structure and I/O
operations of flash-based storage devices. Then, we provide
background on data integrity verification procedures and
present our preliminary experimental results that motivated
our study.

A. THE INTERNAL STRUCTURE AND OPERATIONS OF
FLASH-BASED SSD
The internal structure of flash-based SSD is illustrated in
Fig. 1. As illustrated in the figure, flash-based SSD has
a certain amount of DRAM buffer, called buffer cache,
to cache data. Flash-based SSDs cache data in the buffer
cache to increase throughput and improve NAND flash
endurance [10], [11], [28].

When the host system requests writing data to the stor-
age device, the SSD controller first caches the data in the
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FIGURE 2. Data transfer procedure including verification.

buffer cache inside SSD. The primary role of the buffer
cache is caching data to be written to or read from NAND
flash memory. The reason for caching data before writing
to NAND flash memory is the out-of-place update nature of
flash memory. When the data stored in NAND flash memory
are modified, the new data are written to another location.
The old data are invalidated, and the block containing the
data is a candidate for garbage collection that causes perfor-
mance degradation of SSD [19]-[22], [24], [25]. In addition,
repetitive data writes shorten the lifetime of SSD because the
endurance of flash memory is limited [23]-[27]. Therefore,
the data are cached in the buffer cache to prevent the modified
data from being repeatedly written to NAND flash memory
in a short time.

Data can become corrupted while moving from the buffer
cache to NAND flash memory [31]-[33]. The internal failures
of SSDs are relatively common, and the failure rates of var-
ious SSDs range from 4.2% to 34.1% [31]. The causes of
data corruption inside SSD are metadata corruption (i.e., FTL
metadata mapping disruption), shorn writes (i.e., incomplete
writes), dropped writes (i.e., data cached in the buffer cache
are not written to NAND flash memory), misdirected writes
(i.e., writes in the wrong location), and so on [32], [33].
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FIGURE 3. Major functions of the entire data transfer procedure including
verification.

Therefore, data transfer including verification should con-
sider the internal structure and operations of SSD.

In SSDs, there exist error correction code (ECC) which can
detect and correct errors in SSDs. However, it is not sufficient
for end-to-end integrity verification. Because ECC can check
only internal errors in SSD, it is not able to detect errors of a
transmitted file on the path to buffer cache in SSD. Therefore,
a new end-to-end integrity verification scheme other than
ECC is necessary.

B. DATA INTEGRITY VERIFICATION PROCEDURE

The existing implementation of data transfer including ver-
ification is shown in Fig. 2. A sender system first reads a
file from the storage device and sends it over the network
to a receiver system. After the file is transferred, the sender
computes the checksum of the file and transfers it to the
receiver. The receiver system writes the file to the storage
device and computes the checksum of the file. Then, the
receiver compares the checksum value with the value of
the sender to detect data corruption in the entire procedure.
If the checksum values match, the data transfer proceeds
to the next files. If the checksum values are different, the
receiver requests retransmission of the corrupted file to the
sender.

To perform integrity verification on the receiver system, the
receiver reads a file from the storage device to compute the
checksum of the file. However, without explicit eviction of
the page cache of host memory, the verification is performed
with the cached data, not the data written to the storage
device. In other words, it is impossible to detect data corrup-
tion caused by errors occurring while writing files from host
memory to the storage device or the aforementioned internal
failures of the storage device.

C. BOTTLENECK ANALYSIS IN DATA TRANSFER
INCLUDING INTEGRITY VERIFICATION

To analyze the main bottlenecks in data transfer includ-
ing integrity verification between remote systems, we per-
formed a simple preliminary experiment. We transferred a
single 1 GiB file for the analysis and stored it to the storage
device of the receiver system. Then, we read the file directly
from the storage device and performed the integrity verifica-
tion. We used a Samsung PM983 3.84 TB NVMe SSD [17] as
the storage device. The detailed specifications of the sender
and receiver system are described in Section VI. The analysis
result is illustrated in Fig. 3. As shown in the figure, the
checksum computation time in the receiver system occupies
54% of the entire data transfer time. Moreover, the write and
read operations account for 12% to 17% of the entire data
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transfer time. If we consider the internal structure of SSD,
the entire data transfer time with verification becomes longer,
because we should perform data verification after it is guaran-
teed that the data has been written to NAND flash memory of
SSD. Therefore, to perform integrity verification efficiently,
we adopted page-level checksum computation, which verifies
a single file concurrently using multiple threads.

IIl. RELATED WORK

A. DATA INTEGRITY VERIFICATION

Several studies have analyzed how to provide data integrity
verification efficiently. Globus [5] introduced file-level over-
lapping data transfer and checksum computation to optimize
the entire data transfer time. Liu ef al. [3] also overlapped
data transfer and checksum computation but performed an
integrity verification at the block level. They divided a single
file into different sized blocks and performed experiments
to determine the optimal block size for different datasets.
Arslan et al. [2] introduced FIVER, which cooperates with
the data transfer and integrity verification process. They pro-
posed overlapping during the data transfer and verification
using cooperating processes to perform the verification pro-
cess that takes a longer time.

Our scheme is similar to these approaches [2], [3], [5] in
that it overlaps the data transfer and verification operations
to optimize the large-scale data transfer time. However, our
scheme uses multiple threads to optimize the verification
operation itself. In addition, we focused on scheduling data
I/0O operations while considering the internal structure of SSD
to perform an integrity verification of the data written to
NAND flash memory.

To provide the integrity verification with the data stored
in the storage device, Charyyev et al. [4] proposed a robust
integrity verification algorithm (RIVA). RIVA focuses on
detecting possible data corruption in the process of moving
the data from host memory to the storage device. To detect
such silent data corruption, RIVA deletes the file content in
the page cache of host memory by invalidating the page cache
and reading the content directly from the disk to perform the
integrity verification.

Our scheme is similar to that for RIVA in that it provides
the integrity verification with the data stored on the storage
device. However, our scheme schedules I/O operations and
checksum computations by considering the internal structure
of SSD so that we perform the integrity verification of the
data written to NAND flash memory, which is the actual final
destination.

B. DATA CORRUPTION INSIDE FLASH-BASED SSD

Several studies have investigated possible data cor-
ruption using the characteristics of flash-based SSDs.
Ahmadian et al. [30] analyzed and investigated the various
failures of SSD. They implemented a platform that detects
physical failures inside SSD. Cai et al. [29] explored the fun-
damentals and recent research on flash-based SSD reliability.
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They investigated several studies on error mitigation and
data recovery and suggested a system-memory codesign to
enhance the reliability of flash-based SSD. Grupp et al. [33]
investigated the characteristics of several commodity SSDs
in terms of performance, power, and reliability. Based on
the characteristics, they performed application case studies,
improving the performance while extending the lifetime of
the storage devices.

Jaffer et al. [12] investigated the resilience of popular file
systems to various errors in flash-based SSDs. They also
introduced a fault injection framework and performed an
extensive study over a thousand error cases. Meza et al. [31]
performed an extensive analysis of flash-based SSD reliabil-
ity trends in the field. They analyzed various internal and
external characteristics of SSDs and investigated how these
characteristics affect failures. Narayanan et al. [32] presented
an extensive SSD failure characterization in production data
centers using field data. They also investigated several fac-
tors that affect SSD failures and used machine learning
approaches to evaluate the influence of relevant factors on
failures.

Our scheme is in line with these approaches
[12], [29]-[33] in terms of investigating data corruption
inside flash-based SSDs. However, these approaches con-
centrate on data corruption in a single system, whereas the
proposed scheme focuses on detecting data corruption while
transferring data over the network between remote systems.

IV. DESIGN AND IMPLEMENTATION
A. OVERALL ARCHITECTURE
Previous studies have mainly focused on reducing the data
transfer time, and robustly providing integrity verification of
transferred data has been overlooked. To address this prob-
lem, research such as RIVA [4] that invalidates data cached
during the transmission process and performs integrity ver-
ification with data stored in the storage device has been
proposed. Considering the internal structure of SSD, there
is still a possibility that corruption may occur in the process
of data is stored on the final destination, which is hard to be
detected using existing schemes.

Performing integrity verification by reading the data
after stored on NAND flash memory increases the entire
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data transfer time and degrades the performance. To effi-
ciently perform the entire data transfer while ensuring robust
integrity verification, we parallelize checksum computation
procedure by involving multiple threads and overlap it with
I/O operations. We control the order of I/O operations to
detect data corruption that occurred inside the storage device;
thus retransmission can be performed immediately to prevent
corrupted data from being used for subsequent processing.

Fig. 4 illustrates the overall architecture of the proposed
system. As illustrated in the figure, our system consists
of four components, including a memory manager, 1/O
manager, data verifier, and concurrency controller. When a
file is transferred over the network, the memory manager first
allocates memory to store the file content. After the transfer
is complete, the I/O manager writes the file to the storage
device. When the file is completely written to the storage
device, the memory manager deletes the file content in mem-
ory by invalidating the page caches to prevent performing
integrity verification with cached data. The concurrency con-
troller schedules I/O operations so that the file to be verified is
written to NAND flash memory. Then, the concurrency con-
troller requests the I/0 manager to read the file to be verified.
The concurrency controller launches multiple data verifier
threads to perform integrity verification for a single file. The
data verifier computes the checksum of a partial range of the
file and compares it with the values from the sender system.
The concurrency controller schedules multiple data verifier
threads and I/O operations in parallel to minimize the entire
data transfer time.

B. MEMORY MANAGER

The memory manager is responsible for memory allocation,
deallocation, and cache invalidation after the transferred data
are completely written to the storage device. The memory
manager allocates and deallocates memory using the mmap,
munmap, and mincore system calls to efficiently manage
page caches of the receiver system. During file transfer, the
data are buffered in the memory region created by the mmap
system call. When receiving and writing the file to the stor-
age device are finished, the memory region used to buffer
the file should be cleared to ensure the data verification is
performed with the file stored in the storage medium, which
is the actual final destination. To remove data of the file
buffered in memory, we use the munmap and mincore
system calls. Because the munmap system call deletes the
mappings for the specified address range, it causes a page
fault on further references to the unmapped memory region.
Although the munmap system call deletes the mappings at
once, the memory manager uses the mincore system call to
ensure that all pages in the specified range have been deleted.
By invalidating cached data, our scheme ensures robust data
integrity for transferred data so that prevents corrupted data
is used in any subsequent processing.

C. CONCURRENCY CONTROLLER
The concurrency controller is responsible for scheduling I/O
operations and integrity verification procedures so that the
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(b) Scheduling example of the proposed scheme.

FIGURE 5. Scheduling example of the existing and proposed schemes. Each box represents the execution of corresponding process, such as write a file to
the storage device, read a file from the storage device, and verify integrity of the file. Each number indicates a different file.

entire data transfer is performed efficiently. The integrity
verification procedure performs two types of I/O operations:
writing the transferred file to the storage device and reading
the file for integrity verification. The concurrency controller
reduces the data verification time by overlapping the I/O
operations and the verification process performed by the data
verifier.

1) SUPPORTING DATA VERIFICATION SCHEDULING

The important role of the concurrency controller is to sched-
ule I/O operations regarding the size of the buffer cache of
SSD, which in general is 0.1% of the storage capacity [15].
We ensure the robustness of data integrity by verifying the
file written in NAND flash memory. To do this, we read the
file to be verified from the storage device after sufficient data
are written. To write sufficient data to the storage device,
the concurrency controller maintains the accumulated size
of files that stay in the buffer cache before being flushed to
NAND flash memory of SSD. In addition, using the verifi-
cation waiting list, the concurrency controller memorizes the
files for which the integrity verification should be performed
next.

For example, suppose that the buffer cache size of SSD
is 4 GiB and that the dataset to be transferred consists of eight
1-GiB files. When a single file of 1 GiB is transferred, the
concurrency controller schedules the I/0O manager to write
the file and adds the file information to the waiting list. After
the written data exceed the buffer cache size, the concurrency
controller schedules the I/O manager to read the file to be ver-
ified directly from the storage device. In this example, after
writing five files, the concurrency controller reads the file and
performs the verification. Then, the concurrency controller
launches the I/O manager and data verifier simultaneously
to write the transferred file to the storage device and perform
the checksum computation for the file in the waiting list in
parallel.

Fig. 5 illustrates the scheduling example of the concur-
rency controller in the case of transferring the dataset consist-
ing of eight files of 1 GiB. In the existing scheme (Fig. 5(a)),
each file is read from the storage device immediately after
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write performed, then perform integrity verification using a
single thread. As can be seen, the procedures for write, read,
and verify data are performed sequentially for each file in the
existing scheme. In contrast, as shown in Fig. 5(b), we control
the order of each procedure corresponding to individual files
to guarantee that the integrity verification is performed with
data written on NAND flash memory.

2) SUPPORTING PIPELINED DATA VERIFICATION

Another key role of the concurrency controller is overlap-
ping I/O operations with checksum computation procedures.
Based on the bottleneck analysis described in Section II-C,
we identify that checksum computation occupies 54% of the
entire procedure. Thus, we overlap the procedure of integrity
verification for a given file with I/O operations, such as write
the file to the storage device or read the file from the storage
device.

In the illustrated example of Fig. 5(b), integrity verification
for file 1 ((V) F1) is executed concurrently with the write
operation for file 6 (W) F6). Read operations can also be exe-
cuted concurrently with integrity verification. In the example,
read operations for files 5 — 8 ((R) F5 — F8) are overlapped
with the integrity verification for files 4 — 7 (V) F4 — F7),
respectively.

Through such overlapping, our scheme enables efficient
data transfer including verification despite the overhead of
read files after write them to NAND flash memory.

3) SUPPORTING CONCURRENT DATA VERIFICATION

The last key role of the concurrency controller is executing
multiple verification procedures for a single file in parallel
by dividing the range. As described in Section II, the check-
sum computation time is a major bottleneck in the integrity
verification procedure. Therefore, we perform verification
for a single file using multiple threads by dividing the file
depending on the number of threads, in addition to pipelined
data verification. To simplify the task of dividing the file by
a varied number of threads, we adopt a page-level check-
sum. The concurrency controller divides the memory area
that contains file content according to the number of threads
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executing the verification and launches multiple data verifier
threads. When launching a thread, the concurrency controller
passes the memory range information (e.g., start address,
length) of the data to be verified to each thread and checksum
value of the corresponding range transferred from the sender.

In the example of Fig. 5, the number of threads that are
concurrently executed for the integrity verification is four.
If we increase the number of threads, the verification time and
entire data transfer time decreases. However, if we decrease
the number of threads, it takes a longer time to verify and
transfer the data.

The number of threads to perform verification is config-
urable depending on the computation resource (e.g., CPU)
and the size of the file to be verified. We analyze the cor-
relation between the number of threads and the computation
resources through evaluation results in Section VI.

D. I/0 MANAGER

The I/0 manager is responsible for I/O operations scheduled
by the concurrency controller. The I/O manager writes file
contents from host memory to the storage device when the file
transfer is completed. Before closing the file, the /O manager
synchronizes the file state with the storage device using the
fsync system call. After writing the file to the storage
device, the I/O manager notifies the memory manager, so that
the memory manager deletes the content of the file from
host memory. In addition, the I/O manager reads the file to
perform the integrity verification from the storage device and
transfers the file location in memory to the data verifier. The
I/0 manager uses synchronous calls to ensure that all I/O
operations are performed immediately.

E. DATA VERIFIER

The data verifier performs the checksum computation for a
single file scheduled by the concurrency controller. When
performing the verification, multiple verification threads can
be executed in parallel by the concurrency controller. The
concurrency controller divides and assigns the range of the
file to be verified in each thread. Then, the concurrency con-
troller passes the range to each thread with a list of checksum
values transferred from the sender. Each verification thread
computes the checksum values for pages that correspond to
the specific range of the file. When the computation is fin-
ished, the data verifier validates the results by comparing the
memory region of the corresponding checksum values using
the memcmp system call. The reason for validating results
by comparing memory is to provide a constant validation
time. Instead of comparing memory regions, if we validate
results by comparing values, the verification time increases
in proportion to the number of pages verified in each thread,
which can lead to a new bottleneck.

V. ERROR DETECTION BY INJECTING FAULTS

To investigate our scheme detects errors on each layer of the
storage stack, we implement a prototype that intentionally
corrupts data written on the specific storage layer, as shown
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Buffer Cache (RAM Buffer)

Storage Device

Fault
Injector

@ corrupts data on host memory by modifying page cache
@ corrupts data on buffer cache of SSD by flipping bit
® corrupts data on NAND flash memory by flushing flipped data

FIGURE 6. Prototype implementation to inject faults.

TABLE 1. Specification of the machines.

Processor || 4-way Intel E7-8870@2.1GHz
Memory 256 GiB

Storage Samsung PM983 NVMe SSD, 3.84TB
(0N Ubuntu 16.04

Kernel kernel v4.4.0

in Fig. 6. Basically, we inject faults by modifying the stored
file in each layer as follows. Transferred file is first written to
host memory, then stored on the storage device. In the storage
device, a file is first stored on the buffer cache and then stored
on NAND flash memory, the actual final destination. Thus,
the prototype fault injector corrupts the data in the order in
which the file is written to the storage stack.

In the case of injecting faults into files on host memory,
we change the file contents by manipulating cached page
data((D). However, in the case of injecting faults into files
on the buffer cache or NAND flash memory, the process of
injecting faults is more complicated. Because observing the
internal failure of SSD in the real system is costly, we injected
faults into the files in NAND flash memory in SSD, the
final destination of the file transmission. We directly injected
faults into a file in the buffer cache of SSD(®) and wrote
dummy data sequentially to flush the corrupted data from the
buffer cache to NAND flash memory(()). We write dummy
data that are larger than the capacity of SSD buffer cache,
so that guarantee corrupted data are written to NAND flash
memory. More specifically, at first, we copied the data from
a transferred 1-GiB file and modified it by flipping the least
significant bit in every 4-KiB page. After the original file is
flushed to NAND flash memory, the fault injector overwrites
it with the corrupted data and writes enough dummy data to
flush the corrupted data to NAND flash memory.

VI. PERFORMANCE EVALUATION

A. EXPERIMENTAL SETUP

We evaluated the performance of our integrity verification
scheme using two machines connected by a 10 Gbps net-
work. Each machine has 72 physical cores that support
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FIGURE 7. Data verification time.

hyperthreading and is equipped with a 3.84 TB Samsung
PM983 NVMe SSD. The detailed specifications of the
machine are described in Table 1.

Through the experiments, we focused on demonstrating
that our scheme provides robust and reliable data transfer
without sacrificing performance with the help of additional
20% computing resources. To demonstrate the efficiency of
the proposed scheme, we first conduct the experiment to
investigate the effect of the concurrent integrity verification
using multiple threads. We evaluated the proposed scheme
with a realistic workload that transfers 20 files of 1 GiB over
the network. We evaluated the entire data transfer time of the
proposed scheme by changing the number of data verifiers
and compare it with the sequential approach. In order to inves-
tigate how much more computing resources required for the
proposed scheme, we analyzed the average and total CPU uti-
lization during data transfer including integrity verification.
Then, we evaluated the entire data transfer time by changing
file sizes and compare it with the existing schemes, including
the sequential, file-level pipelining [3], and RIVA [4] which
is the most recent state-of-the-art scheme. Finally, to val-
idate the proposed scheme guarantees robust and reliable
data integrity verification, we analyzed the changes of each
layer of the storage stack as data move from host memory
to NAND flash memory. With the prototype implementation,
we investigated fault detection by the existing and proposed
schemes by injecting faults into different storage layers of the
receiver system.

In the following experiments, each evaluation point
is obtained by averaging the results of 5 independent
executions.
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FIGURE 8. The entire data transfer time.

B. DATA VERIFICATION TIME

We used a single file of size 1 GiB to demonstrate the
effectiveness of concurrent computation. In this experiment,
we focused on the effectiveness of concurrent verification
rather than other techniques, so we used the file already stored
in the storage device. Fig. 7(a) presents the data verification
time when performing multiple integrity verification proce-
dures concurrently using multiple threads.

When we measured the verification time by doubling the
number of threads, the verification time reduced until the
number of threads reached 32. The reason is that the data size
assigned to each thread is halved when we double the number
of threads performing the computation. However, when the
number of threads is more than 32, the verification time is
almost the same, but when the number of threads is more than
256, the verification time increases. This is because, when
numerous threads are executed concurrently, the management
overhead, such as thread creation and context switching,
greatly increases.

To identify the management overhead, we measure the
number of context switches during data verification. Fig. 7(b)
shows the normalized number of context switches as the
number of threads increases. As can be seen, until the number
of threads reaches 32, the number of context switch increase
is insignificant. However, the number of context switches
increases exponentially when more than 128 threads are used
to perform the verification. As a result, the verification time
increases despite doubling the number of threads.

C. ENTIRE DATA TRANSFER TIME

Fig. 8(a) presents the entire data transfer time of the exist-
ing sequential scheme and the proposed scheme. The entire
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FIGURE 11. Host memory and SSD status changes over time.

data transfer time includes the data transfer time between
the sender and receiver systems, the data writing time to
the storage device of the receiver system, and the data
integrity verification time. In the figure, we denote the exist-
ing sequential scheme as Sequential and the proposed scheme
as Proposed_SP and Proposed_SPC. In the proposed scheme
notations, S, P, and C stand for scheduling, pipelining, and
concurrent verification, respectively. The evaluation results
indicate that the entire transfer time is reduced by 58%
with the Proposed_SP scheme compared with the Sequential
scheme. Similar to the file-level pipelining introduced in
the previous study [3], the overlapping computation and I/O
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operation reduced the entire transfer time by 58%. The differ-
ence between file-level pipelining and the proposed scheme
is that the proposed scheme delays performing the integrity
verification until the file is written to NAND flash memory.
As a result, the proposed scheme provides robust integrity
verification compared with the file-level pipelining scheme
while efficiently transferring files.

When we applied the concurrent verification using
multiple threads (Proposed_SPC), the entire data transfer
time was reduced by 62% and 10% compared with the exist-
ing sequential scheme (Sequential) and proposed scheme
without concurrent verification (Proposed_SP), respectively.
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The entire data transfer time gradually decreased until
the number of concurrent verification threads reaches 32.
As depicted in the figure, when we performed the integrity
verification in parallel with 32 threads, the entire data transfer
time was the most shortened, which is a 62% reduction
compared with the existing sequential scheme.

However, using more than 32 threads for integrity ver-
ification increased the entire data transfer time. When too
many threads were executed in parallel, thread management
tasks (e.g., thread creation, clean up, context switch, etc.)
took a longer time, as mentioned in Section VI-B. Fig. 8(b)
reveals that the number of context switches increased rapidly
when we used more than 64 concurrent verifiers. Moreover,
the concurrency controller maintained the total size of the
verified data as a global variable. Because each verification
thread accesses the global variable, performing verification
with many threads causes memory access contention. As a
result, the entire data transfer time increased.

D. RESOURCE UTILIZATION

As we created multiple threads to concurrently verify the
integrity of the file, we measured the CPU utilization of each
scheme over time, as presented in Fig. 9. Figs. 9(a) and 9(b)
list the average and total CPU utilization for each scheme,
respectively. The average CPU utilization of the proposed
scheme is 6%, which is 3 times higher than that of the existing
sequential scheme (2%). However, Fig. 8(a) indicates that the
entire data transfer time of the existing sequential scheme is
up to 2.7 times longer than that of the proposed scheme. As a
result, the total CPU utilization of the proposed scheme is
from 10% to 60% higher than that of the existing sequential
scheme (Fig. 9(b)).

The difference in the gap depends on the number of con-
current verifiers. For example, using 32 concurrent verifiers,
the proposed scheme completes the data transfer and verifi-
cation 2.7 times faster using 20% more of the total resources,
compared with the existing sequential scheme.

In summary, with the proposed scheme, we can reduce the
entire data transfer and verification time by up to 62% by
intensively investing computing resources in a short time.

E. ENTIRE DATA TRANSFER TIME WITH

DIFFERENT FILE SIZES

Fig. 10 shows the entire data transfer time of each scheme
with various file size. In the experiments, we compare the
entire data transfer time including verification with the exist-
ing schemes that performs data verification in the order in
which files were transferred (Sequential) and the state-of-the-
art robust data transfer scheme (RIVA) [4]. We used a single
file of different sizes from 100 MiB to 50 GiB to demonstrate
the effectiveness of concurrent verification with various file
sizes. As shown in the aforementioned experiments, using
32 concurrent verifiers is the most efficient in terms of per-
formance and resource utilization, we configured the number
of data verifiers to 32 in subsequent experiments.
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With the Proposed_SP scheme, there is an overhead due to
scheduling and time to write and read data on the final des-
tination, NAND flash memory, but it is negligible as shown
in the experimental results. The entire data transfer time of
the Proposed_SP scheme takes 1% to 5% longer than those of
Sequential and RIVA, regardless of the file size. With the Pro-
posed_SPC scheme, the entire data transfer time difference is
insignificant for the file size of 100 MiB. Different from the
Proposed_SP scheme, the Proposed_SPC scheme is effective
for data transfer including integrity verification as the file size
increases. As the file size increases, the entire transfer time
reduction reaches about 30% when the file size is 1 GiB or
more. The reason is that the Proposed_SPC scheme reduces
the time of data verification by involving multiple threads to
perform concurrent verification.

F. HOST MEMORY AND SSD STATUS ANALYSIS

To validate that the proposed scheme reads a file from NAND
flash memory of SSD, we analyzed the changes in the data
residing on each storage medium (e.g., host memory, buffer
cache of SSD, and NAND flash memory) over time. Fig. 11
illustrates changes of data residing on each storage medium
during data transfers. The figure presents the data change of
each storage medium from the time when the data written to
the buffer cache starts flushing to NAND flash memory.

When a newly transferred file (e.g., F5 in the figure) starts
to write to SSD, the SSD controller starts to flush the first
1-GiB file to NAND flash memory (e.g., F1 in the figure).
Simultaneously, a new file, F6, is transferred over the network
and written to host memory. The second state of the figure
displays the state of each storage medium after flushing file
F1 and writing file F5. In the second state, file F1 exists only
in NAND flash memory and is removed from the buffer cache
of SSD. Therefore, the concurrency controller schedules the
I/0 manager to read file F1 to start the verification. After
reading file F1 from SSD, the data on each storage medium
are shown in the third state of the figure. The SSD controller
flushes file F2 to make space in the buffer cache so that file F1
can be cached. In the third state, the concurrency controller
performs the integrity verification of file F1 in parallel using
multiple threads. The state after the verification completes
is presented in the last state of the figure. The concurrency
controller schedules the I/0 manager so that file F6 is written
to the storage device while the verification is performed. The
file transfer continues, and the new file F8 is transferred to
host memory.

The proposed scheme provides the improved robustness
of the integrity verification by scheduling the read and write
operations alternately. Moreover, the proposed scheme per-
forms the integrity verification after the file is written to
NAND flash memory.

G. DETECTING DATA CORRUPTION

To evaluate the robustness of the proposed scheme, we con-
ducted experiments to measure how many errors can be
detected in each scheme. In the experiments, we focused on
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FIGURE 12. Robustness test by injecting faults in different data storage

layers on the receiver system.

TABLE 2. The results of fault injection experiments in different storage
stack of the receiver system.

Host memory | Buffer cache | Flash memory

File-LevelPpl v - -
RIVA v v -
Proposed_SP v v v
Proposed_SPC v v v

whether each scheme can detect errors occurring in each layer
of the storage stack where data resides until the data transmit-
ted to the receiver system is stored in NAND flash memory
in SSD, the actual final destination of the transferred data.
With the prototype implementation, we adopted a mechanism
of injecting faults into files in different storage layers, host
memory, the buffer cache of SSD, and NAND flash memory,
as shown in Fig. 12.

Table 2 presents the result of detecting errors of each
scheme when injecting faults into different storage layers.
In the experiments, the proposed scheme (Proposed_SP,
Proposed_SPC) detects all errors in the transferred file
in NAND flash memory, while the other schemes do not
detect the errors that occurred in some layers. For example,
RIVA [4] could not detect errors that occurred in NAND
flash memory of SSD. On the other hand, file-level pipelining
(File-LevelPpl) [3] only detects errors that occurred in host
memory. This is because data verification is performed with
the data stored in the buffer cache of SSD or host mem-
ory with each scheme, not the data stored on NAND flash
memory in SSD. In contrast, the proposed scheme detects
the internal failures of the storage device because the data
verifier reads files to be verified directly from NAND flash
memory after guaranteeing the data are written to NAND
flash memory.

VII. CONCLUSION

In this paper, we propose a concurrent and reliable end-to-
end data integrity verification scheme for flash-based storage
devices. We schedule I/O operations considering the internal
structure and operation of the storage device to perform
an integrity verification with the data written on the final
storage media. By doing this, the proposed scheme detects
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data corruption that occurred across storage layers including
inside the storage device. To provide data transfer without
sacrificing performance, we concurrently perform I/O opera-
tions and integrity verification with the fine-grained data unit.
With the prototype implementation and storage medium state
analysis, we guarantee that the proposed scheme performs
robust integrity verification with the data written on the actual
final destination. The experimental results with realistic sce-
narios demonstrate that the proposed scheme provides robust
and reliable data transfer while reducing the entire data trans-
fer time by up to 62% compared with the existing scheme.
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