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ABSTRACT Bitslice block ciphers have the advantage of allowing parallel computation using bitwise
logical operations, and Boolean masking can be applied efficiently. Thus, various bitslice block ciphers, such
as Robin, Fantomas, RECTANGLE, RoadRunneR, PRIDE, and CRAFT, have been proposed previously.
Additionally, a bitslice implementation for AES, National Institute of Standards and Technology (NIST)
standard block cipher, has been proposed. These ciphers construct an S-Box using only bitwise logical
operators. They perform operations by storing the i-th bits of each S-Box input/output value in one register,
i.e., they have a feature that each bit of an S-Box output is stored in a different register. Because of this
feature, in correlation power analysis (CPA) for bitslice block ciphers, a single-bit of the S-Box output should
be selected as an intermediate value. Moreover, depending on which bit is selected as the intermediate value,
there are differences in analysis performance. Consequently, we propose an algorithm that predicts the CPA
performance of each single-bit and we describe the theoretical basis of this algorithm. The effectiveness of
the proposed algorithm is verified experimentally by comparing actual CPA results and predicted results on
various bitslice block ciphers.

INDEX TERMS Bitslice block cipher, correlation power analysis, side-channel analysis, AES, Robin,
Fantomas, RECTANGLE, RoadRunneR, PRIDE, CRAFT.

I. INTRODUCTION
Side-channel analysis (SCA) is a technique that analyzes
secret information (e.g., a secret key) using side-channel
information, such as power consumptions, electromagnetics,
and sounds. Paul Kocher [1] first described SCA and he
demonstrated that it could be applied against mathemati-
cally secure cryptographic algorithms. Analyzing power con-
sumption is a representative example of SCA that includes
simple power analysis [1], differential power analysis [2],
and correlation power analysis (CPA) [3]. Among these,
CPA is a technique that calculates Pearson’s correlation
coefficient between power consumption traces and interme-
diate values of cryptographic algorithm to analyze secret
key [3].

A block cipher is an algorithm that encrypts data in a given
block unit and comprises linear and nonlinear functions.

The associate editor coordinating the review of this manuscript and
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Generally, S-Box operation is used as nonlinear function
that affects all output bits when even 1-bit of input changes.
Because of these characteristics, the S-Box output is typically
used as the intermediate value when performing CPA. For
block ciphers implemented without SCA countermeasures,
secret information can be extracted using CPA. Among coun-
termeasures against CPA, the most commonly used technique
is Boolean masking, which is operated by dividing interme-
diate values into several shares.

The bitslice technique implements algorithms using bit-
wise logical operators. Bitslice block ciphers are designed to
optimize a bitslice implementation. Therefore, bitslice block
cipher algorithms mostly comprise bitwise logical operators.
Particularly, the S-Box operations comprise logical operators
that can perform operations in parallel. Because of these
features, Boolean masking can be applied efficiently to bit-
slice block ciphers, resulting in the proposition of various
bitslice block ciphers, such as Robin & Fantomas [4],
RoadRunneR [5], and CRAFT [6].
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In these implementations, each bit of the S-Box
input/output values is stored in a different register. Consid-
ering this, Balasch et al [7] performed CPA using a single-bit
of S-Box output as an intermediate value of the bitslice
implementation of AES [8]. However, there is no study about
which single-bit is more effective for CPA. In this paper,
we propose an algorithm that predicts CPA performance by
each single-bit of the S-Box output.

A. CONTRIBUTIONS
First, we propose a method that calculates CPA predictive
performance determined hypothetical power consumption.
We also explain themathematical basis for thismethod. Using
the proposed method, we propose an algorithm to calculate
the CPA predictive performance for each single-bit interme-
diate value. Finally, we experimentally verify the proposed
algorithm by comparing the actual single-bit CPA results of
various bitslice block ciphers and the predictive results of the
proposed algorithm.

B. ORGANIZATION
The remainder of the paper is organized as follows.
In Section II, we describe CPA, bitslice implementation,
CPA on bitslice block ciphers, and our challenge. In
Section III, we describe the proposed method and algorithm.
In Section IV, we compare the CPA results for the Robin
cipher and the predictive values obtained using the proposed
algorithm. In Section V, we compare the CPA results and pre-
dictive values for bitslice implementation of AES, Fantomas,
RECTANGLE [9], RoadRunneR, PRIDE [10], and CRAFT. In
Section VI, we conclude this paper.

II. PRELIMINARIES
A. SYMBOLS AND NOTATIONS
Table 1 lists the notations used in this paper.

B. CORRELATION POWER ANALYSIS
CPA is an SCA method that uses Pearson’s correlation coef-
ficient (PCC) between the hypothetical power consumption
values HK and the actual power consumption values A [3].
The hypothetical power consumption values HK are deter-
mined by key-dependent intermediate values and a power
consumption model. It generally takes the output of a nonlin-
ear function, such as S-Box, as the intermediate value. Exam-
ple of power consumptionmodels areHammingweight (HW)
model and Hamming distance model. For instance, if the
intermediate value is the S-Box output and the power con-
sumption model is the HW model, then the hypothetical
power consumptionHK is the HW of the S-Box output when
the key is K . If the key K and power consumption model are
correct, there is a linear relationship between hypothetical and
actual power consumption values. The formula for the PCC
between A and HK is

−1 ≤ rA,HK =
Cov (A,HK )

σAσHK

≤ 1.

TABLE 1. Definition.

In CPA, we compute the absolute value of PCC |rA,Hgk | for
every Guessed key gk . We expect that the absolute value of
PCC |rA,Hrk | of the right key rk is highest. The CPA process
is as follows:

• Determine the intermediate value
• Determine the power consumption model
• Calculate the absolute value of PCC |rA,Hgk | of every
Guessed key gk

We expect the Guessed key having the highest PCC to be
the Right key. From this perspective, Ratio is used as a CPA
performance indicator; it denotes a value that divides |rA,Hrk |

by |rA,Hsk |, which is the absolute values of PCC about the
Right key rk and Second key sk , respectively. There is another
indicator known as guessing entropy, which is the average
rank position of the Right key. However, guessing entropy
cannot distinguish between cases where the Right key is the
first rank key. Conversely, the Ratio indicates how well the
Right key can be analyzed as the first rank key. Therefore,
we choose Ratio as the CPA performance indicator in this
paper.
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FIGURE 1. Structure of lookup table implementation.

FIGURE 2. Structure of bitslice implementation.

C. BITSLICE IMPLEMENTATION OF CIPHERS
The basic idea behind bitslicing is expressing a function
using only bitwise logical operators, e.g., the AND, XOR,
OR, and NOT operators, to perform multiple instances of
the function in parallel. Therefore, S-Box operations are
parallelly operated in bitslice implementation. Conversely,
implementation techniques such as the lookup table perform
serial operations in units of S-Box input/output. Figure 1 and
Figure 2 depict the register usage structure of the lookup table
implementations and bitslice implementations, respectively.
In the lookup table implementation, an n-bit input/output
value of the S-Box is stored in a single register, whereas each
bit of the n-bit input/output value of the S-Box is stored in a
different register in bitslice implementation.

An example of bitslice block ciphers is Robin, which uses
an 8-bit S-Box. Figure 3 is the S-Box structure of Robin,
where x7 is the most significant bit (MSB), and x0 is the least
significant bit (LSB). Algorithm 1 shows the pseudocode
for the Class-13 function of Robin’s S-Box. In this S-Box
structure, n × m bits S-Box outputs can be calculated in
parallel because it only comprises the bitwise operations.

D. CPA ON BITSLICE BLOCK CIPHER
Before CPA, we should determine the hypothetical power
consumption using the intermediate value and power con-
sumption model. Generally, to improve CPA performance,
the output of a nonlinear function, such as S-Box, is preferred
as an intermediate value, and the HW power consumption

FIGURE 3. Structure of Robin’s S-box.

Algorithm 1 Robin’s S-Box: Class-13 Algorithm
Input: x4, x5, x6, x7 (x7 is MSB)
Output: x ′4, x

′

5, x
′

6, x
′

7
1: x ′4 = (x4 ∧ x5)⊕ x6
2: x ′6 = (x5 ∨ x6)⊕ x7
3: x ′7 = (x ′4 ∧ x7)⊕ x4
4: x ′5 = (x ′6 ∧ x4)⊕ x5
5: Return x ′4, x

′

5, x
′

6, x
′

7

model is mainly employed in a software implementation.
However, in the bitslice implementation (Figure 2), it is nec-
essary to guess the n×m bits key to calculate the hypothetical
power consumption of the register’s value after the S-Box
operation.

Because of the key guessing complexity,
Adomnicai et al. [11] performed CPA for a bitslice block
cipher PRIDE using the key XOR output as the intermediate
value. In this case, the hypothetical power consumption of
the register can be calculated by guessing the m-bit key.
However, because of the feature of keyXOR, which is a linear
operation, the difference in the PCC between the Right key
and other Guessed keys is not large, so the CPA performance
decreases, and even specific Guessed key that has the same
PCC to the Right key exists.

Conversely, Balasch et al. [7] performed CPA using the
single-bit of S-Box output as the intermediate value for the
bitslice implementation of AES. They used only the single-bit
hypothetical power consumption of the register value; how-
ever, because the nonlinear function’s output was used as
the intermediate value, the CPA performance was relatively
guaranteed, and the hypothetical power consumption can be
calculated by guessing the n-bit key. Thus, we focus on a
single-bit of the S-Box output as the intermediate values in
CPA.

E. CHALLENGE
Related work shows that effective CPA can be performed
using a single-bit of the S-Box output as an intermediate value
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for bitslice block ciphers. However, there is no study about
the difference in the CPA performance for each single-bit
of the S-Box output and the selection of a single-bit that is
suitable for CPA as an intermediate value. Thus, we intend to
propose an algorithm that receives an S-Box structure as an
input and returns each single-bit CPA predictive performance
as an output.

III. EACH SINGLE-BIT CPA PERFORMANCE PREDICTION
ALGORITHM
In this section, we propose a method that predicts CPA per-
formance and describe a mathematical basis of this method.
Further, through the method, we propose an algorithm that
predicts the CPA performance of each single-bit of a target
cipher’s S-Box.

A. CPA PERFORMANCE PREDICTION METHOD
As mentioned in Section II, we choose Ratio as the indicator
of CPA performance. In other words, we predict the CPA
performance by predicting the Ratio value. For simplicity, let
B = Hrk ,C = Hsk , and Cd = Hrk⊕d . The CPA process
calculates |rA,Cd | values about every d, (0 ≤ d ≤ 2n−1), and
Ratio value is defined as |rA,B|/|rA,C|. Consequently, we pro-
pose a method that predicts |rA,B|/|rA,C| without calculating
|rA,B|, |rA,C|.
Proposition 1 suggests that it is possible to predict Ratio

using rB,C without the CPA results rA,B and rA,C. To prove
Proposition 1, we assume the following.

1) The power consumption model is linear [12], [13],
which allows A = {εb + δ : b ∈ B}, where ε is a
constant and δ is noise random variable.

2) Random variable δ is independent of B and C because
the noise is unrelated to the process of predicting hypo-
thetical power consumptions B and C.

Since δ is independent of B and C, Cov(δ,B) =

Cov(δ,C) = 0. The relational formula between rA,B, rB,C
and rA,C is as expressed as follows.
Proposition 1: Let A,B and C be random variables and

A = εB+δ (where ε is a constant and δ is a random variable

of noise). Let δ be independent of B and C. Then

∣∣∣∣∣ rA,BrA,C

∣∣∣∣∣ =∣∣∣∣∣ 1

rB,C

∣∣∣∣∣.
Proof of Proposition 1:

A,B,C, δ,X ,Y ,Z : Random variables
a, b, c, ε : Constants
Theorem 1) Cov(aX + bY , cX ) = ac(σX )2 + bcCov(X ,Y )
Theorem 2) Cov(aX + bY , cZ ) = acCov(X ,Z ) +

bcCov(Y ,Z )

∣∣∣∣∣ rA,BrA,C

∣∣∣∣∣ =
∣∣∣∣∣∣∣∣
Cov (A,B)
σAσB

Cov (A,C)
σAσC

∣∣∣∣∣∣∣∣ =
∣∣∣∣∣σC Cov (A,B)σB Cov (A,C)

∣∣∣∣∣

=

∣∣∣∣∣σC Cov (εB+ δ,B)σB Cov (εB+ δ,C)

∣∣∣∣∣ (∵ A = ε B+ δ)

=

∣∣∣∣∣σC
(
ε(σB)2 + Cov(δ,B)

)
σB Cov (εB+ δ,C)

∣∣∣∣∣ (by Theorem 1)

=

∣∣∣∣∣ σC
(
ε(σB)2 + Cov(δ,B)

)
σB (εCov (B,C)+ Cov (δ,C))

∣∣∣∣∣ (by Theorem 2)

=

∣∣∣∣∣ σC ε(σB)2

σB ε Cov (B,C)

∣∣∣∣∣ (∵ Cov (δ,B)=Cov (δ,C) = 0)

=

∣∣∣∣∣ σC σB

Cov (B,C)

∣∣∣∣∣ =
∣∣∣∣∣ 1

rB,C

∣∣∣∣∣
�

Proposition 1 shows that the Ratio value |rA,B/rA,C| can
be calculated as |1/rB,C| by some assumptions. UsingPropo-
sition 1, we can predict the Ratio value using the hypothetical
power consumptionsB,Cwithout the actual power consump-
tions A. However, there is a limitation that we cannot know
which of Cd is B or C without actual CPA, and we can-
not calculate |rB,C| without the actual plaintexts. Therefore,
we transform |rB,C| into simulation value |rB′,C′ |.
First, we assume that actual plaintexts are determined

by the uniform distribution. Then we can define alternative
sequences B̂ and Ĉd of hypothetical power consumption
sequences B and C about the actual plaintexts. For example,
if the intermediate value is the n-bit S-Box output, and the
power consumption model is HW, then since possible plain-
text is one of 0 to 2n − 1, the alternative sequences B̂ and Ĉd
are defined as follows:

B̂ := {HW (S(0⊕ rk)), HW (S(1⊕ rk)), . . . ,

HW (S(2n − 1⊕ rk))}

Ĉd := {HW (S(0⊕ rk ⊕ d)), HW (S(1⊕ rk ⊕ d)), . . . ,

HW (S(2n − 1⊕ rk ⊕ d))}

Since B̂, Ĉd have elements of each B, Cd by the uniform
distribution, we expect that rB,Cd ≈ rB̂,Ĉd . Additionally,

by rearranging sequences B̂ and Ĉd based on rk can be
simplified as follows:

B′ := {HW (S(0)), HW (S(1)), . . . , HW (S(2n − 1))}

C′d := {HW (S(0⊕ d)), HW (S(1⊕ d)), . . . ,

HW (S(2n − 1⊕ d))}

Since both B̂ and Ĉd are rearranged on the same basis,
we have rB̂,Ĉd = rB′,C′d . We can calculate rB′,C′d about every
d (1 ≤ d ≤ 2n−1) using only the target cipher’s structure (in
the case of the example, the S-Box). Next, we define that C′
is the Cd that has the highest value of |rB′,C′d |. Consequently,
rB′,C′ has the following relationship with the Ratio value.

Ratio =

∣∣∣∣∣ rA,BrA,C

∣∣∣∣∣ =
∣∣∣∣∣ 1

rB,C

∣∣∣∣∣ ≈
∣∣∣∣∣ 1

rB̂,Ĉ

∣∣∣∣∣ =
∣∣∣∣∣ 1

rB′,C′

∣∣∣∣∣
39390 VOLUME 10, 2022



J. Han et al.: Improved Correlation Power Analysis on Bitslice Block Ciphers

By calculating
∣∣1/rB′,C′ ∣∣, we can predict the Ratio value

without hypothetical power consumption B and C about
actual plaintexts and actual power consumption A.

B. EACH SINGLE-BIT CPA PERFORMANCE PREDICTION
ALGORITHM
In this section, we propose an algorithm that predicts each
single-bit CPA performance on an n-bit S-Box using the pro-
posed CPA performance prediction method. First, we define
B′ and C′d for a single-bit of S-Box output and get the rB′,C′
value by calculating every rB′,C′d . Then, the performance
of this single-bit is predicted by |1/rB′,C′ |. This process is
repeated to predict the CPA performance for every single-bit.
Assuming that the hypothetical power consumption is the i-
th bit of the n-bit S-Box output, B′ and C′d of the i-th bit are
defined as Si, Si(d), respectively, as follows:

Si := {si(0), si(1), . . . , si(2n − 1)}

Si(d) := {si(0⊕ d), si(1⊕ d), . . . , si((2n − 1)⊕ d)},

(0 < d < 2n).

Algorithm 2 is an algorithm that receives an n-bit S-Box as
an input and returns each single-bit CPA performance as an
output. In Algorithm 2, cdi in line 3means rB′,C′d of the i-th bit,
tmp in line 5means rB′,C′ , andRi in line 6means |1/rB′,C′ | the
CPA performance prediction value of the i-th bit. Algorithm 2
repeats this process for all i and returns the CPA performance
predictive values of each i-th bit.

Algorithm 2 Each Single-bit CPA Performance Prediction
Algorithm on n-bit S-Box
Input: An n-bit S-Box
Output: Each single-bit CPA performance Ri
1: for i = 0 to n− 1 do
2: for d = 1 to 2n − 1 do
3: cdi ←

∣∣rSi,Si(d)∣∣
4: end for
5: tmp← max(c1i , c

2
i , . . . , c

2n−1
i )

6: Ri← 1/tmp
7: end for
8: Return (R0,R1, . . . ,Rn−1)

IV. EXPERIMENTAL RESULTS FOR BITSLICE BLOCK
CIPHER ROBIN
In this section, we discuss the difference in CPA performance
caused by a single-bit intermediate value through experi-
ments on Robin and verify the effectiveness of the proposed
algorithm.

Table 2 describes the experimental environment. As the
target chip, we chose the Atmel XMEGA128, an 8-bit low
power microcontroller unit (MCU). Additionally, using the
ChipWhisperer-Lite board, we collected power traces and
sampled the S-Box operation part of the first round while
Robin encryption was performed on a total of 2,000 random
plaintexts.

TABLE 2. Experimental environment.

FIGURE 4. Ratio of Robin CPA by each single-bit.

A. COMPARING BETWEEN PREDICTION OF CPA
PERFORMANCE AND ACTUAL CPA PERFORMANCE ABOUT
EACH SINGLE-BIT INTERMEDIATE VALUE
We performed a 16 byte CPA by selecting each single-bit of
the S-Box output as the intermediate value. Figure 4 shows
that the Ratio of Robin CPA result differed depending on
which single-bit is selected. We subsequently applied Algo-
rithm 2 to Robin’s S-Box and compared the results shown in
Figure 4 and the predictive performance. First, we calculated
Ri ofRobin usingAlgorithm 2, and thenwe comparedRi with
the results of actual CPA.

Algorithm 2 returns predictive CPA performance Ri(0 ≤
i ≤ 7) shown in Table 3. Assuming that the 8-bit S-Box output
of Robin is represented by Y = (y7y6y5y4y3y2y1y0)2 (y0 is
the LSB), Ri means the predictive Ratio value of CPA that
uses the i-th bit of S-Box output yi as the intermediate value.
Robin CPA results can be divided into the following three
sets depending on the size of Ri.

Y1 = {y4, y6}, Y2 = {y0, y5, y7}, Y3 = {y1, y2, y3}

1) SELECT INTERMEDIATE VALUE FROM Y1 = {y4, y6}

Table 3 shows that R4 is 1.0. Furthermore, in Algorithm 2
about Robin’s S-Box, cd4 has the maximum value when the
XOR difference d is 0× 04, 0× 08, or 0× 0C. This suggests
that if y4 is selected as the intermediate value, the Ratio value
will be R4 = 1.0 and the XOR differences between the
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TABLE 3. Ri of robin.

FIGURE 5. Max correlation coefficient by Guessed key (intermediate
value: y4).

Second keys and the Right key will be 0 × 04, 0 × 08, and
0 × 0C. In other words, if y4 is selected as the intermediate
value, we can predict that the three Second keys will have the
same absolute value of PCC as the Right key; also, the Second
keys will have XOR differences of 0× 04, 0× 08, and 0× 0C
from the Right key.
Figure 5 shows the result of performing the first-byte CPA

with y4 as the intermediate value. In Figure 5, themax correla-
tion coefficient means the maximum value of the correspond-
ing Guessed key’s absolute value of PCC about each sample
point. Thus, the Ratio value is calculated as the Right key’s
max correlation coefficient divided by the Second key’s max
correlation coefficient. Figure 5 shows the max correlation
coefficients of each Guessed key. In practice, Figure 5 shows
that keys 0 × 2F (= 0 × 2B ⊕ 0 × 04), 0 × 23 (= 0 × 2B
⊕ 0 × 08), and 0 × 27 (= 0 × 2B ⊕ 0 × 0C) have the same
absolute value of PCC to the Right key 0 × 2B.
Similarly, R6 = 1.0 and in Algorithm 2 about Robin’s

S-Box, cd6 has the maximum value when XOR difference d
is 0 × 01, 0 × 08, or 0 × 09. Thus, if y6 is selected as the
intermediate value, we can predict that 0 × 2A (= 0 × 2B
⊕ 0 × 01), 0× 23 (= 0 × 2B ⊕ 0 × 08), and 0 × 22 (=
0 × 2B ⊕ 0 × 09) will be the Second keys with the same
absolute value of PCC to the Right key 0 × 2B.
Figure 6 shows the result of performing the first-byte CPA

with y6 as the intermediate value. As we predicted, Figure 6
shows that keys 0 × 22, 0 × 23, and 0 × 2A have the same
absolute value of PCC to the Right key 0 × 2B.

2) SELECT INTERMEDIATE VALUE FROM Y2 = {y0, y5, y7}

Table 3 shows R0 = 2.0. Furthermore, in Algorithm 2 about
Robin’s S-Box, cd0 has the maximum value when d is 0× 08.
Thus, we can predict that the Ratio value is close to 2.0 and

FIGURE 6. Max correlation coefficient by Guessed key (intermediate
value: y6).

FIGURE 7. Max correlation coefficient by Guessed key (intermediate
value: y0).

the XOR difference between the Second key and the Right key
will be 0 × 08.
Figure 7 shows the result of performing CPA with y0 as

the intermediate value. The absolute value of PCC 0.272 for
the Right key 0× 2B is approximately 1.51 times greater than
0.18 for the Second key 0× 23 (= 0× 2B⊕ 0× 08). Because
of the effect of practical noise, theRatio value 1.51 is less than
the predictive value R0 = 2.0.
Similarly, R5 is 2.0 and cd5 has the maximum value when

d is 0 × 02, 0 × 04, 0 × 06, 0 × 0A, 0 × 0C, or 0 × 0E.
As shown in Figure 8, the XOR difference between Second
key 0 × 29 and Right key 0 × 2B is 0 × 02. Further-
more, the Ratio value is approximately 1.75, which is close
to R5 = 2.

We observed similar results for y7. cd7 has the maximum
value when d is 0 × 01, 0 × 02, 0× 03, 0× 05, 0× 06 and
0× 07. Figure 9 shows that the XOR difference between the
Second key 0 × 29 and Right key 0 × 2B is 0 × 02. In Fig-
ure 9, the Ratio value is approximately 1.84, which is close
to R7 = 2.
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FIGURE 8. Max correlation coefficient by Guessed key (intermediate
value: y5).

FIGURE 9. Max correlation coefficient by Guessed key (intermediate
value: y7).

FIGURE 10. Max correlation coefficient by Guessed key (intermediate
value: y1).

3) SELECT INTERMEDIATE VALUE FROM Y3 = {y1, y2, y3}

For Y3, Table 3 shows that R1 is 3.57, and R2 and R3 are both
4.0.

Figure 10 shows that when y1 is selected as the interme-
diate value, the Ratio value is approximately 2.80. Figure 11
shows that when y2 is selected, the Ratio value is approxi-
mately 2.15. Additionally, Figure 12 shows that when y3 is
selected, the Ratio is approximately 2.73.

In the case of Y3, because the Guessed keys, except for the
Right key, have absolute value of PCC of a similar level, we do
not predict which key is the Second key.

FIGURE 11. Max correlation coefficient by Guessed key (intermediate
value: y2).

FIGURE 12. Max correlation coefficient by Guessed key (intermediate
value: y3).

FIGURE 13. CPA results for Robin (Y1, Y2, Y3).

Consequently, as shown in Figure 10, Figure 11, and Fig-
ure 12, Y3 has the larger Ratio value than Y1 and Y2. There-
fore, selecting y1, y2, y3(∈ Y3) as the intermediate values
improves CPA performance over other single-bits.

B. RESULT OF TOTAL BYTES
Figure 13 shows the 16 byte CPA results for Robin when the
bits are grouped according to Y1, Y2, and Y3; blue, green, and
orange graphs are for the Y1, Y2, and Y3 groups, respectively.
Thus, the CPA results for Robin show that CPA performance
improves when Y3 with relatively high Ri values is selected
as the intermediate value.
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FIGURE 14. Ratio by bit according to the number of traces, the CPA results for Robin.

TABLE 4. Ratio of robin.

TABLE 5. Ri of other ciphers.

Figure 14 shows a graph of the average Ratio for each
intermediate value yi, the i-th bit of S-Box output, based on
the number of traces when CPA is performed for Robin.
In this paper, the average Ratio means the average value of
Ratio on each key byte (or nibble if S-Box size is 4-bit) CPA
of the first round key. The black line in Figure 14 indicates
that the Ratio value is 1.6. At 2,000 traces, Y1 does not satisfy
the Ratio value of 1.6 or greater. By contrast, when selecting
the bit from Y3, the minimum number of attack traces satisfy-
ing the Ratio value of 1.6 or greater is approximately 360, and
it is 510 when selecting the bit from Y2. Consequently, when
selecting bits from Y3, the analysis performance is 1.41 times
better than when selecting bits from Y2.

Table 4 summarizes the Ratio results of each single-bit
CPA using 2,000 traces for Robin.

V. EXPERIMENTAL RESULTS FOR OTHER CIPHERS
In this section, we present experimental CPA results for other
ciphers implemented by bitslice structures.

AES is the most representative block cipher that uses an
8-bit S-Box. We chose the target by the bitslice implemen-
tation of AES. Fantomas is a Robin family bitslice block
cipher that uses an 8-bit S-Box.RECTANGLE,RoadRunneR,
PRIDE, and CRAFT are block ciphers that use a 4-bit S-Box.
We performed the CPA for the above block ciphers.

Table 5 shows the Ri values of each block cipher’s S-Box.
Figure 15 shows the average Ratio based on the number of
traces for each block cipher. The experimental environment
is the same as in Section IV.
The predictive value for AES in Table 5 shows that the Ri

values are all equally high values of 8.0 because the AES’s
S-Box is designed as a mathematical structure to perfectly
satisfy nonlinearity. As shown in Figure 15 (a), on AES CPA,
every single-bit analyzed has an almost equal Ratio. This
result is the same as predicted in Table 5, andAES has a higher
Ratio than other ciphers because of higher Ri values.

Table 5 shows that the Ri values for Fantomas,
RECTANGLE, RoadRunneR, PRIDE, and CRAFT are 2.0 or
1.0. According to the prediction result of Fantomas, Ri has
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FIGURE 15. Ratio by bit according to the number of traces, the CPA results against bitslice implementation ciphers.

TABLE 6. Ratio of other ciphers.

the maximum value of 2.0 when i is 0 or 1; thus, these
bits are expected to have the best performance in CPA. Fig-
ure 15 (b) shows that at 2,000 traces, y0 and y1 have a Ratio
value of approximately 1.6, whereas other bits have a Ratio
value of 1.0. Similarly, for RECTANGLE,Ri has themaximum
value of 2.0 when i is 2 or 3. In the actual CPA results
(Figure 15 (c)) at 2,000 traces, y2 and y3 have a Ratio value
of approximately 1.5, and the other bits have a Ratio value
of 1.0. For RoadRunneR, PRIDE, and CRAFT, the prediction
results in Table 5 match the actual CPA results in Figure 15.
Notably, in RoadRunneR, y1 and y3 have higherRatio values
than other bits. In PRIDE, y0 and y1 have higher Ratio values
than other bits. Finally, in CRAFT, y0, y2, and y3 have higher
Ratio values than y1.
Table 6 summarizes the Ratio results of each single-bit

CPA using 2,000 traces for block ciphers. These results

demonstrated that the proposed Algorithm 2 correctly
predicted the CPA results for each block cipher, i.e.,
AES, Fantomas, RECTANGLE, RoadRunneR, PRIDE, and
CRAFT.

VI. CONCLUSION
In this paper, we propose a method to predict the CPA per-
formance. Additionally, using the method, we propose an
algorithm to predict the CPA performance of each single-bit
using a target bitslice block cipher’s S-Box. Applying the pro-
posed algorithm to Robin, Fantomas, AES, RECTANGLE,
RoadRunneR, PRIDE, and CRAFT provided experimen-
tal confirmation of its efficacy. The proposed algorithm
can assist systematic and improved CPA for bitslice block
ciphers, and through this, it also can be utilized in the
CPA security verification model for bitslice block ciphers.
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Additionally, our findings can be extended to higher-order
CPA for bitslice block ciphers.
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