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ABSTRACT Increased renewable energy penetration in isolated power systems has a clear impact on the
quality of system frequency. The flywheel energy storage system (FESS) is a mature technology with a fast
frequency response, high power density, high round-trip efficiency, low maintenance, no depth of discharge
effects, and resilience to withstand continuous charge-discharge cycling without lifetime degradation. These
FESS properties allows to effectively address the frequency quality problem. This study analyzes the
contribution of a FESS to reducing frequency deviations in an isolated system that combines a diesel plant,
wind farm, and pump-storage hydropower plant based on the El Hierro power system. This study approaches
this analysis by comparing six different FESS governor control schemes (GCSs). Of these six GCSs, the
nonlinear proportional variant (NLPV) is a singular contribution based on the NLP scheme previously
developed by the same researchers. Different governor’s parameter settings for the FESS GCSs were also
compared, obtained from the proposed tuning methodology that considers the renewable energy generation
distribution, frequency impact, and lifetime degradation of diesel, hydraulic groups, and flywheels. The
GCSs were compared in terms of average frequency deviation, Zenith and Nadir frequency difference, wear
and tear of diesel electromechanical elements and Pelton turbine nozzles, flywheels cycles per hour, and
FESS average state of charge. The results show that including a FESS plant considerably improves frequency
regulation. The tuning criteria and GCSs have a clear influence on the results, with NLP and NLPV GCSs
offering relevant improvements in frequency deviations.

INDEX TERMS Flywheel control scheme, flywheel energy storage, frequency control, hybrid power
systems, isolated system, power system stability.

NOMENCLATURE AND ABBREVIATIONS
f Frequency (p.u.).
D Damping (p.u.).
pd Load demand power (p.u.).
pDG Power delivered by diesel groups (p.u.).
pFESS Power supplied or absorbed by flywheels

(p.u.).
pH Power delivered by Pelton turbines (p.u.).
pp Power absorbed by pumps (p.u.).
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pw Power delivered by the wind turbines (p.u.).
R Droop (Hz/MW).
Tm Mechanical starting time (s).
TFESS time constant of the first order transfer func-

tion of the FESS – grid connection (s).
AGC Automatic generation control.
AVFD Average frequency deviation (Hz).
DB Droop based.
DBV Droop based variant.
DPP Diesel power plant.
FESS Flywheel energy storage system.
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GCSs Governor control schemes.
NLP Nonlinear proportional.
NLPV Nonlinear proportional variant.
PD Proportional derivative.
PDV Proportional derivative variant.
PSHP Pumped storage hydropower plant.
Q1 Frequency quality objective.
Q2 Aggregated remaining lifetime of diesel

units, Pelton turbines and flywheels objec-
tive.

RE Renewable energy.
RoCoF Rate of change of frequency.
SOC State of charge (p.u.).
VSWT Variable speed wind turbine.
WaT Wear and tear of diesel electromechani-

cal elements and Pelton turbines nozzles
(p.u./s).

I. INTRODUCTION
Increasing renewable energy (RE) penetration in power sys-
tems is a challenge that has been constantly addressed
in recent decades [1] to reduce greenhouse gas emissions
from traditional energy systems. According to the agree-
ment reached by the European Council [2] in October 2014,
at least 27% of the final energy consumption should be cov-
ered by RE in 2030. This percentage should increase to at
least two-thirds by 2050, according to the European energy
roadmap [3].

Increasing RE penetration in isolated power systems is
particularly interesting because reducing the use of fossil
fuels has an obvious environmental benefit [4]. Furthermore,
since traditional energy generation costs in isolated power
systems are expensive, RE generation can offer some crucial
economic advantages, such as reducing important transport
costs and energy dependency, which are typical characteris-
tics of these systems, and islands in particular [5]–[7].

Variable RE penetration in power systems has some inher-
ent drawbacks such as unmanageability [8] and resource vari-
ability [9], [10]. Specifically, the variability in the medium (in
a range of minutes) and short term (in a range of seconds)
has a negative impact on the system reliability, causing a
deterioration of the system frequency quality both in inter-
connected [11], [12] and isolated systems [10], [13]. Another
negative impact of RE generation is the reduction of the
system synchronous inertia, because inmany cases RE is con-
nected to the power systems through power electronic con-
verters [8]. Therefore, small isolated power systems, which
are inherently weak in terms of inertia, are most affected
by the increased RE penetration and power imbalances. For
example, the intermittency of wind generation in Hawaii,
according to Kaneshiro [10], can reduce wind farm power
at a ratio of 1 MW/min, severely affecting system security
and stability, to the point that the power system operator
developed a specific action plan to dispatch selected units to
compensate for wind variation.

To ensure that the isolated power system can operate safely
in high RE penetration scenarios, load shedding is a regular
but undesirable practice to avoid frequency deviations [14].
One drastic measure to avoid this practice is limiting the
generation of RE, usually referenced as curtailment (defined
as a reduction in the output of RE generator fromwhat it could
otherwise produce given available RE resources), such as in
Portuguese island of Flores, where wind energy penetration
is limited [15], French islands of Martinique and Réunion,
where a policy limits maximum RE penetration to 30% [16],
or Scottish islands of Orkney, where different wind-energy
curtailment schemes are deployed to increase the power sys-
tem controllability [17].

Technical solutions to improve the integration of RE in
isolated systems and to avoid frequency deviations have been
extensively researched. The most popular methods found in
the related literature include (i) implementation of synthetic
inertia and frequency control support, a very extendedmethod
in very different RE scenarios such as solar-thermal hybrid
systems [18], tidal generation [19], variable-speed wind tur-
bines and power converters [20]–[25], and even with electric
vehicles connected to the grid to provide grid support services
[26], [27], (ii) development of better prediction models to
reduce variable RE uncertainty [28], [29], (iii) addition of
real inertia by synchronous condensers [30], (iv) pump stor-
age hydropower plants participating in frequency regulation
when pumping [31]–[33] and - probably the most common
option - (v) utilization of auxiliary energy storage systems
[34], [35] such as batteries, capacitors, superconductors or
flywheels to provide fast frequency response and inertial
response.

If we focus on the utilization of auxiliary energy storage
systems, the most important requirements to participate in
frequency regulation (complementing variable RE technolo-
gies) are storage capacity, power output, and a sufficiently
fast frequency response capability [36], as summarized in the
grid codes and policies established by several countries [37].

Among all energy storage systems, FESS is a very interest-
ing technology for frequency regulation due to its maturity,
and good technical and exploitation properties. According to
[38] flywheels are one of the best energy storage systems
as synthetic inertia source compared to fuel cells, superca-
pacitors and lithium-ion based batteries. The low costs for
operation and maintenance and long cycle life of flywheels
(typically 20 years) with almost no depth of discharge effects
and high round trip efficiency, result in very low effective
cost per cycle compared to other storage technologies as
stated in [39] where power costs (US$/kW) and energy costs
(US$/kWh) of some successful FESS plants offering grid ser-
vices until year 2015 are summarized. Another advantage of
flywheels is their power ramp rate that allows them to provide
full power in less than 50-60 ms and change from supplying
power to absorbing power in 10 ms [40]. Recent state of
art of flywheels conducted in 2022 [41] shows that FESS
technology can be used in several different fields, where some
of the existing research groups and commercials FESS are
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FIGURE 1. Block diagram of the isolated electric system dynamic model.

shown with their characteristics. Some FESS examples of
real facilities that operate for frequency regulation purposes
in different power systems can be found in [42], [43].

The state of development of flywheels gives them
the opportunity to participate in frequency support in
high RE penetration scenarios and, consequently, in sev-
eral new strategies to efficiently operate the power
systems.

Different governor control schemes (GCSs) can be found
in the literature when the FESS participates in the power
system frequency regulation of isolated systems where vari-
able RE is present (usually wind and solar). The classical
approach consists of a droop-based (DB) GCS, where the
FESS power output is proportional to the frequency devi-
ations [44]. Recent hardware-in-the-loop testing of FESS
according to the Germany grid code [45] further validates
the application of FESS in frequency support services and
that FESS DB governor action is relevant in this service.
Sami et al. [46] modified classical DB control by intro-
ducing a variable deadband function of the state of charge
(SOC). Research of control schemes based on synthetic iner-
tia offered by flywheels is still popular nowadays, as in [47]
where flywheels are a valuable source of inertial frequency
support to prevent an undesired frequency Nadir in a multi-
area frequency model. In [38], the viability of energy stor-
age technologies as synthetic inertia sources is discussed
and in [40] FESS capability to provide this service is pre-
sented. According to Sebastian and Alzola [48] FESS power
response is based on a proportional action according to the
frequency deviation and synthetic inertia based on rate of
change of frequency (RoCoF) by processing the frequency
signal with a proportional derivative (PD) controller. Taka-
hashi and Tamura [49] established the FESS power setpoint
as a combined function of the system frequency deviation
and FESS SOC deviation (computed as the deviation from
the 50% SOC level). As in [48], the frequency deviation
is processed by a PD controller, whereas the FESS SOC
deviation is processed by a proportional controller.

Sarasua et al. [50] proposed a different approach with a
nonlinear proportional (NLP) GCS, where the FESS power
setpoint depends on the SOC level and the distance between
the actual SOC and the maximum/minimum SOC.

To the knowledge of the authors, no previous research
has identified the differences and drawbacks of previously
explained GCSs and compared them.Moreover, the impact of
FESS frequency regulation on wear and tear in other existing
facilities that participate in frequency regulation or whether
the GCS behavior is compatible with the flywheel lifetime
offered by manufacturers has not been studied.

Another missing topic in related research is a clear method-
ology for tuning the governors’ parameter settings for a wide
operating range of power system configurations. In previ-
ously cited studies, GCSs were tested under one specific
power system configuration, whereas actual power systems
usually have a wide range of operating configurations accord-
ing to RE generation, which is directly linked to renewable
resource availability.

To realistically address all of these issues, the authors’
approach is based on a simulation comparison and analysis
of a dynamic model with highly variable RE penetration
using MATLAB-Simulink. The dynamic model has been
elaborated using as a case study the El Hierro Island power
system, where frequency deviations are common due to high
wind penetration [51]. The model includes a power system,
a pumped storage hydropower plant, a variable-speed wind
turbine farm, a diesel power plant, and a new FESS plant.
The model allows reproducing the evolution of frequency
deviations under different scenarios of wind penetration to
compare the impact of a FESS plant under different GCSs
and governor’s parameter settings for each GCS.

In this manner, based on the case study model analysis and
the multiple simulations that have been carried out, the main
contributions of this study include (i) proposing a new GCS
for the FESS based on improving theNLPGCS, (ii) creating a
methodology to tune the FESS governor’s tunable parameters
that considers the RE generation mix scenario, and both the
impact on system frequency and wear and tear that diesel
and hydraulic groups suffer, and (iii) comparing different
GCSs for the FESS under different generation scenarios and
governor’s parameter settings (obtained from the application
of different tuning criteria).

This study is organized as follows. In Section II, the
dynamic model of the power system developed in MATLAB-
Simulink is presented. The proposed FESS GCSs are
described in Section III. In Section IV, the proposed FESS
governor tuning methodology is described. In Section V, the
case study analysis and comparison of results are presented,
and in Section VI, the main conclusions of this study are
outlined.

II. MODEL DESCRIPTION
An aggregated inertial dynamic model that reproduces the
frequency deviations of a power system was developed to
check the effectiveness of a FESS plant, the viability of dif-
ferent FESS GCSs, and how the system reacts under different
governor’s parameter settings in different scenarios of wind
penetration and power generation.
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The model replicates a small islanded isolated power,
where RE penetration is high, and frequency deviations
are common. Various power-generating technologies are
present in this power system: a wind farm, pumped storage
hydropower plant (PSHP), and conventional generation by a
diesel power plant (DPP).

Power system frequency control is carried out first by iner-
tial response, second by primary regulation based on droop
characteristics, and finally by secondary regulation, restoring
the system frequency to the reference level. Secondary regu-
lation participating generators are coordinated by automatic
generation control (AGC).

The model was implemented in MATLAB-Simulink. The
main components of the model are the power system, DPP,
wind farm, pumping station, hydropower plant, AGC, and
introduced FESS plant. This model is highly configurable
and can be adapted to other similar isolated power systems.
A model block diagram is presented in FIGURE 1.

All equations used to build each of the different subsystems
included in the model (described in the following subsec-
tions), and their corresponding nomenclature, are presented
in the Appendix.

The proposed system model does not consider power lines
because their influence on the grid frequency is negligible
owing to the limited power system size.

Wind profiles play an important role in determining the
frequency dynamic response of the system, because they are
the main source of frequency deviations. The wind profiles
are input into the model. To reduce the frequency deviations
introduced by wind speed variability, this study focuses on
changing the FESS GCS and governor’s parameter settings
of each GCS, analyzing the output grid frequency evolution,
and other study variables to determine their feasibility.

A. POWER SYSTEM
An aggregated inertial model was used to represent the
power system. This model successfully reproduces the sys-
tem frequency deviations when the power system allows
generators and loads to be lumped together, which typi-
cally occurs when the power system capacity is small, as in
islands and isolated power systems. This aggregated inertial
model approach was successfully used in the Irish power
system [52]. Other examples of inertial model approaches can
be found in [53] and [54].

This model is based on the principle that frequency
(f ) deviations are the result of the imbalance between the
sum of power generation (hydroelectric [pH ], diesel groups
[pDG], and wind farm [pw]) and the sum of power con-
sumption (pumping [pp] and power demand [pd ]), based
on equation (1). It is important to note that the FESS can
provide (pFESS > 0) or absorb (pFESS < 0) power according
to the system needs.

f
df
dt
=

1
Tm

(pH + pw + pDG ± pFESS − pp − pd − D ·1f )

(1)

Inertial mechanical time (Tm) refers to the inertia offered
by traditional synchronous generators directly connected to
the grid (in this case PSHP and DPP). D refers to the damping
effect and includes the sensitivity of the consumer load to
frequency variations.

B. PUMPING STATION
The pumping station is composed of both fixed-speed and
variable-speed pumps. A complete model of the conduits
and hydraulic machines was used, in addition to a sim-
plified electric machine model, to represent the dynamic
response of the pumping station. This model was described
in [33].

The hydraulic circuit connecting the lower and upper reser-
voirs is composed of a penstock, manifold, and several pipes
that join themanifold downstream from each pump. Tomodel
its dynamic response, a lumped parameter approach that con-
siders both the elastic phenomena of the penstock and water
compressibility was used.

To model the pumps, quadratic equations and hydraulic
similarity were used to express the relationship between flow,
rotational speed, mechanical power, and net head. Because
themodel objective is frequency regulation in tens of seconds,
electric machine models have been simplified and do not con-
sider electric transients using a transfer function equivalent to
the asynchronous machine dynamic equation. The imbalance
between the electrical and mechanical torques determines the
rotational speed deviations.

C. HYDROPOWER PLANT
Similar to the pumping station, a complete model of Pelton
turbines and conduits was used in addition to a simplified
electric machine model to replicate the dynamic response of
the hydropower plant. The characteristics of this model were
described in [55].

The hydraulic circuit was modeled in a manner similar to
that of the pump station. The upper reservoir and turbines
were connected through a long penstock divided in a man-
ifold (at the same point) in several short pipes close to the
Pelton turbines downstream. A lumped parameter approach
that considers both the elastic phenomena of the penstock and
the water compressibility was used.

Pelton turbine models were created considering the rela-
tionship between the head, flow, and nozzle opening. Elec-
trical machine models were also simplified and based on
a transfer function equivalent to the synchronous machine
dynamic equation.

D. DIESEL POWER PLANT
The DPP is composed of diesel groups of different sizes
with different power outputs. To represent the dynamic
response, a transfer function model was implemented for
each generator [56] based on its technical characteristics,
obtained from the Llanos Blancos power plant environmental
declaration [57].
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E. WIND FARM
VSWTs comprise the wind farm. Each VSWT model was
extracted from [58] and included the control scheme model
for the pitch angle and electromechanical model of the wind
turbine generator.

The pitch angle model allows for smooth wind power gen-
eration by controlling the wind input torque. Thewind turbine
generator model includes a rotor inertial expression to com-
pute the rotor speed variances from the imbalance between
the mechanical torque and electrical torque demanded by the
power converter.

The wind farm model input is the wind speed profile,
whereas the output is the electric power generated by the
VSWTs.

F. AGC
The AGC model was described in [56] and implemented
to coordinate the generators that participate in secondary
frequency regulation. This secondary regulation is, an auto-
matic control that triggers when an under-frequency devia-
tion is maintained for more than 30s and primary frequency
regulation does not manage to fix the problem. The pump
station, hydropower plant Pelton turbines, and DPP provide
this service.

G. FESS PLANT
The FESS model was implemented to provide a fast fre-
quency response to mitigate the effect of wind-power fluctu-
ations on the grid frequency. The FESS plant model has two
main components: the flywheel governor and flywheel device
model. The block diagram is presented in FIGURE 2.

FIGURE 2. Block diagram of the FESS plant.

The FESS plant model includes several identical fly-
wheels and a governor where different control schemes are
implemented.

The FESS model also includes a first order transfer func-
tion that simulates the connection between the FESS plant
and the grid. In this manner, the power dynamics of the FESS
power grid converter and transformer have been considered.
The time constant TFESS of the first order transfer function
has a value of 0.015s. This value has been chosen based
on [40], [45].

1
TFESS · s+ 1

(2)

The flywheel governor receives the grid frequency as input
and provides the power setpoint signal that the flywheel
must supply or absorb from the grid as output. In this study,
six different governors have been implemented based on

different control schemes and they can be divided into two
groups depending on whether the governor only uses the grid
frequency as input or if it also uses the SOC as input.

Flywheel governors, named after their working principles,
are droop based (DB), Droop Based Variant (DBV), Pro-
portional Derivative (PD), Proportional Derivative Variant
(PDV), Nonlinear Proportional (NLP) and Nonlinear Propor-
tional Variant (NLPV). Variant governors always include the
frequency and SOC as inputs, as explained in Section III.

The flywheel device model receives as input the power
setpoint signal provided by the flywheel governor and outputs
both the SOC and the power required (which can be either
positive if the flywheels supply power, or negative if the
flywheels absorb power). The working principle of the model
is based on the difference in torque between the mechanical
and electric torques, where the electric torque is defined by
the power system requirement (FESS governor signal).

The flywheel model is defined by a set of parameters
such as flywheel inertia, self-discharge coefficient, rotational
speed range, power, energy capacity, and efficiency [59].
In the model developed for this study, the parameters and
dependences were obtained from a real laboratory 25 kW
prototype with a capacity of 2.77 kWh.

The set of flywheels are assumed to operate simultane-
ously, and it is assumed that they can provide maximum
power (±25 kW in this case) throughout their entire operating
range.

III. FESS GOVERNOR CONTROL SCHEMES
As previously mentioned, six different governor control
schemes (GCSs) for the FESS plant were implemented and
studied. Four of these GCSs are based on a bibliography
review: droop based (DB) [44], droop based variant (DBV)
[46], proportional derivative (PD) [48], and proportional
derivative variant (PDV) [49] The nonlinear proportional
(NLP) scheme has been previously by the researcher team of
the authors [50] and nonlinear proportional variant (NLPV) is
a contribution of this study.

In the first approximation, the GCSs can be divided into
two groups: standard GCSs and ‘‘variant’’ GCSs. Every GCS
has a power system frequency as the input. ‘‘Variant’’ GCSs
singularity is that they always add the SOC of the flywheels
as an input in their control loops besides the power system
frequency (which is the target variable to control). As output,
the FESS governor provides the power setpoint reference that
the flywheels should provide or absorb to the grid.

In this study, the sign criterion is as follows: power is posi-
tive when the FESS supplies power to the grid in a discharge
process and negative when the FESS absorbs power from the
grid in a charge process.

In each GCS, there are tunable parameters (their combina-
tion creates the governor’s parameter settings) that define the
dynamic response of the governor. The tunable parameters
for each GCS are presented in Table 1. These parameters
are described in detail in the corresponding GCS description.
‘‘Variant’’ GCSs have one more tuning parameter than their
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TABLE 1. Tunable parameters for each governor control scheme.

FIGURE 3. FESS DB GCS.

counterparts because they have an additional input variable
related to SOC feedback.

A. DROOP BASED (DB)
The DB GCS determines the power setpoint as a func-
tion of the frequency deviation and flywheel characteristic
droop (R), as expressed in (2) and graphically represented
in FIGURE 3.

pFESS (p.u.) = −
1f (p.u.)
R(p.u.)

(3)

When the frequency is higher or lower than 50 Hz, the
flywheel power setpoint is proportional to the difference
between the frequency value and 50 Hz. In both cases, the
flywheel power was limited by its maximum electric power
capacity (Pmax).

This GCS is widely used and one of the most popular types
of primary frequency regulation. This approach has been used
in isolated Portuguese islands to operate a FESS plant [44].

B. DROOP BASED VARIANT (DBV )
Similar to its one input counterpart, the DBV GCS uses the
flywheel characteristic droop (R) to determine the power set-
point. The main difference fromDB is the addition of a fixed-
range frequency deadband (ffband ) that shifts proportionally
to the SOC, as shown in FIGURE 4.

FIGURE 4. FESS DBV GCS.

FIGURE 5. DBV GCS behavior under different SOC values: (a) close to 0,
and (b) close to 1.

The variable ffband was delimited between a lower fre-
quency (flow ≤ 50Hz) and a higher frequency (fhi ≥ 50Hz).
When the SOC (in p.u.) is 0.5, the band is centered at 50 Hz.
If the SOC is lower than 0.5, the band shifts downwards in
proportion to the SOC value (FIGURE 5a). Otherwise, if the
SOC is higher than 0.5, the band shifts upward in proportion
to the SOC value (FIGURE 5b). Tunable parameters for this
GCS are the R and ffband .

Thus, the governor takes into consideration the flywheel
SOC to establish the power setpoint, which helps improve
the flywheel performance, increasing its efficiency and the
flywheel lifetime by reducing the number of charging and
discharging times of the FESS, as stated in [46] where this
GCS is tested in a simplified GB power system model.

C. PROPORTIONAL DERIVATIVE (PD)
The PDGCS, also called the synthetic inertia control scheme,
is based on a proportional derivative controller. This con-
troller adds an additional response to the classical DB
approach through a derivative action, which is proportional
to the RoCoF in order to speed up the frequency regulation
action.

This GCS is highly efficient for weak systemswith reduced
inertia, such as islanded isolated power systems. This scheme
has provided good results for a FESS control in a wind-diesel
power system [48], consistently smoothing the frequency
deviations introduced by wind power generators.
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FIGURE 6. FESS PDV GCS.

FIGURE 7. FESS NLP GCS.

The PD GCS determines the power setpoint as a function
of the frequency error (1f ) and two constant parameters, kp
and kd , which define the proportional and derivative actions
of the PD controller, respectively.

D. PROPORTIONAL DERIVATIVE VARIANT (PDV )
The PDV working principle is similar to PD, but it has two
main differences from the latter: the governor uses both the
frequency and the SOC as inputs, and the SOC error (3),
defined as the difference between the actual SOC (in p.u.)
and 0.5, participates through a proportional controller.

SOCerror = SOC (p.u.)− 0.5 (4)

The SOC error is defined in this way because when the
flywheel SOC is at 0.5 p.u. it has the same capacity to absorb
and inject power to the grid, making it the optimal value.
This strategy, in which the SOC error participates in the
governor, was adopted for a FESS in a Japanese isolated
power system [49].

The PDV GCS is composed of two different and indepen-
dent controllers: a frequency PD controller that focuses on
the frequency error and provides synthetic inertia and a SOC
proportional controller that focuses on the SOC objective.
A block diagram is presented in FIGURE 6.

As can be seen in the block diagram, both controller actions
are added together in order to determine the power setpoint.

As in the previous GCS, the frequency PD controller action
is determined by the kp and kd values, whereas the additional
proportional SOC controller action is determined by the kSOC
value.

E. NONLINEAR PROPORTIONAL (NLP)
TheNLPGCS is shown in FIGURE 7. As shown in the figure,
the power setpoint varies proportionally between zero and the
maximum allowed power based on the distance between the
current SOC level and the fixed ‘‘vertex’’ (vtx) value. This
FESS GCS has been proven to offer very good results when
compared to a traditional DB GCS [50].

A detailed explanation of the working principle is pre-
sented below:

• When the frequency is lower than 50 Hz (the objective
is for the FESS to supply power to the grid). If the SOC
level (in p.u.) is higher than vtx, the power setpoint is at
its maximum. However, if the SOC level is lower than
vtx, the power setpoint is proportional to the distance
between the current SOC and zero (the minimum SOC
level).

• When frequency is higher than 50 Hz (objective is for
FESS to absorb power from the grid), the control algo-
rithm is similar but there are some slight differences,
the change behavior point is ‘‘1 - vtx’’ and when SOC
is higher than that value, power setpoint varies propor-
tionally to distance between the current SOC and one
(maximum SOC value in p.u.)

Low vtx values imply that the flywheel will be supply-
ing/absorbing at maximum power most of the time, whereas
high vtx values imply more proportional flywheel behavior.

It is also important to note that the NLP GCS considers
FESS efficiency. In this way, long-term discharge of the FESS
is avoided because it requiresmore energy to supply a specific
level of power than to absorb it, owing to efficiency.

Since NLP GCS power setpoint can vary considerably
when frequency switch from positive (f > 50Hz) to negative
(f < 50 Hz) a frequency deadband (100 mHz) is incorporated
to reduce some of the related power fluctuations.

The NLP input is mainly the SOC, as the frequency only
determines whether the flywheels supply or absorb power
from the grid when frequency is outside the deadband.

F. NONLINEAR PROPORTIONAL VARIANT (NLPV )
NLPV GCS is a singular contribution of this study. NLPV
GCS inputs, such as NLP, are both the frequency and SOC
level. However, and in contrast to NLP GCS, the frequency
deviation magnitude plays a major role in determining the
power setpoint, efficiently making the FESS governor pro-
gressively more energetic (i.e., stronger action) according to
the intensity of the frequency deviation. This smart behavior
has some clear advantages over the NLP approach, presented
in Section V (Analysis of Results), because the flexibility of
the governor significantly reduces the wear and tear of other
facilities and flywheels.

Key difference from NLP GCS is that ‘‘vertex’’ (vtx) is no
longer a fixed variable. Instead, the vtx value varies accord-
ing to the intensity of the frequency deviation, as shown in
FIGURE 8.

37898 VOLUME 10, 2022



H. García-Pereira et al.: Comparison and Influence of Flywheels Energy Storage System Control Schemes

FIGURE 8. FESS NLPV GCS.

Large frequency deviations lead to a low vtx value, mean-
ing the flywheel has a higher probability of working at the
rated power (if the SOC level allows it) in order to fix the
frequency deviation. On the other hand, small frequency
deviations lead to a bigger vtx value so SOC requirement
to work at rated power increases. This behavior is shown
in FIGURE 9.

The NLPV governor action is defined by three parameters
(FIGURE 8): the maximum vertex value (vtxmax), minimum
vertex value (vtxmin), and frequency band (fband ) between the
minimum and maximum vertex values.

Owing to the linear relationship between these variables,
the vtx value can be obtained from the droop equation
defined by these variables. Following this reasoning, this
study focuses only on two of these variables for control
purposes and consequently it is assumed that vtxmin is fixed
at 0.1 (i.e., FESS power setpoint is maximum if SOC level
is between 10% and 90%). In this way, governor activity (in
terms of how energetic the action is) can be defined according
to fband and vtxmax . For example, when frequency deviations
are very small, a large vtx value (which can be above one) can
limit the power output of the FESS efficiently using reduced
power to correct small deviations. On the other hand, when
the frequency deviation amplitude is larger than the fband ,
governor behavior will prioritize an energetic response, very
close to the power setpoint limits, to reduce the frequency
deviation. This mixed behavior and flexibility translates in a
better SOC management over time.

A deadband (100 mHz) is also included in this GCS in
order to avoid undesirable oscillations in the power injected
or absorbed by the FESS.

IV. TUNING METHODOLOGY
To properly tune the parameters of the different governors
(one per GCS), this study proposes the tuning methodology
presented in FIGURE 10. The tuning methodology focuses
on a multi-objective optimization problem and solves it using
a brute-force approach based on an extensive simulation

FIGURE 9. NLPV GCS behavior under different ‘‘vertex’’ (vtx) values:
(a) close to 0, (b) close to 1, and (c) above 1.

FIGURE 10. Flow chart describing the proposed tuning methodology.

campaign to obtain Pareto fronts of optimum parameter
values. Because the governors’ parameter settings strongly
depend on the system characteristics, this tuning methodol-
ogy has been applied to a model based on a case study: El
Hierro isolated power system, whose main characteristics are
presented in Section V.

The final objective of the proposed methodology is to
obtain the best possible value for the governors’ param-
eter settings according to different criteria, perform a
multi-objective optimization based on a dataset obtained from
several simulations, and extract four study variables in each
simulation.
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To conduct an extensive simulation campaign, it is impor-
tant to develop both a realistic dynamic model and different
power system generation scenarios under RE penetration.
Thus, it is possible to replicate the evolution of the system
over a wide operational range.

The dynamic model, explained in detail in Section II and
the Appendix, paired with the different FESS GCSs, con-
forms to a model that replicates the system electrical fre-
quency behavior if a FESS plant is present and its gov-
ernor implements one of the control schemes discussed in
Section III.

Generation mix scenarios usually depend on variable RE
penetration, such as wind energy or solar energy, because they
have priority to participate in energy generationwhen they are
available and, to an extent, they define how much the other
technologies participate in the operation of the power system
to avoid power imbalance between generation and demand.
In the El Hierro power system, the existing variable RE is the
wind farm.

Variable RE not only defines the possible generation mix
scenarios; it is also a source of frequency deviations due to
the inherent variability of the natural resource it uses.

In the El Hierro power system, to simulate the frequency
deviations caused by the VSWTs, different synthetic wind
speed profiles were developed based on the historical avail-
able data and a stochastic model.

Combinedwith the synthetic wind speed profiles, 51 power
generation mix scenarios were developed to represent the
normal operating conditions of the system when wind power
generators were participating. Each generation mix is based
on data compiled from the local electric system operator
(Red Electrica de España) [60] and defines which units and
technologies (with their respective powers) are committed for
the system to operate normally.

These 51 scenarios that combine different power gener-
ation configurations of the power system can be classified
in groups (generation mixes) based on the main technology
present in addition to the wind power during the operation of
the power system, which also serves to name the groups. A
total of five groups were identified. They are, from lowest to
highest wind penetration: diesel (D), diesel plus hydropower
(D+H), diesel plus pumping (D+P), hydropower (H) and
hydraulic short circuit (HSC). The hydraulic short cir-
cuit scenario corresponds to pumps and turbines operat-
ing together, in a scenario where the power absorbed by
the pumps is higher than the power injected by the Pelton
turbines.

Of all the power generation configurations (generation mix
scenarios) associated with each of the five identified groups,
one was selected as a representative of the group. For tuning
purposes, the most frequent generation mix scenarios in each
of the identified groups have been selected as representative
of the group. This selection is based on the configuration that
has the closest values to the power demand weighted average
of each group. Table 2 lists the initial power distributions for
each representative generation mix. Since this study focuses

TABLE 2. Initial power distribution in each representative generation
mix for the power system.

on the frequency variability introduced by wind power, it has
been assumed that demand is constant to properly compare
the effect of FESS on frequency regulation.

For each representative power generation mix scenario,
five synthetic wind speed profiles were developed to repre-
sent the hypothetical evolution of the system under different
wind conditions (average speed, intensity, frequency, turbu-
lence, etc.).

In this manner, 25 simulation scenarios (five per represen-
tative power generationmix scenario) were created to tune the
governor of the FESS plant for each of the GCSs proposed in
Section III.

Once the simulation scenarios and the power systemmodel
has been defined, the next step in the tuning methodology is
carrying out an extensive simulation campaign (brute force
analysis) by slightly varying the values (in an evenly spaced
predefined range) of the tunable parameters of the FESS
governor from one simulation to the next for each of the 25
simulation scenarios.

Each simulation has an output of four study variables
(V1-V4), forming a set of data points to conduct a multi-
objective optimization of two variables.

These four study variables are the average frequency devi-
ation AVFD (V1), difference between the Zenith and Nadir
values in frequency during simulation (V2), cycles per hour
of flywheels (V3), and the wear and tear (WaT) of diesel
electromechanical elements and Pelton turbines nozzles (V4).

V1 and V2 are a measure of the system frequency quality
(Q1), whereas V3 and V4 are a measure of the aggregated
remaining lifetime of diesel units, Pelton turbines, and fly-
wheels (Q2).

The cycles per hour of the flywheels were calculated using
the rainflow counting method [61]. WaT was determined as
a degradation speed by dividing the sum of the PSHP turbine
nozzle positions variations (and the diesel unit equivalent)
by the simulation time. The nozzle position variation is mea-
sured in per unit (p.u.) and the simulation time is measured
in seconds. Consequently, the measure of the WaT variable is
expressed in (p.u./s). This variable was inspired by the work
of Yang et al. [62], [63].

When all simulations were carried out and the four study
variables (V1-V4) were obtained for every simulation, a
multi-variable analysis was carried out.
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TABLE 3. Summary of developed tuning criteria.

The multivariable analysis was approached by a Pareto
front of two condensed variables (objectives), one being Q1
and the other being Q2. Q1 and Q2 were obtained by multi-
plying the normalized values of their respective variables (V1
and V2 for Q1; V3 and V4 for Q2).

It is important to note that both objectives in the Pareto
front are opposite because a better frequency quality implies
a more intensive use of facilities with an associated reduction
in the remaining lifetime of diesel units, Pelton turbines, and
flywheels.

Because objectives in the Pareto front are opposite to each
other, two criteria are proposed to select the best governor’s
parameter settings from the Pareto front: one that focuses only
on improving the frequency quality (Q1) and another that
proposes a compromise solution between objectives, improv-
ing the frequency quality while considering the remaining
lifetime of the facilities (Q1 and Q2).

If Z is defined as the objective target and the optimized
governor’s parameter setting is the one that minimizes Z ,
then expression (5) corresponds to the first mentioned tuning
criterion (focus on Q1) and expression (6) corresponds to
the second mentioned tuning criterion (Q1 and Q2 objec-
tive), where ω1 and ω2 stand for the relative weight per unit
assigned to condensed variables Q1 and Q2, respectively.

Pareto fronts are built with all possible combinations of
relative weights, withω1 ranging from 0 to 1with incremental
steps of 0.001.

Z = Q1 (5)

Z = ω1 · Q1+ ω2 · Q2;ω1 + ω2 = 1 (6)

For each of these two criteria, two governor’s parameter
settings are defined: one in which the governor’s parameter
settings values change from one generation mix to another,
and another in which there is a fixed governor’s parameter
settings configuration independent of the generation mix.

In this manner, four tuning criteria are made, as summa-
rized in Table 3: focused only on Q1, with multiple config-
urations of governor’s parameter settings according to the
generation mix (tuning criterion 1) or a fixed governor’s
parameter setting configuration (tuning criterion 3), and
focused on a compromise solution between Q1 and Q2,
with multiple configurations of governor’s parameter set-
tings according to the generation mix (tuning criterion 2) or
a fixed governor’s parameter settings configuration (tuning
criterion 4).

Table 4 shows the optimized values of these four tuning
criteria options when applied to the model based on the
case study of the El Hierro Island. The tuning effects and
consequences are further discussed in Section V.

The search space and the incremental steps used in each of
the tunable parameters to find the optimized values presented
in Table 4 are specified in Table 13 of the Appendix, together
with the maximum and minimum values of the studied vari-
ables (V1-V4) when the tunable parameters values are the
extremes of the search space. This process allows to check
that the brute force analysis can be carried out and the studied
system is stable under all the range of tunable parameters
values.

A. SENSITIVITY ANALYSIS
A sensitivity analysis has been performed to identify the
influence each tunable parameter has on each of the studied
variables that determines the governor’s parameter settings.
A 20% increase in each of the tunable parameters and how
it affects the study variables (as a percentage) is presented in
Table 5.

Cycles per hour of flywheels is the most sensitive variable
for all GCSs with variations up to 16% (in NLP vtx), followed
by the AVFD and the WaT, which are similarly sensitive in
DB and PD GCSs. It is noticeable that in NLP GCSs, the
AVFD ismore sensitive to changes in tunable parameters than
the WaT. The sensitivity analysis suggests that increasing the
value of the tunable parameter usually increases the AVFD,
the difference between the Zenith and Nadir frequency and
the WaT, and reduces the cycles per hour. PD GCSs kp is
an exception to this rule, since its behavior is completely
opposite.

V. ANALYSIS OF RESULTS
Several simulations were performed to compare different
proposed GCSs and tuning criteria. These simulations were
carried out using the MATLAB-Simulink model based on the
El Hierro isolated power system.

A. CASE STUDY: EL HIERRO
El Hierro is an island that belongs to the archipelago of
the Canary Islands. The electrical capacity of the island
is 40 MW, mainly distributed in 11.18 MW provided by the
DPP of Llanos Blancos, and a W-PSHP (Gorona del Viento)
at a rated power of 28.82 MW.

DPP is equipped with 9 diesel generators whose power
range varies from 0.67 MW to 1.9 MW. The wind farm
is equipped with 5 × 2.3 MW ENERCON E-70 VSWTs.
The PSHP is equipped with 4 × 2.83 MW Pelton turbines,
6 × 0.5 MW FSPs, and 2 × 1.5 MW VSPs.
This study focuses on the GCSs and governor tuning if a

200 kW FESS plant equipped with 8 × 25 kW flywheels is
incorporated into the system.

El Hierro power consumption usually fluctuates between
5 MW (valley hour) and 8 MW (peak hour) on a daily basis;
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TABLE 4. Values of the different governors’ parameter settings based on the application of the proposed tuning criteria for each of the proposed
governor control schemes.

TABLE 5. Sensitivity analysis of governors tunable parameters.

therefore, the capacity of the FESS plant is between 2.5% and
4% of the daily power demand.

To measure and compare the effects of the different vari-
ables that influence the FESS and the power system, this
study proposes an approach based on three points: i) the GCS
influence, ii) a comparison between the different tuning cri-
teria for the governors, and iii) the generation mix influence.

The GCS influence and generation mix influence tables
presented and discussed in this section have been elaborated
with the arithmetic mean of all simulations conducted in this
section.

Analysis of results has been elaborated with a wider range
of power generation mixes and wind profiles than the tuning

methodology in order to properly evaluate the differences
between GCSs.

Fifteen different power generation mixes (three per tech-
nology group) have been used that include the representative
power generation mix scenarios and also two less frequent
scenarios for each technology group. In this manner, the
behavior and response of the GCSs can be studied when the
power system is operating under unusual generation mixes.
The power distribution in these fifteen mixes is summarized
in Table 12 of the Appendix.

For each of the 15 power generation mix scenarios consid-
ered, 50 different wind profiles have been used.

If we consider the six GCSs and the four different tuning
criteria, a total of 18000 (15 generation mixes × 50 wind
profiles× 6 GCSs× 4 tuning criteria) simulations have been
carried out.

B. GOVERNOR CONTROL SCHEME INFLUENCE
Regardless of the GCS used, implementing a FESS plant
with reduced power capacity compared to the total installed
power of the system contributes significantly to frequency
regulation. This contribution is greater when diesel gen-
eration groups have lower participation in the generation
mix, in favor of a higher penetration of hydraulic machines
(turbines and pumps) and wind generation. This is because
the wind resource variability favors the appearance of
frequency perturbations. Furthermore, the penstock length
makes hydraulic units (i.e., turbines and pumps) regulation of
the frequency generate more ripple than when the frequency
regulation is provided by diesel units. This combined effect,
which will be discussed later when addressing the influence
of the generation mix, is shown in FIGURE 16.
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FIGURE 11. Histograms based on AVFD of all generation scenarios
studied in each GCS with a tuning criterion based on best frequency
response (Tuning criterion 1). Y axis values are presented as a percentage.
X axis intervals, expressed in Hz are A = [0,0.15] B = (0.15,0.3] C =

(0.3,0.45] D = (0.45,0.6] E = (0.6,0.75] F => 0.75.

Comparisons between GCSs, numerically presented in the
tables in this section (Table 6, Table 7, Table 8 and Table 9),
were performed by comparing the same study variables as in
Section IV (V1-V4) with the addition of the average FESS
SOC level.

To illustrate the GCS influence and compare GCSs
between them, this subsection focuses on the graphics and
results derived from the application of tuning criterion 1,
which means that the main objective is to obtain the best
frequency quality (Q1), and the governor’s parameter set-
tings can change from one representative generation mix to
another.

In order to have a general view of the differences between
one GCS and another, if we focus, for example, only on the
AVFD, presented in the form of histograms (FIGURE 11),
we can observe some clear differences. PDGCSs improveDB
GCSs by reducing the AVFD, specifically when the AVFD
is low (the bar ‘A’ and ‘B’ exchange 5% when going from
DB to PD). NLP GCSs, since they are the most aggressive

FIGURE 12. System frequency evolution with DB, PD, NLP GCSs (a) and
with DBV, PDV, NLPV (b) GCSs in an hydro generation mix scenario: wind
(4.4MW), hydro (2.27MW), pumping (0MW), diesel units (0MW), demand
(6.67MW) with a tuning criterion based on best frequency response
(Tuning criterion 1).

FIGURE 13. FESS power evolution with DB, PD, NLP GCSs (a) and with
DBV, PDV, NLPV (b) GCSs in an hydro generation mix scenario: wind
(4.4MW), hydro (2.27MW), pumping (0MW), diesel units (0MW), demand
(6.67MW) with a tuning criterion based on best frequency response
(Tuning criterion 1).

GCSs, manage to reduce the higher AVFD (notable in the
reduction of the rightmost bar ‘F’). There are few differences
in the same principle based GCSs for DB-DBV and PD-PDV
respectively, but there are some differences for NLP and
NLPV.
Focusing on the graphical evolutions of frequency

(FIGURE 12), FESS power exchange (FIGURE 13), and
SOC level (FIGURE 14), it is clear that the GCSs and their
associated governors’ parameter settings have enough influ-
ence to produce noticeable differences.

The largest differences are found between NLP –
NLPV GCSs and the rest, as can be seen, for example,
in FIGURE 13, where NLP GCS makes FESS work near
the maximum power output with strong variations in small
frames of time. This behavior also translates to a larger
frequency impact (FIGURE 12). According to Table 6, and
referenced to the base case (no FESS), NLP and NLPV GCSs
reduce AVFD by 29% and 26%, respectively, whereas DB
and DBV GCSs reductions are both 22%, and PD and PDV
GCSs reductions are both 25%.

NLP GCS offers the best results in terms of frequency
regulation but worse values in WaT than PD GCS (up to
2.5%). This effect occurs because the NLP GCS is very
energetic in its control action: the power output (i.e., both
charging and discharging) is maximum (FIGURE 13) when
the SOC is between a set interval defined by the vtx variable.
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FIGURE 14. FESS SOC evolution with DB, PD, NLP GCSs (a) and with DBV,
PDV, NLPV (b) GCSs in an hydro generation mix scenario: wind (4.4MW),
hydro (2.27MW), pumping (0MW), diesel units (0MW), demand (6.67MW)
with a tuning criterion based on best frequency response (Tuning
criterion 1).

As expected of a very energetic governor, theNLPGCS has
the highest cycles per hour value of all the GCSs. However,
considering the cycles guaranteed by flywheel manufactur-
ers, NLP GCS would not cause an appreciable reduction in
the flywheel lifetime [35], [64], [65].

Compared to NLP, NLPV GCS behavior is less ener-
getic because the magnitude of the frequency deviation
plays an important role in determining the power setpoint
(FIGURE 13). This smart behavior allows smooth and partial
elimination of the high frequency ripple associated with NLP
GCS (FIGURE 12).

In this manner, the NLPV GCS reduces WaT by an addi-
tional 0.87% over NLP, for a total of 21.43% over the base
case (situating itself in a middle position between DB and
PD), with 0.2 less flywheel cycles per hour, the second best
frequency results and increasing the average SOC level to
47.1%, whereas the NLP average SOC level is 46.2%.

Even though the NLP and NLPV GCSs present the most
differences, analyzing and comparing the other GCSs also
offer some interesting results.

The DB GCS offers the least improvement in frequency
quality, and there are only slight differences between DB and
DBV GCSs, as can be seen graphically in FIGURE 12, and
numerically in Table 6, where value differences from DB
GCS to DBV GCS are less than 1%.

The PD GCS, by adding synthetic inertia, offers a better
dynamic response to sudden changes in frequency than the
DB GCS (FIGURE 12) and this translates, according to
Table 6, into a lower AVFD (−3%) and it is also the best
GCS for reducing the WaT (−3%) since it offers a very
fast regulation that reduces the regulation effort offered by
Pelton turbines and diesel groups. These differences are more
noticeable in the generation mix scenarios where hydro and
wind have a higher presence than diesel groups, owing to
an increase in frequency oscillations, increasing RoCoF, and
making the FESS synthetic inertia offered by the PD GCS
more relevant. The downside of the PD GCS over the DB
GCS is that its frequency action is more energetic, especially
when frequency oscillations are very common. According to
Table 6, the PD GCS has more cycles per hour (+0.48) than

TABLE 6. Studied variables values with tuning criterion 1 based on best
frequency quality response with governor’s parameter settings changing
in each generation mix.

the DB GCS. The average SOC is also worse in PD GCS
than in DBGCS (−1.9%) because PDGCS does not take into
consideration the SOC of the flywheel in its control scheme.

The advantage of the PDV GCS over the PD GCS is SOC
recovery (i.e., maintaining a 50% SOC level) because of the
introduction of SOC feedback in the control loop, whilemain-
taining almost constant the rest of the study variables. The
SOC behavior improvement can be observed in FIGURE 14,
where the evolution of the SOC of the PDV GCS is better than
that of the PDGCS. Numerically, in Table 6, the average SOC
value of the PDV GCS is 1.22% higher than PD GCS. The
differences between PDV and PD GCSs in the other study
variables are negligible, as observed in the AVFD (25.1%
and 25.3% reduction over the base case, respectively) or WaT
(22.9% and 23%, respectively).

It is also interesting to highlight that SOC recovery in NLP
and NLPV GCSs (FIGURE 14) is noticeably better than in the
other GCSs (between 3% and 6% better), while maintaining
very similar cycles per hour.

This is due to NLP based GCSs adding FESS efficiency in
their control loops.

C. TUNING CRITERIA INFLUENCE
To effectively determine if the tuning criteria have an influ-
ence on the results, different comparisons were made: i) com-
parison between criteria with the same objective (compare
tuning criteria 1 vs. 3; and 2 vs. 4) and ii) comparison between
criteria with different objectives (comparing tuning criteria
1 vs. 2 and 3 vs. 4).

Comparing tuning criteria 1 vs. 3 (i.e., only frequency-
oriented tuning), the results (Table 6 vs. Table 8) show very
slight differences because there are very few changes in the
governors’ parameter settings configurations (Table 4). Based
on this, it is safe to assume that when the main objective is
to reduce the AVFD, there is no need to change the gover-
nor’s parameter settings from one generation mix to another,
because the improvement is minimal.
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TABLE 7. Studied variables values with tuning criterion 2 based on
compromise solution with governor’s parameter settings changing in
each generation mix.

TABLE 8. Studied variables values with tuning criterion 3 based on best
frequency quality response with a fixed governor’s parameter settings
configuration.

TABLE 9. Studied variables values with tuning criterion 4 based on
compromise solution with a fixed governor’s parameter settings
configuration.

Comparing tuning criteria 2 vs. 4 (i.e., compromise solu-
tion tuning), the results change noticeably; for example, the
AVFD reduction over the base case for NLP GCS increases
from 14.1% in criterion 2 to 17.9% in criterion 4 (Table 7 vs.
Table 9).

A compromise solution between objectives (frequency
quality Q1 and facilities remaining lifetime Q2) yields more
variation in results because the Q2 objective is very sensi-
tive to changes in the governor’s parameter settings (specifi-
cally cycles per hour as discussed in the sensitivity study in
Section IV). For example, NLP GCSWaT reduction over the
base case changed from 10.42% in criterion 2 to 13.52% in
criterion 4.

The most notable differences from Table 7 to Table 9 (cri-
teria 2 and 4, respectively) are found in cycles per hour as it is
the most sensitive studied variable, followed by the WaT and
AVFD. Going from a mix oriented tuning (tuning criterion 2)

FIGURE 15. Power system frequency (a) and FESS SOC (b) evolution in a
hydro generation mix scenario: wind (4.4MW), hydro (2.27MW), pumping
(0MW), diesel units (0MW), demand (6.67MW) under different tuning
criteria for a NLPV GCS. Tuning criteria match the Table 3 definition and
the governor’s parameter settings values of Table 4.

to a more overall oriented tuning (tuning criterion 4) for PD
and NLP based GCSs increases the flywheels cycles per hour,
but also improves the WaT and the AVFD. As an example,
the NLP GCS values vary from Table 7 to Table 9 in 3.74%
in AVFD, 3.10% in WaT, and 0.38 in cycles per hour.

DB based GCSs, on the other hand, have only slight
changes, and their associated studied variables values are
almost constant.

The results are also more sensitive to governors’ parameter
settings depending on which GCS is selected, as it was dis-
cussed in the sensitivity study in Section IV. The variations
in the results are related to how energetic the governor is
when it comes to frequency regulation. The more energetic
a governor is (i.e., going down in tables from DB to NLP
GCSs), the more noticeable the difference becomes. This
behavior can justify, for example, that when using NLP GCS,
it could be worth changing the governor’s parameter settings
when moving from one generation mix to another, using a
tuning criterion of 1 or 2.

Finally, when comparing tuning criteria with different
objectives for the same GCS: tuning criteria 1 vs. 2 (Table 6
vs. Table 7) and tuning criteria 3 vs. 4 (Table 8 vs. Table 9),
respectively, strong differences can be found, as can be
graphically seen in FIGURE 15, which shows the NLP
GCS response under different tuning criteria for the gover-
nor’s parameter settings. This is expected because different
objectives usually have very different governors’ parameter
settings, as summarized in Table 4. The most noticeable
difference is associated with the NLP governor (the most
energetic GCS), where switching from a compromise solu-
tion objective (Q1+Q2) with tuning criterion 2 to an only
frequency quality objective (Q1) with tuning criterion 1,
reduces the AVFD by 15%; however, the flywheel cycles per
hour increase by 1.46, and the SOC average value is reduced
by 2.47% (Table 6 vs. Table 7).

D. GENERATION MIX INFLUENCE
Independently of the selected generation mix scenario, the
FESS installation reduces the frequency deviations of the
power system. However, the impact of the FESS is limited

VOLUME 10, 2022 37905



H. García-Pereira et al.: Comparison and Influence of Flywheels Energy Storage System Control Schemes

FIGURE 16. Power system frequency evolution without FESS plant (base
case) and with FESS plant (NLPV GCS) with a tuning criterion 1 in a
representative diesel generation mix (a) and in a representative hydraulic
short circuit generation mix (b).

when diesel groups play a larger role in the generation mix
than renewable energies (PSHP and wind farm). As stated in
this section, penstock length causes an increase in frequency
oscillations when hydropower units (pumps and/or Pelton tur-
bines) operate, and wind resource variability also introduces
frequency deviations. These two effects translate to the FESS
fast frequency response utility being greater in smoothing
the system frequency when one of these effects or both are
present.

This contrast is graphically shown in FIGURE 16 where
frequency deviations in the representative diesel generation
mix scenario are less frequent and have less amplitude than
in the representative HSC generation mix scenario. In a
representative diesel generation mix scenario without FESS
regulation, the frequency maximum deviations are less than
0.5 Hz (FIGURE16a) and the FESS effect is reduced because
the frequency is already very smooth. In a representative HSC
generation mix scenario, the frequency can deviate up to 2 Hz
(FIGURE16b) from the reference frequency (50 Hz) without
FESS participation, and the FESS can effectively smooth
peak frequencies by 0.5 Hz.

We can contrast this graphical information with the numer-
ical values. According to Table 10, where the AVFD under
tuning criterion 1 for the five representative generation mixes
and GCSs is summarized, if we focus on the base case (first
row), in a wind plus diesel (D) generation mix scenario, the
AVFD is 59 mHz, whereas in the wind plus HSC generation
mix scenario, the AVFD is 889 mHz.

As expected, if we analyze, for example, the NLPV GCS
impact on these two scenarios, NLPV GCS reduces the AVFD
by 5 mHz (reaching an AVFD of 54 mHz) in a diesel gener-
ation mix scenario and by 192 mHz (reaching an AVFD of
697 mHz) in a HSC generation mix scenario.

This contrast makes it clear that the FESS impact is larger
when frequency oscillations are more frequent and have more
amplitude, as in high RE penetration scenarios, where wind
and hydro generation play a major role.

It is also important to note that high RE and high fre-
quency oscillations can also be present (albeit less frequently)
in diesel based generation mix scenarios. In Table 11, all
15 studied generation mix scenarios have been considered,
and they have the same percentage of occurrence. The results

TABLE 10. Mean Frequency Deviation of representative mixes with
tuning criterion 1 based on best frequency quality response with
governor’s parameter settings changing in each generation mix.

TABLE 11. Mean Frequency Deviation of all generation mixes with tuning
criterion 1 based on best frequency quality response with governor’s
parameter settings changing in each generation mix.

are considerably different in only diesel scenarios and diesel
plus hydroelectric scenarios when compared to representa-
tive generation mix scenarios (Table 10). The cause of this
contrast is that these mixes (D and D+H) are rarely used
under high wind power penetration, and in such cases, wind
power is higher than diesel, increasing frequency deviations
by a combination of increased wind variability and reduced
system inertia.

This behavior takes into consideration the generation mix
scenario as an important decision when selecting the best
GCS. For example, in very high RE scenarios with wind and
hydro penetration, such as hydro and HSC, it is worth con-
sidering a very energetic GCS, such as NLP, NLPV, or even
PDV, whereas in scenarios where diesel is more present, other
GCSs or governor’s parameter settings can be considered.

VI. CONCLUSION
The main objective of this study is to compare six different
governor control schemes (GCSs) of a FESS in an isolated
power system with a high penetration of renewables. Of these
six GCSs, the first four (DB, DBV, PD, and PDV) are based on
a bibliography review, whereas NLPGCS has been developed
by the same investigation team and NLPV GCS is a contribu-
tion of this study. Furthermore, a methodology is proposed to
tune these governors and used under different tuning criteria
to compare results, analyzing the contribution to reducing
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the impact of increased penetration of RE into the system
frequency.

To compare the different GCSs, different representative
scenarios of the power mix generation and wind speed pro-
files were defined. Each GCS was used in every power sys-
tem representative generation mix scenario previously stated
under different tuning criteria. The methodology to estimate
the best governor’s parameter settings for each GCS under
different objectives focuses either only on reducing frequency
deviations or on a compromise solution between reducing
frequency deviations and improving the remaining lifespan of
facilities participating in frequency regulation. These GCSs
and their associated tuning criteria have been checked in
the El Hierro power system (Spain); therefore, a realistic
dynamic model of this isolated power system has been devel-
oped in MATLAB-Simulink, including a wind farm, PSHP,
FESS, DPP, and AGC responsible for frequency secondary
regulation services.

Based on the results obtained, the dynamic response of the
system is different as a function of the GCS and the tuning
criteria, and these differences are sufficient to justify the use
of one GCS or another based on which objective or objectives
are more important. Considering SOC as an input in the GCS
(PDV and NLPV) implies a continuous recovery of the SOC
and does not have a significant negative impact on the rest of
the analyzed system variables.

With regard to GCSs, the NLP and NLPV governor action
on frequency is very energetic, and therefore, FESS operates
close to its power limit. In this way, NLP and NLPV GCSs
manage to reduce the AVFD by up to 29% and 26%, respec-
tively, but it also implies minor improvement in WaT over
the other GCSs (especially the NLP GCS) and an increase
in flywheels cycles per hour in comparison with classical
PD or DB GCSs. Nonetheless, the cycles per hour values
associated with NLP and NLPV GCSs are compatible with
the manufacturers’ lifespan (20 years).

The tuning criteria have a relevant influence on the results.
Taking into account the WaT of conventional units and fly-
wheels cycles per hour in the tuning process involves changes
in governors’ parameter settings. In this case study, the
numerical results suggest that it may be worth modifying
governors’ parameter settings according to the power mix
generation while keeping them constant if the tuning criteria
only consider frequency deviations.

As a general overview, it can be stated that including a
FESS, even if its capacity is reduced compared to the total
power system, contributes significantly to improving the fre-
quency regulation as well as reducing the WaT.

APPENDIX A
MODEL EQUATIONS NOMENCLATURE
Ar Area swept by rotor Blades [m2].
aw Wave speed [m/s].
ch,k,bh,k,ah,k Coefficients of pump characteristic

function.

Cp Variable-speed wind turbine (VSWT) power
coefficient.

cp,k,bp,k,ap,k Coefficients of pump characteristic func-
tion.

Ec FESS stored kinetic energy [J].
f Frequency [p.u.].
fref Reference frequency [p.u.].
g Gravity acceleration [m/s2].
h Net head [p.u.].
Hb Base head [m].
hi Head at the end of the ith5 element of the

penstock [p.u.].
Hw Wind turbine inertia constant [p.u.].
I FESS moment of inertia [kg·m2].
Jk Rotor pump inertia [s].
Kiω integral gain of VSWTs speed control loop.
Kpω proportional gain of VSWTs speed control

loop.
Ku Participation factor on AGC.
L Penstock length [m].
nnom,k Nominal rotational speed of each pump

[p.u.].
Nnom,k Nominal rotational speed of each pump

[r.p.m.].
np,k Rotational speed of each pump [p.u.].
np,k Rotational speed of each pump [p.u.].
Nsyn Synchronous speed [r.p.m.].
nt Number of segments in which the penstock

is divided.
Pb Base power [MW].
pH,j Power supplied by each turbine [p.u.].
ppe,k Power consumed by each pump [p.u.].
ppm,k Mechanical power of each pump [p.u.].
pw power supplied by the wind farms [p.u.].
pwm Wind mechanical power [p.u.].
p0w initial power supplied by the wind farms

[p.u.].
qj Flow through each turbine [p.u.].
Qb Base Flow [m3/s].
qi Flow at the end of the ith5 element of the

penstock [p.u.].
qp,k Flow pumped by each pump [p.u.].
r/2 Continuous head loss coefficient in the pen-

stock [p.u.].
S Penstock section [m2].
snom Electrical machine slip.
sw Wind speed [m/s].
T FESS torque [N·m].
Te Water elastic time (L/aw).
Tr Hydro governor dashpot time constant [s].
Tu Acting secondary regulation time [s].
Tw Penstock water starting time [s].
zj Nozzle opening of each turbine [p.u.].
δ Hydro governor temporary speed droop.
1RR Total secondary regulation effort.
ρ Air density: 1.225 kg/m3.
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FIGURE 17. Transfer function of one diesel group.

ω VSWT rotational rotor speed [p.u.].
ωFESS FESS rotational speed [rad/s].
ωref reference VSWT rotational rotor speed

[p.u.].

APPENDIX B
MODEL EQUATIONS
Variable speed wind turbines equation

pw = p0w + ω
[
Kpω + Kiω

∫
dt
] (
ω − ωref

)
(7)

pwm =
ρ

2
Ars3wCp/Pb (8)

dω
dt
=

1
2Hw

1
ω
(pwm − pw) (9)

ωref = −0.75p2w + 1.59pw + 0.63 (10)

Automatic Generation Control equations

1RR = −1f · Kf (11)

1prefH ,j =
1

Tu,H

∫
1RR·K u,H ,jdt (12)

1prefDG,m =
1

Tu,DG

∫
1RR · Ku,DG,mdt (13)

∑
Ku =

j∑
1

Ku,H ,j+

m∑
1

Ku,DG,m = 1 (14)

Pelton turbines equations

qj = zj
√
h (15)

pH ,j = qjf
(
2
√
h− f

)
(16)

1zj =
[
1
δ
+

1
δTr

∫
dt
] (
fref − f

)
(17)

Penstocks equations

dhi
dt
= nt

Tw
T 2
e
(qi − qi+1) (18)

dqi
dt
=

nt
Tw

(
hi − hi+1 −

r
2nt

qi |qi|
)

(19)

Tw =
L
gS

Qb
Hb

(20)

Pumps equations

hn,k =
(
ch,k · q2p,k + bh,k · qp,k + ah,k

)( np,k
nnom,k

)2

(21)

ppm,k =
(
cp,k · q2p,k + bp,k · qp,k + ap,k

)( np,k
nnom,k

)2

(22)

ppe,k =
1− np,k

f

snom

Nsyn
Nnom,k

(23)

np,k
dnp,k
dt
=

1
Jk

(
ppe,k − ppm,k

)
(24)

Flywheel equations

Ec =
1
2
· I · ω2

FESS (25)

dωFESS
dt

=
1
I

(
±T charge/discharge − Tautodischarge

)
(26)

TABLE 12. Initial power distribution in each generation mix for the power
system.

APPENDIX C
AUXILIARY INFORMATION
See Table 12 and Table 13.
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TABLE 13. Incremental step, maximum values and minimum values of the studied variables for the tunable parameters limit values in each of the
governor control schemes.
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