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ABSTRACT Cryptocurrencies are peer-to-peer-based transaction systems where the data exchanges are
secured using the secure hash algorithm (SHA)-256 and message digest (MD)-5 algorithms. The prices of
cryptocurrencies are highly volatile and follow stochastic moments and have reached their unpredictable
limits. They are commonly used for investment and have become a substitute for other types of investment
like metals, estates, and the stock market. Their importance in the market raises the strict requirement
for a sturdy forecasting model. However, cryptocurrency price prediction is quite challenging due to its
dependency on other cryptocurrencies. Many researchers have used machine learning and deep learning
models, and other market sentiment-based models to predict the price of cryptocurrencies. As all the
cryptocurrencies belong to a specific class, we can infer that the increase in the price of one cryptocurrency
can lead to a price change for other cryptocurrencies. Researchers had also utilized the sentiments from tweets
and other social media platforms to increase the performance of their proposed system. Motivated by these,
in this paper, we propose a hybrid and robust framework, DL-Gues, for cryptocurrency price prediction, that
considers its interdependency on other cryptocurrencies and also on market sentiments. We have considered
price prediction ofDash carried out using price history and tweets ofDash, Litecoin, and Bitcoin for various
loss functions for validation. Further, to check the usability ofDL-GuesS on other cryptocurrencies, we have
also inferred results for price prediction of Bitcoin-Cash with the price history and tweets of Bitcoin-Cash,
Litecoin, and Bitcoin.

INDEX TERMS Cryptocurrency, complex systems, fusion of cryptocurrency, price prediction, VADER,
sentiment analysis, deep learning, systems of systems.

I. INTRODUCTION
A cryptocurrency is a digital form of currency that was
originally made as regular means of exchange. It uses cryp-
tography algorithms such as SHA-256 and MD-5 to ensure
security in financial transactions. In the existing scenario,
the financial trades cannot be executed without the involve-
ment of third-party organizations such as banks, whereas
cryptocurrency eliminates those. Cryptocurrencies nowadays
have become an integral part of society. It was first introduced
as Bitcoin in 2008 to replace the entire cash exchange with
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a universal digital currency system [1]. This newly intro-
duced financial system is independent of centralized financial
institutions such as banks, governments, and other organiza-
tions to make the system transparent, secure, and distributed.
Algorithms like proof-of-work (PoW), proof-of-stack (PoS),
and other consensus algorithms were introduced to ensure
system integrity and consistency. When it was developed, the
Cryptocurrency exchange rates were very low. However, with
time, its market starts to boom up by inheriting its volatile
nature.

Nearly 4200 crypto coins are circulating in the market
to date and their market cap is valued at $2.23 Billion (till
April 2021). Some popular cryptocurrencies like Bitcoin and
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Ethereum are the biggest contributors with a share of 78%
and 12%, respectively [2]. This boom in the cryptocurrency
market attracts many individuals, investors, and companies
to invest directly or indirectly [3]. The market boom of
cryptocurrency is clumsy due to its volatile nature. The
prices of cryptocurrencies fluctuate enormously with time.
Within a decade, the Bitcoin price jumped from $0.08 in
2010 to $64000 during April 2021 [2]. The same trends
were observed in Ethereum, as their prices increased from
$0.67 in January 2018 to $2346 in April 2021 [2]. These
trends justified the volatility of the cryptocurrency market.
Moreover, there are several other factors like volume, mining
difficulty, popularity, price of other crypto coins that make
the prices of cryptocurrencies volatile.

Researchers across the globe have used hypotheses like
the efficient market hypothesis (EMH) and alternate mar-
ket hypothesis (AMH) to analyze the cryptocurrency market
trends and volatility. The EMH hypothesis states that the
prices at which the cryptocurrencies were traded are always
fair and reflect every information piece. Moreover, when the
complexity of the mining problem increases, the price of
the corresponding cryptocurrency will also be increased [4].
Nevertheless, in a real scenario, this theory does not work, and
to overcome the drawbacks of EMH, a new theory, i.e., AMH,
was introduced with the inclusion of behavioral finance. Still,
we can get good results by considering EMH as used by the
authors of [5], but not accurate.

However, AMH works in practical scenarios as it com-
bines EMH and behavioral finance principles to study the
psychology and mindset of large investors. Individuals and
small investors are dependent on the information provided by
large investors andwell-known analysts. They do not research
their way out to make big decisions as the big investors do.
Such a situation is the principal cause for herding phenomena
in the market. Herding happened when most people started
blindly following the limited information provided by big
investors. This type of phenomenon creates a kind of human
bias in the market in which the market is not operated ideally.
Hence, EMH can fail as it considers the market frictionless
and without any external bias. Since AMH includes human
bias while checking the market efficiency that can be utilized
in the cryptocurrency market. The authors in [19] concluded
that there must be a systematic selection of features while
determining the cryptocurrency price. They have also con-
cluded that the performance of AMH is accurate in the cryp-
tocurrency market. Combining two or more factors helps us
in building a robust prediction model. The process of feature
selection and integration is termed fusion.Many factors affect
cryptocurrency prices, so combining factors is a significant
concern. To understand the impact of additional factors on
cryptocurrency prices, we studied extensively related pub-
lished papers and analyzed their shortcoming and future
scope to make the proposed framework powerful and robust.

Before we proceed further, we would like to bring attention
to a factor that affects cryptocurrency prices: interdepen-
dency among cryptocurrencies. At present, there are nearly

4200 cryptocurrencies in the market, but most of them are
derived from major ones like Bitcoin and Ethereum. Any
change in Bitcoin and Ethereum changes the effectiveness
of the derived cryptocurrencies. If we talked about Bitcoin,
the cryptocurrencies such as Litecoin and Bitcoin Cash were
forked from them with few additional changes [20], [21].
Further, a few of them exhibits hierarchical nature like Dash,
which is a fork of Litecoin, so hierarchically, we can say that
it is also dependent on Bitcoin [22].

The complexity of the cryptocurrency price prediction
problem brings the attention of several researchers world-
wide. Many researchers have worked on the price predic-
tion of cryptocurrencies. For example, the authors in [11]
proved that the volatility in prices of cryptocurrencies could
be predicted using machine learning and sentiment analysis
together. They implemented and compared the performance
of multi-layer perceptron (MLP), support vector machine
(SVM), and random forest (RF) for Bitcoin, Ethereum, Rip-
ple, and Litecoin using their price history and tweets from
Twitter. Then, the authors in [12] introduced a big-data and
machine learning-based platform, i.e., Krypto-Oracle, for
real-time cryptocurrency price prediction based on price his-
tory and Twitter sentiments [23]. They have used machine
learning models to minimize the computational time for han-
dling large queries.

After the emergence of deep learning algorithms like long
short-term memory (LSTM) and gated recurrent unit (GRU)
into their research work after the emergence of deep learning
algorithms. Various deep learning-based price forecasting
models had been introduced till now. An artificial neural
network (ANN)-based prediction GASEN model was intro-
duced in [7]. It was further improved using a genetic algo-
rithm to avoid the convergence of weights to local minima.
The genetic algorithm’s inclusion improved the performance
with a significant decrease in mean absolute percentage
error (MAPE) loss. Then, the authors in [13] introduced an
LSTM and GRU-based hybrid model for the price prediction
of Litecoin and Monero coins. Their results achieved root
mean square error (RMSE) as 2.2986 and 3.275 for 1-day
prediction window, RMSE as 2.0327 and 5.5005 for 3-day
prediction windows, and RMSE as 4.5521 and 20.2437 for
the 7-day prediction window.

In [14], the authors have introduced a sentiment-driven
model with statistical and deep learning approaches for cryp-
tocurrency price prediction. They have used an autoregres-
sive integrated moving average with explanatory variable
(ARIMAX) and LSTMmodels for sentiment-based price pre-
diction with different feature fusions [24]. Then, the authors
in [14] concluded that ARIMAX has much better accuracy
than the LSTMmodel with a final mean squared error (MSE)
of 0.00030187. Based on the outcome, we can infer that the
high number of features is not always substantial, but the
quality of features is also essential. The other inference is that
they got the best results for ARIMAX, which is less complex
than LSTM. So, with the proper fusion of features, we can get
good results through less computational power.
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TABLE 1. Comparative analysis of state-of-the-art techniques for cryptocurrency price prediction with the proposed model.

The authors in [15] presented a hybrid CNN and
LSTM-based model to predict cryptocurrency prices, which
gave a mean absolute error (MAE) of 209.89, RMSE of
258.31, and MAPE of 2.35. The precision, recall, and F1
score are calculated as 0.64, 0.81, and 0.69, respectively,
to classify whether the prices will go up or down. How-
ever, the output loss is quite high. From the aforementioned
discussion, we can infer that many factors affect cryptocur-
rencies’ prices (ups and downs). Choosing more factors

is not a concern; instead, choosing the right attributes to
predict prices and build a robust model is of prime con-
cern. From the literature, we have analyzed that authors
either used Tweets or deep learning approaches to improve
performance. Nevertheless, none of them considered it
together for predicting the cryptocurrency prices and mar-
ket sentiment together. Table 1 shows a relative compar-
ison of various state-of-the-art models with the proposed
model.
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The aforementioned discussionmotivated us to propose the
idea of fusion, where we consider both cryptocurrency inter-
dependence and sentiments from social media. This paper
proposed a fusion-based model for cryptocurrencies price
prediction, i.e., DL-GuesS. It aims to predict the price of a
specific coin considering their price history and tweet senti-
ments of the other dependent or alternate coins.

A. RESEARCH CONTRIBUTIONS
Following are the major contributions of the paper.
• We present a comparative study of the state-of-the-art
schemes for price prediction considering both historical
prices and twitter sentiments.

• A deep learning (i.e., LSTM and GRU) and Twitter
sentiments-based hybrid model, DL-GuesS, is proposed
to predict the cryptocurrency prices considering the win-
dow sizes, i.e., 1, 3, and 7 days. We have also considered
the inter-cryptocurrency dependencies to improve the
performance of the proposed model DL-GuesS.

• Performance evaluation of DL-GuesS considering the
evaluation matrices such as MSE, MAE, and MAPE for
Dash coin and Bitcoin-Cash and compared it with the
traditional approaches.

B. ORGANIZATION
The rest of the paper is organized as follows. Section II
presents the system model and problem formulation.
Section III describes the proposed DL-GuesS approach.
Experimental results are presented in Section IV and finally,
the paper is concluded as well as future directions suggested
in Section V.

II. SYSTEM MODEL AND PROBLEM FORMULATION
This section layouts the DL-GuesS system model and prob-
lem formulation for improving the cryptocurrency price
prediction considering their interdependencies on other
cryptocurrencies and twitter sentiments.

A. DL-GuesS: SYSTEM MODEL
FIGURE 1 shows the working of DL-GuesS system model.
For training, the price history of data is collected from [25]
and nearly 100 tweets are gathered from Twitter. After pre-
processing, the normalization is carried out via division oper-
ator. Let x be the current price and xmax be the maximum
price till now, y is the difference between the number of digits
in xmax and 1, and xnew be the normalized prize which is
calculated as follows:

xnew =
x
10y

(1)

y = Number of digits in xmax − 1 (2)

Eq. (1) normalizes the price values in the range of 0 to 10.
After pre-processing, the merging of data is done according
to (9) to make an input tuple. Then, the data is further divided
into two parts, i.e., training and testing data. The Model
weights are trained using training data and their performance

FIGURE 1. DL-GuesS: system model.

is evaluated using testing data. To predict price for the ith day,
we need to enter the past w days (window length) data for
all the dependent cryptocurrencies such as Bitcoin, Litecoin,
and Dash and their present-day tweets. Then, the forecasted
price was fed as an input to the model with past (w − 1)
days of cryptocurrency prices to predict the (i + 1)th days
price consequently. We repeat this process until the number
of iterations equals the prediction window length. The new
w days price is compared with the test data to evaluate
its performance. The proposed scheme uses a hybrid GRU
and LSTM-based model to prevent the vanishing gradient
problem.

B. PROBLEM FORMULATION
In DL-GuesS, there are two types of inputs, i.e., past
days prices and present-day tweets for each cryptocurrency
price prediction. To analyze the performance of DL-GuesS,
we have considered the price prediction ofDashwith an input
of past single-day price of Bitcoin, Litecoin, and Dash and
their present-day tweets. The price forecasting problem is a
supervised learning regression problem. The system model
consists of two supervised learning phases where the first
phase task is to get the polarity of tweets through VADER
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TABLE 2. Dataset features and its descriptions.

API [26], which is formulated as follows:

inpt = [tb, tl, td ] (3)

n = min( len(tb), len(tl), len(td ) ) (4)

tb = tb[0 : n], tl = tl[0 : n], td = td [0 : n] (5)

sb = fn(tb), sl = fn(tl), sd = fn(td ) (6)

where tb, tl, and td are the tweets related to Bitcoin, Litecoin,
and Dash retrieved from Twitter, respectively. The minimum
number of tweets among tb, tl, and td are assigned to vari-
able n. The polarity extractor from VADER API [26] is
denoted as fn. For each tweet, fn returns a tuple of length three
consisting of polarity score as positive, neutral, and negative
sentiments. The result of tb, tl and td from fn is stored in sb,
sl and sd, respectively.
After the processing of tweets to get their sentiments

or polarity score, the data can pass to the second phase.
It requires the sentiments of tweets and past single day price
to predict the current price of the given cryptocurrency. Lets
consider the present day as ith day and the mathematical
equations for forecasting models are stated below:

pb = fp(pbi−1) pl = fp(pli−1), pd = fp(pdi−1) (7)

inpb = [pb, sb] inpl = [pl, sl] inpd = [pd , sd ] (8)

inp = [inpb, inpl, inpd ] (9)

op = p̂i (10)

where pbi-1, pli-1 and pdi-1 are the previous day prices of
Bitcoin, Litecoin, and Dash, respectively. The previous day
prices are assigned in pbi-1, pli-1, and pdi-1 and are normalized
using (1), and then assigned to pb, pl, and pd,respectively.
The output of first phase is concatenated with the normalized
prices of respective cryptocurrency and assigned it to inpb,
inpl, and inpd. The final input tuple is created using the
concatenation of inpb, inpl, and inpd, which is assigned to
inp. The output of model is the forecasted price ofDash cryp-
tocurrency for the ith day, which is represented by variable op.
The objective of DL-GuesS is to minimize the prediction

loss and increase the performance of forecasting model with
(9) as input and predicted price for given cryptocurrency (10)
as an output. The DL-GuesS objective function using MSE is
as follows:

lossmin =
1
T

D∑
i=0

(ŷi − yi)2, ∀{yi, ŷi,T } ≥ 0 (11)

where T is total number of input-output pairs. The actual
price and predicted price is represent by yi and ŷi,
respectively.

III. DL-GuesS: THE PROPOSED MODEL
This section describes the architecture of the proposed
DL-GuesS. It starts with the insights of the dataset used in
DL-GuesS. Since the data is in raw format, it is mandatory
to do pre-processing. The proposedDL-GuesS is divided into
two phases, where the first phase calculates the sentiments
from tweets, and the second phase utilizes the price his-
tory along with the extracted features from the first phase
to predict the price of the cryptocurrency. Here, we con-
sider a scenario of predicting the price of Dash coin con-
sidering tweets and the price history of Dash, Bitcoin, and
Litecoin.

A. DATASET DESCRIPTION
The data price is collected from the global portal [25] for
research purposes. It provides real-time data like the news
and analysis of the financial market. The daily price data
for Bitcoin, Dash, and Litecoin are filtered from it with the
following features:

• Price: Average price of each cryptocurrency
• Open: The opening price of each cryptocurrency
• High: Highest price of each cryptocurrency
• Low: Lowest price of each cryptocurrency

Tweets for Bitcoin, Dash, and Litecoin are collected using
Twitter API through Tweepy framework [27] in Python.
Through this framework, a maximum of 100 tweets in the
English language were retrieved for each cryptocurrency.
The collected tweets must be posted on the day before the
forecasting period.

Table 2 has the features that are used in the proposed model
and its descriptions. As per the proposed model Bitcoin, and
Litecoin is used to assist the model in accurately predicting
the price of Dash and Bitcoin-Cash. To predict the price of
Dash, the historical price data of Bitcoin, Litecoin, and Dash
with the market sentiment of these cryptocurrencies, that are
extracted through tweet dataset, used as a key feature of the
proposed model. In the same manner, to predict the price
of Bitcoin-Cash, the Dash’s historical data and tweet data is
replaced by the Bitcoin-Cash’s data.
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B. DATA ANALYSIS
In this subsection, the authors have analyzed and given
insights into the data being used for the proposed model.
There are two types of data used over here:
• Time Series data:- The price history of Dash, Litecoin,
Bitcoin, and Bitcoin Cash are considered numeric time-
series data.

• Sentiments data:- Sentiments for each of the cryptocur-
rencies are scrapped from Twitter using Twitter API
through Tweepy framework, and they are considered
as Unicode strings. After preprocessing and predict-
ing sentiments labels, the data is propagated further
with corresponding cryptocurrency price history into the
forecasting model.

Now, to determine which cryptocurrencies suits best to pre-
dict the prices of Dash and Bitcoin Cash, we must look upon
the correlationmatrixwith other cryptocurrencies. FIGURE2
represents the correlation matrix as a heatmap. After looking
upon the correlation score, Litecoin shows good similarity
scorewithDash andBitcoin Cash (BCH_USD in FIGURE2),
and Litecoin is derived from Bitcoin. Because of this, authors
had used Litecoin and Bitcoin for price prediction of Dash
and Bitcoin Cash.

FIGURE 2. Heat map representing the correlation among various
cryptocurrencies.

C. PRE-PROCESSING
The price range forBitcoin is quite high compared to theDash
and Litecoin. The difference in cryptocurrency price change
can affect the training time and performance of DL-GuesS.
To overcome this, we can use either min-max normalization
or Gaussian normalization. To normalize the cryptocurrency
prices in DL-GuesS, we have used a custom normaliza-
tion technique represented in (1). Since the Twitter tweets
are scrapped directly from Twitter thus, there is a need to
pre-process the data before usage. The tweets that contain
hashtags, special symbols, emojis, and much other unwanted
stuff have been removed from the Twitter dataset. It also uses
a regular expression to eliminate the unwanted characters.

D. SENTIMENT ANALYSIS MODEL
To extract the polarity of positive, negative, and neu-
tral sentiments, the proposed DL-GuesS uses a VADER

algorithm to achieve promising results [26]. The output is a
three-dimension vector consisting of polarity for each type of
sentiment for a single tweet. The value of each polarity lies
between 0 and 1. The sentiment for the input tweet is clas-
sified based on its polarity score, higher the polarity value,
and higher the probability for that particular sentiment. The
outputs of VADER were concatenated with the prices of their
respective cryptocurrencies as mentioned in (8). Algorithm 1
shows the detailed working of the proposed model.

Algorithm 1 Twitter Sentiments
Input: N ∈ {tweets of required cryptocurrencies}
Output: Sx ∈ {sentiments}
1: procedure PROCESS_DATA(N )
2: tweet_size← count(N1) F count is the number of tweets
3: Sx ← ∅, ∀x ∈ N
4: for α = 2, 3 . . . ,N do
5: tweet_size← min(count(Nalpha), tweet_size)
6: end for
7: for α = 1, 2 . . . ,N do
8: Sxα ← ∅
9: for β = 1, 2, . . . , tweet_size do

10: Dx ← VADER(N[α][β]) F Dx is temporary
variable

11: for doxα and VADER is function fromVADERAPI
12: Sxα → append(Dx )
13: end for
14: Sx → append(Sxα )
15: end for
16: <(Sx ) F < returns the Sx values
17: end for
18: end procedure

As discussed above, the VADER algorithm is the most
promising for sentiment extraction from textual data.
We have collected the tweets for each cryptocurrency for a
particular day and fed them as an input to algorithm 1 and
produced the output as a three-dimension vector. Our goal is
to find the cryptocurrency with a minimum number of tweets
and apply the VADER algorithm to each cryptocurrency’s
same number of tweets. First, we assign the number of tweets
retrieved for cryptocurrency-1 to tweet_size and compare it
with other cryptocurrencies. If the number of tweets for a
specific cryptocurrency is low compared to tweet_size, then
the present value of tweet_size can be updated. Now, we apply
the VADER algorithm for tweet_size number of tweets for a
cryptocurrency and then store all the output in a temporary
variable Sxα , and passed it to the other variable Sx. Then, make
this temporary variable null and repeat the same for other
cryptocurrencies. At the completion step, we pass the Sx as
an output to our sentiment analysis model.

E. PRICE PREDCITION MODEL
FIGURE3 shows the proposedDL-GuesSmodel. FIGURE3a
shows the subunit of architecture, which comprises of two
phases, where the first phase consists of daily prices of given
cryptocurrency as input, which is propagated to 100 neurons
of LSTM, followed by 100 neurons of GRU, and at last
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FIGURE 3. Proposed architecture.

100 neurons of Dense with the rectified linear unit (ReLU)
as an activation function. The mathematical formula for
ReLU is given in (12) [28]. The second phase is used to
get a latent feature from the polarity score calculated from
tweets by the VADER algorithm. A flattening layer is applied
to a vector consisting of a polarity score with a motive to
convert an n-dimensional vector to a 1-dimensional vector.
It is followed by a five neurons dense layer and a dense layer
of ten neurons. Both dense layers use ReLU as an activation
function. The last layer of bothmodel is concatenated through
the concatenation layer. The output from the concatenation
layer is passed to a dense layer of 10 neurons. The output
dense layer of the subunit is also activated using ReLU as an
activation function.

FIGURE 3b shows the final phase of DL-GuesS, which
consists of 3 subunits each for Bitcoin, Litecoin, and Dash
cryptocurrencies. The outputs of all subunits are concatenated
through the concatenation layer and further passed to the
output layer, as follows:

F(x) = max(x, 0) (12)

where F is a ReLU activation function and x is its input.
Whenever the value of x is less than 0, F becomes 0; else
keep it as it is if the value is greater than or equal to 0.

After getting the output of the sentiment analysis model,
we have to restructure the data to make data in a form our
model DL-GuesS accepts as an input. To achieve the same
objective, Algorithm 2 is designed, which converts the raw
data into a required input format. As we got the tweet_size
in Algorithm 1, in a same way we will get the sample_size
as well. This sample_size is based on a minimum number

Algorithm 2 Structuring Data
Input: P ∈ {normalized prices of all cryptocurrencies},
N ∈ {number of required cryptocurrencies},
S ∈ {sentiments for each each cryptocurrencies}
Output: Px ∈ features,Py ∈ target
1: procedure PROCESS_DATA(P,N )
2: sample_size← len(P1) F len is the input data length
3: Px ← ∅, ∀Px ∈ PTraining→Features
4: Py ← ∅, ∀Py ∈ PTarget
5: for α = 2, 3 . . . ,N do
6: sample_size← min(len(Palpha), sample_size)
7: end for
8: for α = 1, 2 . . . ,N do
9: Pxα ← ∅
10: Pyα ← ∅
11: for β = 1, 2, . . . , sample_size− 1 do
12: Dx ← P[α][β] F Dx is temporary variable for xα
13: Dy ← P[α][β + 1] F Dy is temporary variable for

yα
14: Pxα → append(Dx )
15: Pyα → append(Dy)
16: end for
17: Px → append((Pxα , S[α]))
18: if α == 1 then
19: Py ← Pyα
20: end if
21: end for
22: <(Px ,Py) F < returns the Px ,Py values
23: end procedure

of data available for each cryptocurrency price. Here, input
for Algorithm 2 is normalized price value of cryptocurrency-
P according to (1), number of cryptocurrency considered-N,
and sentiment for N cryptocurrency as S. Now, we will start
with the target cryptocurrency as our first crypto coin from
input for further process.Wewill take two temporary variable
Pxα and Pyα , which stores the value for N cryptocurrency
one-by-one. Another two temporary variables Dx and Dy,
which stores the values of the particular day and next day
price, respectively, and append the values to Pxα and Pyα for
sample_size-1 times. Only for the first time, we will assign
the final Pyα value to Py as it contains the price of target
cryptocurrency. For the rest of the cryptocurrencies, we will
not change the value ofPy. On other side,Pxα with sentiments
from Algorithm 1 S[α] appends to Px, where S[α] contains
the sentiments of cryptocurrency. At the end, the Px and Py
will be given as output of the Algorithm 2.

IV. PERFORMANCE EVALUATION OF DL-GuesS
This section discusses the performance evaluation of
DL-GuesS comparing it with the traditional prediction mod-
els. The deep learning models are trained using TensorFlow
API’s [28] over python 3.8.0 platform. For the sentiment
analysis, the VADER algorithm [29] is used to analyze the
tweets collected from Twitter API. DL-GuesS is trained for
50 epochs with adam as optimizer with batch-size of 16.
The performance of the DL-GuesS compared with two

different models. The simple model has only Dash price as an
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FIGURE 4. Comparative analysis of DL-GuesS with the Dash coin and dependency factors in terms of loss.

FIGURE 5. Dash MSE prediction.

input feature, wherein the second model uses the multi-level
hierarchies amongDash, Litecoin, and Bitcoin. To predict the
Dash coin price using a multi-level hierarchical model, the
past prices of Dash, Litecoin, and Bitcoin are passed as an
input feature with 1-day as the window size. To get a better
idea of the performance of these models, we also considered
the different loss values, e.g., MSE, MAE, and MAPE [30],
[31], respectively. The loss values are calculated as follows:

MSE =
1
D

D∑
i=0

(p̂i − pi)2 (13)

MAE =
1
D

D∑
i=0

|p̂i − pi| (14)

MAPE =
1
D

D∑
i=0

|pi − p̂i|
pi

(15)

where D is the number of samples taken for consideration,
pi represents the true price of the Dash, and p̂i represents the
predicted price of the Dash.

A. SCENARIO 1: DASH PRICE PREDICTION
The simplemodel, having onlyDash price as an input feature,
has an MSE loss value of 0.0208 for forecasting the price of

FIGURE 6. Dash MAE prediction.

FIGURE 7. Dash MAPE prediction.

Dash. The model that considers the multi-level hierarchies
among cryptocurrencies has an MSE loss value of 0.0205.
DL-GuesS has an MSE loss of 0.0185, which is the least
among all models. FIGURE 4a shows the comparison of these
loss values for the different frameworks used to predict the
price of Dash. FIGURE 5 shows the prediction done of Dash
for the cycle of the next 30 days.
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FIGURE 8. Comparative analysis of DL-GuesS with the Bitcoin-Cash and dependency factors in terms of loss.

The simple model, having only Dash price as an input
feature, has an MAE loss value of 0.0905 for forecasting
the price of Dash. The model that considers the multi-level
hierarchies among cryptocurrencies has an MAE loss value
of 0.0877.DL-GuesS has anMAE loss of 0.0805, which is the
least among all models. FIGURE 4b shows the comparison of
these loss values for the different frameworks used to predict
the price of Dash. FIGURE 6 shows the prediction done of
Dash for the cycle of the next 30 days.
The simple model, having only Dash price as an input

feature, has a MAPE loss value of 4.8102 for forecasting
the price of Dash. The model that considers the multi-level
hierarchies among cryptocurrencies has a MAPE loss value
of 5.4018.DL-GuesS has aMAPE loss of 4.7928, which is the
least among all models. FIGURE 4c shows the comparison of
these loss values for the different frameworks used to predict
the price of Dash. FIGURE 7 shows the prediction done of
the price of Dash for the cycle of the next 30 days. Table 3
shows the loss value for different loss functions and different
model architectures.

TABLE 3. Dash model-loss comparison.

B. SCENARIO 2: BITCOIN-CASH PRICE PREDICTION
To provide the evidence of DL-GuesS’s usability on cryp-
tocurrencies other thanDash, we predict the price of Bitcoin-
Cash using the same approach, which is followed for price
prediction of Dash. Bitcoin-Cash is dependent on Bitcoin,
and its alternate coin is Litecoin. The price prediction of
Bitcoin-Cash is carried out through the price history and sen-
timents of the Bitcoin-Cash, Litecoin, and Bitcoin. This sub-
section discusses the result obtained in this second scenario.

The simple model, having only Bitcoin-Cash price as an
input feature, has anMSE loss value of 0.0015 for forecasting

the price of Bitcoin-Cash. The model that considers the price
of all three cryptocurrencies to predict the Bitcoin-Cash’s
price has an MSE loss value of 0.0017. DL-GuesS has an
MSE loss of 0.0011, which is the least among all models.
FIGURE 8a shows the comparison of these loss values for
the different frameworks used to predict the price of Bitcoin-
Cash. FIGURE 9 shows the prediction done of the price of
Bitcoin-Cash for the cycle of the next 30 days.

FIGURE 9. Bitcoin-Cash MSE prediction.

The simple model, having only Bitcoin-Cash price as an
input feature, has anMAE loss value of 0.0224 for forecasting
the price of Bitcoin-Cash. The model that considers the price
of all three cryptocurrencies to predict the Bitcoin-Cash’s
price has an MAE loss value of 0.0218. DL-GuesS has an
MAE loss of 0.0196, which is the least among all models.
FIGURE 8b shows the comparison of these loss values for
the different frameworks used to predict the price of Bitcoin-
Cash. FIGURE 10 shows the prediction done of the price of
Bitcoin-Cash for the cycle of the next 30 days.

The simple model, having only Bitcoin-Cash price as an
input feature, has aMAPE loss value of 4.6256 for forecasting
the price of Bitcoin-Cash. The model that considers the price
of all three cryptocurrencies to predict the Bitcoin-Cash’s
price has a MAPE loss value of 4.4449. DL-GuesS has a
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FIGURE 10. Bitcoin-Cash MAE prediction.

FIGURE 11. Bitcoin-Cash MAPE prediction.

TABLE 4. Bitcoin-Cash model-loss comparison.

MAPE loss of 4.4089, which is the least among all models.
FIGURE 8c shows the comparison of these loss values for
the different frameworks used to predict the price of Bitcoin-
Cash. FIGURE 11 shows the prediction done of the price of
Bitcoin-Cash for the cycle of the next 30 days. Table 4 shows
the loss value for different loss functions and different model
architectures.

V. CONCLUSION AND FUTURE DIRECTIONS
This section will conclude the paper and provide future direc-
tions for improving the forecasting model performance to the
research community.

A. CONCLUSION
In this paper, we analyzed the existing systems for cryp-
tocurrency price prediction. Many of them are being uti-
lized by fin-tech companies leveraging the advantages

of cryptocurrency price prediction models. However, the
volatile nature and many dependent factors make the pre-
diction quite challenging. Inspired by the existing work,
in this paper, we present a hybrid model, i.e., DL-GuesS for
cryptocurrency price prediction considering price history and
recent twitter sentiments. To describe the robustness of DL-
GuesS, we have carried out the performance evaluation of
DL-GuesS for two different cryptocurrencies and compared
the results, i.e., loss functions with the existing works. The
proposed DL-GuesS outperforms the traditional systems in
predicting the cryptocurrency prices. DL-GuesS.

B. FUTURE DIRECTIONS
1) PROPER UTILIZATION OF FORECASTING MODEL
Currently, to predict the price of a single cryptocurrency, the
forecasting model uses a single model trained on data of the
specific cryptocurrency. In this paper, we have proposed a
systemwhere the price of a single cryptocurrency is predicted
by data of itself and other data as well. This architecture
can be carried forward by which a single forecasting model
will predict the prices of all the known cryptocurrencies.
Through this, the computational resources, as well as system
intelligence, can be used efficiently.

2) ARCHITECTURE ADVANCEMENT
The pace of introduction to the new architectures for machine
learning and deep learning is rapid. And each of them per-
forms way better than the previous one. The same concept or
the new concepts by other research fellows can experiment
with new architectures like transformers, federated learning
models as data is increasing at rapid rates, and many others
to get better results on forecasting algorithms

3) INCLUSION OF OTHER FACTORS
DL-GuesS use the price history of similar cryptocurrency
and their tweets for price predictions. Similarly, through the
inclusion-exclusion principle, other factors with the amalga-
mation ofDL-GuesS concept can increase the performance of
forecasting models significantly.
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