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ABSTRACT The steady downsizing of semiconductor technology nodes in recent years has led to a
rapid increase in the density of power consumption on chips which, in turn, renders temperature a major
issue for many-core systems, adversely affecting their performance, reliability, leakage, cost, etc. In this
context, task migration is a powerful technique that is widely used for controlling the temperature profile
of many-core systems under dynamic workloads with the goal to improve their performance, utilization,
reliability, etc. In this paper, we present a task migration policy for thermal-aware performance optimization
in heterogeneous many-core systems. The proposed policy is developed based on an analytical and thermally
safe power-budgeting scheme and uses Dynamic Voltage and Frequency Scaling (DVFS) for power and
thermal management of the system. Our migration policy aims at maximizing the system’s performance
and, at the same time, proactively enforcing thermal safety using DVFS. To that end, it iteratively adapts the
distribution of active cores in the system (through proper migration decisions) to maximize the thermally safe
power budget of active cores and, thereby, enable them to operate on higher frequencies without violating
their safe thermal threshold. Experimental results demonstrate that the proposed policy offers 2× higher
performance gain in comparison to existing approaches which aim at greedily reducing the average, variance,
or gradient of temperature as an indirect means to enhance performance.

INDEX TERMS Dynamic thermal management, heterogeneous, many-core systems, performance
optimization, task migration.

I. INTRODUCTION
Over the past decades, the continuous increase in the
compute-power requirements of embedded applications and
the end of Dennard scaling [1] have led to the introduction of
embedded multi/many-core systems. By integrating a large
number of processing resources (henceforth called cores) on a
single chip, many-core systems provide massive and scalable
compute power which enables the concurrent execution of
a large number of applications. To achieve compute-power
scalability, many-core systems typically follow a tile-based
organization of resources, where the cores and their necessary
peripherals, e.g., caches, are clustered into a set of tiles
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which are interconnected via a Network-on-Chip (NoC), see
e.g. [2]–[4]. In particular, heterogeneous many-core systems
are becoming the de facto standard architectures for embed-
ded systems; The variety of different types of cores avail-
able in a heterogeneous system enables catering to diverse
processing demands of different processes and applications
and, thereby, establish an efficient execution with desirable
performance-energy trade-offs [5].

A large share of embedded systems manifest a dynamic
execution environment where (i) the mix of concurrently
executed applications may change unforeseeably, e.g., fol-
lowing user requests, and/or (ii) the applications exhibit
dynamic workload and execution characteristics. To achieve
high resource utilization, such systems rely on dynamic
resource management schemes to dynamically allocate the
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compute and communication resources necessary for exe-
cuting each application at its launch time and, later, release
these resources upon a termination request [6], [7]. To that
end, these systems feature a so-called Run-time Manager
(RM) which continuously monitors the system’s state w.r.t.
the deployed applications and availability of resources. Upon
a launch request, the RM deploys the incoming applica-
tion on the currently available resources using lightweight
application-mapping heuristics whose compute overhead is
low enough for online use. It may also adapt the deployment
of running applications during their execution for, e.g., load
balancing, improving energy efficiency, or evacuating failed
resources.

While yielding massive processing power, many-core sys-
tems typically exhibit increased on-chip temperature due
to their dense integration of resources and the resulting
high density of power consumption1 [8], [9]. In fact, due
to the ongoing technology downsizing, many-core sys-
tems are strongly susceptible to hotspots which can jeopar-
dize the thermal integrity of the system, accelerate aging,
lead to transient faults, and even cause permanent system
failure [9], [10]. This renders thermal concerns particularly
crucial aspects of consideration during the design of many-
core systems as well as the dynamic management of their
resources at run time.

Dynamic systems often exhibit a dynamic temperature
profile following the changes in the activity of resources.
The temperature of each resource depends on its density
of power consumption (as its local source of heat) and the
temperature of its nearby regions (due to on-chip heat trans-
fer). To keep the system in a thermally safe state, many-
core systems employ Dynamic Thermal Management (DTM)
mechanisms which continuously monitor the thermal state of
the system and autonomously (typically at hardware level)
counteract hotspots to maintain the peak temperature of the
system below a critical threshold, see [11] for an overview.
For this purpose, they either stall the overheated resources
by means of clock/power gating and/or throttle them using
DVFS. Evidently, while preserving thermal safety, DTM
countermeasures incur performance degradation and may
cause loss of processing progress. Moreover, depending on
the system’s thermal profile, its ambient temperature, and
its packaging/cooling subsystem, the overheated regions may
require some time to cool down before becoming operational
again, resulting in an extended utilization penalty. To alle-
viate the performance and/or utilization penalty of DTM—
and, thereby, maximize the system’s performance [12] or
utilization [13] under thermal constraints—thermal consider-
ations are increasingly incorporated into many-core resource-
management and application-mapping strategies.

In view of the dynamic workload and, hence, power and
temperature profile of many-core systems, task migration

1The density of power consumption refers to the amount of power con-
sumed per unit of die area which is proportional to the amount of heat
generated as a consequence of this power consumption.

and DVFS serve as the key mechanisms used for thermal-
aware dynamic resource management. Using task migration,
the RM is enabled to dynamically modify the deployment
of running applications in the system and, thereby, adjust
the chip’s thermal profile. DVFS enables the RM to cali-
brate the power consumption of each active core for fine-
grained thermal control. As a result, many thermal-aware
resource management strategies employ temperature moni-
toring together with task migration and DVFS to reduce [14]
or even prevent [15] the occurrence of thermal violations and,
thereby, pursue the ultimate goal of optimizing the system’s
performance (and/or its utilization) by preventing situations
that lead to the activation of DTM countermeasures.

Whenmaking resource-management decisions (e.g., decid-
ing between multiple task migration options), it is typi-
cally computationally too expensive or even infeasible to
adequately assess the performance impact of an option.
Therefore, despite performance gain being their primary
goal, thermal-aware resource-management strategies chiefly
pursue an indirect objective which (i) can be attained using
lightweight evaluations and decision-making heuristics while
(ii) correlating well with performance so that its optimization
entails performance gain. In this context, thermal balance is
often viewed as a promising indirect objective to maximize
performance under thermal constraints, since enhancing ther-
mal balance enables operating the active cores on a higher fre-
quency which, in turn, often translates into performance gain.
Moreover, a migration policy for optimizing thermal balance
can be established practically, since the thermal profile of
the system can be derived through temperature measurement
(if temperature sensors are available) or using lightweight
temperature prediction methods, and migration decisions can
be made on that basis using lightweight heuristics. As a
result, a large share of thermal-aware resource-management
strategies employ task migration to relocate tasks from hot
to cold (often idle) cores (possibly coupled with DVFS to
control power consumption) to maximize thermal balance
by, e.g., minimizing the peak temperature of the chip, its
temperature gradient, temperature variance, etc.

A. MOTIVATION
The main hypothesis of this work (which is supported by
experimental evidence in Sections IV-A and V) is that ther-
mal balance as an indirect objective towards performance
optimization serves well only for homogeneous target plat-
forms; In a homogeneous system, all cores have identical
power-, thermal-, and performance inter-relations such that
different cores that operate at the same temperature (by run-
ning at the same or comparable V/F level) also yield com-
parable performance. In such a setup, maximizing thermal
balance enables increasing the average operating frequency
of active cores (without thermal violation) and, thereby,
optimize performance. This uniformity, however, does not
hold for heterogeneous systems where core instances of
different type exhibit different inter-relations between their
power-, thermal-, and performance characteristics and, hence,
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two cores of different types operating at the same tempera-
ture may exhibit substantially different performance profiles
and/or even run at substantially different frequencies while
sustaining their temperature. In fact, as will be shown later
in Sections IV-A and V,migration options that yieldmaximal
performance gain in a heterogeneous system often even lead
to increased thermal imbalance in the system.

Besides their choice of indirect objective, the performance
benefit of thermal-aware migration strategies depends also
on their ability to prevent thermal violations. While exist-
ing migration strategies are able to reduce the frequency of
thermal violations, they often cannot prevent violations com-
pletely, meaning that the system under their control may still
undergo some violations and suffer the performance penalty
of DTM counteractions, e.g., clock/power gating or throttling
of overheated regions. On the other hand, migration strategies
that are capable of preventing thermal violations chiefly rely
on conservative temperature constraints which often result in
under-utilization of the safe thermal headroom of the chip,
e.g., by operating some cores at a V/F level that is indeed
lower that the level they can maintain in a thermally safe way.
Thus, they often cannot maximally exploit the performance
potential of the system in the absence of violations.

B. CONTRIBUTION
As a remedy to the above concerns, this paper (i) promotes a
new indirect objective for migration-based performance opti-
mization which is suitable also for heterogeneous many-core
systems and can ensure thermal safety. We then (ii) present a
migration policy which optimizes this new objective using a
lightweight heuristic, making it suitable for online use.

As for the new indirect objective, we promote the so-called
Thermally Safe Power Density (TSPD) introduced in [16].
TSPD is a system-wide (uniform) power-density constraint
that enforces thermal safety and suits both homogeneous
and heterogeneous systems. Our proposition is based on two
observations: Firstly, we experimentally demonstrate that,
compared to thermal-balance optimization, TSPD optimiza-
tion exhibits stronger correlation with performance gain in
a heterogeneous system, rendering TSPD a superior indirect
objective for thermal-aware migration policies targeting het-
erogeneous systems. Secondly, the only dynamic factor that
affects the TSPD constraint of a system is the distribution of
active and idle cores. Thus, proper migration decisions can
enable maximizing TSPD. The increase in TSPD can, in turn,
be exploited by DVFS so as to operate each active core at a
higher V/F level without exceeding the TSPD constraint and,
thereby, improve performance in a thermally safe manner.

Establishing an optimal migration policy that truly maxi-
mizes TSPD is not infeasible, since enumerating all migra-
tion options is computationally too expensive. As a remedy,
we propose a migration policy which optimizes TSPD based
on a heuristic approximation of the optimal approach which
is lightweight and, hence, practical for online use. As a result,
by maximizing the system’s TSPD constraint and exploiting
the resulting power-budget gain through DVFS, the proposed

policy optimizes the system’s performance while preventing
thermal violations and their consequent DTM-induced per-
formance penalty by construction. The experimental results
in Section V demonstrate that, by optimizing TSPD, the pro-
posed policy outperforms existing migration policies that aim
at maximizing the thermal balance in the system as an indirect
goal to maximize performance under thermal constraints.

C. ORGANIZATION
The remainder of this paper is organized as follows: Section II
provides an overview of related work on thermal-aware
resource management and task migration in many-core sys-
tems. Section III presents the systemmodel considered in this
work. In Section IV, the proposed thermal-aware task migra-
tion policy is presented. Experimental results are provided
in Section V, before the paper is concluded in Section VI.

II. RELATED WORK
In dynamic many-core systems, whenever an application
must be launched, application-mapping techniques are used
to find a (near-)optimal mapping/schedule of the incoming
application’s tasks onto the (free) resources of the many-
core platform with the goal to achieve maximized perfor-
mance (and/or utilization, energy efficiency, reliability, etc.)
while taking the chip’s thermal constraints into consideration
to avoid thermal violations. However, due to the NP-hard
nature of the application-mapping problem [17], exact opti-
mization approaches capable of finding the optimal map-
ping are computationally infeasible, limiting the practical
choices of mapping approaches to lightweight heuristics that
yield sub-optimal yet acceptable mappings. In such a set-
ting, after an application is launched or terminated, revising
the distribution of running applications in the system typi-
cally offers a significant potential for performance optimiza-
tion which can be exploited by means of task migration.
Therefore, thermal-aware application-mapping techniques
and thermal-aware task-migration techniques have become
the main cornerstones for thermal-aware dynamic resource
management in multi/many-core systems. A large body of
work exists on thermal-aware multi/many-core application
mapping, e.g. [18]–[24]. However, as this paper focuses
on the task-migration aspect of resource management, our
review of related work in the following is focused on the
state of the art in thermal-aware taskmigration inmulti/many-
core systems. An overview and taxonomy ofmulti/many-core
application-mapping techniques is provided in [5].

Thermal-aware task migration policies2 often exploit task
relocation in conjunction with DVFS for thermal manage-
ment. Here, relocating tasks between different cores enables
coarse-grained adaptation of the system’s power and ther-
mal state while DVFS enables fine-grained and localized

2Note the distinction between migration policy and migrationmechanism.
Migration policies—which are the focus of this paper—make migration
decisions, i.e., determine which migration to perform at which point in time.
Migration mechanisms—which are outside the scope of this work—specify
how a given migration (decided by the policy in use) is performed.

VOLUME 10, 2022 33789



B. Pourmohseni et al.: Task Migration Policy for Thermal-Aware Dynamic Performance Optimization

adjustments therein. A large share of existing migration poli-
cies, e.g., [14], [25]–[27], and the policy proposed in this
paper exploit task relocation and DVFS in tandem.

Existing thermal-aware migration policies mostly aim at
enhancing the thermal balance in the system as an indirect
objective to enable improving performance under thermal
constraints, e.g. [14], [26], [28]–[32]. They chiefly introduce
a scheme to classify cores (based on their temperature) and/or
classify tasks (based on their compute intensity) into tem-
perature categories, e.g., hot, warm, or cold. The resulting
classification is then used in a migration policy that either
migrates the workload of hot cores to cold ones (core-level
granularity), e.g. [26], [32]–[35], or migrates hot (cold) tasks
to cold (hot) cores (task-level granularity), e.g. [29], [36].

Temperature-driven migration policies are either reactive
or proactive. Reactive policies, e.g., [26], [27], [37], oper-
ate based on temperature monitoring and trigger migrations
based on the current system temperature. Upon a thermal vio-
lation, they migrate the affected tasks from the hotspot(s) to
cold regions for an immediate execution resumption. Proac-
tive policies, e.g., [14], [15], [25], [31], [38], [39], operate
based on predicting the future thermal profile of the system
by projecting the temperature history thus far, e.g., using
machine learning techniques [14], [40]. This enables them
to proactively identify emerging hotspots and attempt to
dissolve them before they result in thermal violations. The
effectiveness of such policies is determined by the accuracy
of their thermal predictions. Some works use error correc-
tion [14] and/or online model tuning [38] to enhance their
prediction accuracy. However, as such predictions fundamen-
tally rely on the thermal history of the chip, they generally
cannot deliver a high accuracy in dynamic systems where the
future thermal profile of the system correlates only weakly
with its thermal history [29], [39].

To reduce the frequency of thermal violations or possi-
bly prevent them, most migration policies trigger migrations
based on a conservative temperature threshold (lower than
the critical threshold at which DTM countermeasures are
triggered) [14], [15], [26]. While alleviating or excluding one
source of performance penalty, this may introduce another
source of performance loss due to unnecessary task migra-
tions and, in case of DVFS, operating resources at a lower
V/F setting than what they can maintain without causing
thermal violations. To address this issue, analytical thermal
models can be used as in [16], [41] to derive accurate thermal
predictions based on the power and thermal characteristics of
the resources and the floorplan of the chip. While prevent-
ing thermal violations is beneficial in general, it is indeed
crucial for real-time systems which strongly rely on timing
predictability and, hence, may fail upon DTM activation [21].

The chip’s floorplan and the architectural properties of
its resources strongly affect the thermal characteristics of
the system. A large share of existing thermal-aware migra-
tion policies, e.g., [15], [27]–[30], [41], are applicable
to homogeneous architectures only as they do not cap-
ture the power, thermal, and performance dissimilarities

between the different types of cores in a heterogeneous
system. Moreover, some policies rely on specific assump-
tions about the chip’s floorplan which restricts their gen-
eral applicability. For instance, the policy in [41] employs
a compute-intensive analysis to obtain optimal performance
under thermal constraints. To simplify the analysis, how-
ever, it assumes a certain placement of cores and caches
on the chip. Many of the policies that consider resource
heterogeneity are restricted to specific target platforms.
For instance, the policies in [14], [26], [42] are tailored
to ARM’s big.LITTLE architecture [43]. Finally, in spite
of their effectiveness, some approaches, e.g., [12], [41],
entail a relatively high compute overhead which prohibits
their online use.

In summary, existing thermal-aware task migration poli-
cies share at least one of these properties: (i) They aim at
maximizing the system’s performance by pursuing indirect
objectives which often only weakly correlate with perfor-
mance optimization. (ii) They rely on temperature moni-
toring/prediction and, hence, either cannot prevent thermal
violations, or use conservative temperature thresholds that
may cause performance loss. (iii) They employ compute-
intensive analyses and optimization processes which render
them impractical for use at run time. (iv) They are applicable
only to homogeneous systems or a specific choice of het-
erogeneous platforms. The thermal-aware migration policy
proposed in this work addresses these concerns as it (i) uses
an analytical thermal model of the system for an accurate
prediction of its future thermal profile without requiring ther-
mal sensors or online model calibration, (ii) is lightweight
and, hence, suited for online use, (iii) aims at maximizing
the power budget of cores, which in combination with DVFS,
directly translates into performance gain, and (iv) is applica-
ble to heterogeneous many-core systems without relying on
restrictive assumptions about their architecture or floorplan.

III. SYSTEM MODEL
The taskmigration policy presented in this paper is applicable
to any multi/many-core platform for which an RC thermal
network is available, cf. [44]. In general, the target platform
consists of a set of processing cores and a set of peripheral
resources referred to as uncores. The latter includes intercon-
nects, e.g., NoC and buses, and the memory subsystem, e.g.,
L2/L3 caches, main memory, and memory controllers. Pro-
cessing cores can be homogeneous or heterogeneous. DVFS
support is taken to be available for cores so that their V/F
setting can be changed dynamically at run time. Note that
the proposed approach is agnostic to the granularity of DVFS
and, thus, is applicable to systems with core-, tile-, or multi-
tile-level DVFS support. The following presents the power
and thermal models considered in this work.

A. POWER MODEL
The power consumed by an active core is derived using
Eq. (1) where the first summand calculates the dynamic
power consumption pdy of the core based on its switching
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activity σ ∈ [0, 1], effective capacitance Ceff, supply volt-
age V , and operating frequency f . The second summand
in Eq. (1) derives the static power consumption pst of the core
where I denotes its leakage currents.

p = σ Ceff V 2f + V I (1)

Given the V/F setting (V , f ) applied to a core, a safe
upper-bound estimate of its power consumption is derived
by (i) considering σ = 1 which yields the peak dynamic
power3 while (ii) deriving the leakage current I at the critical
temperature TDTM of the chip to obtain the peak static power,
cf. [45], [46]. The critical temperature TDTM denotes the
temperature threshold at which DTM countermeasures are
triggered to enforce thermal safety. The density of power
consumption for a core is calculated as ρ = p/α where p
denotes the power consumption derived by Eq. (1), and α
denotes the area of that core. Contrarily to cores, each uncore
is taken to operate at a fixed V/F setting and, hence, has a
fixed power consumption.

B. THERMAL MODEL
RC thermal networks are widely used for thermalmodeling of
multi/many-core platforms [16], [44]. Given a platform with
C cores and U uncores, the equivalent RC thermal network
comprises N ≥ C + U thermal nodes, each associated with
a thermal capacitance (capturing transient thermal effects)
and connected to the other nodes via thermal conductances
(modeling heat transfer). Sources of power consumption in
the platform are modeled by current sources in the network,
and the current flow in the network represents the heat flow in
the platform. The voltage at each node in the network denotes
the temperature of its equivalent node in the platform. The
ambient temperature is reflected in the network by a thermal
node with a constant temperature T∞.

In this context, the steady-state temperature of thermal
nodes can be derived using the system of equations in Eq. (2),
cf. [16]. Here, vectorsTN×1,PN×1, andGN×1 reflect the tem-
perature, power consumption, and thermal conductance with
the ambiance for the thermal nodes, respectively, and matrix
BN×N comprises pairwise thermal conductances among the
nodes in the network. Note that the entries ofB andG are con-
stant, platform-specific, and derived statically by measure-
ment [47] or simulation [44], see also [16]. Thus, T∞B−1G
is constant at a given ambient temperature T∞.

T = B−1P+ T∞B−1G (2)

The vector P of power consumption in Eq. (2) can
be decomposed into constant and varying vectors as
P = Pcore

+ Puncore
+ Pother. Here, Pcore

N×1 retains the power
values for cores, Puncore

N×1 for uncores, and Pother
N×1 for remain-

ing nodes where Pother
= 0. Hence, Eq. (2) can be refor-

mulated into Eq. (3) where the second summand given
in parentheses is constant. Thus, the steady-state temper-
ature of a node i can be derived using Eq. (4) where

3Equivalent to the dynamic power under peak workload.

b−1i,j and pj denote entries of B−1 and Pcore, respectively,
and T̂i =

∑N
j=1 b

−1
i,j (p

uncore
j + T∞ · gj) represents the con-

stant temperature contribution to node i from uncores and
the ambiance, corresponding to the second summand in the
system of equations in Eq. (3).

T = B−1Pcore
+

(
B−1Puncore

+ T∞B−1G
)

(3)

Ti =
∑N

j=1
b−1i,j · pj + T̂i (4)

C. THERMAL-AWARE POWER BUDGETING
The migration policy proposed in this paper is based on
the analytical power-budgeting concept presented in [16].
In the following, we present a brief summary of the power-
budgeting concept and analysis in [16] which is used as the
basis for the migration policy proposed in Section IV. This
approach uses power budgeting as an abstraction of the ther-
mal problem, empowered by the observation that the power
consumption of cores is the sole varying factor contributing to
the temperature of each node in the system, see Eq. (4). Given
the thermal model of the system as presented in Section III-B
and the set of cores that are currently active in the system,
the approach in [16] derives a uniform power-density bud-
get (constraint) for the active cores such that thermal safety is
preserved, i.e., Ti ≤ TDTM for each core/uncore i, as long as
this budget is not exceeded by any of the given active cores.
Note that considering a power-density budget (rather than a
power budget) enables an efficient uniform power budgeting
for heterogeneous platforms, taking into account the area- and
power-consumption disparity between different core types
and its impact on their thermal characteristics, cf. [16].
To reflect the activity of cores in the thermal model,

a binary allocation vector AC×1 is introduced in [16] which
indicates whether the core associatedwith index i = 1, . . . ,C
is active (ai = 1) or idle (ai = 0). Accordingly, Eq. (4)
is reformulated into Eq. (5) where the first summand from
Eq. (4) is decomposed into two parts capturing the impact of
active and idle cores on the temperature of each node i =
1, . . . ,N , respectively.4 For active cores (i.e., when aj = 1),
power consumption is expressed as the product of the power
density ρj and the area αj of the core, see the first summand
in Eq. (5). For idle cores (i.e., when aj = 0), the power
consumption in the sleep/off state of the core is considered,
denoted by poffj in Eq. (5).

Ti =
C∑
j=1

aj · b
−1
i,κj · ρj · αj +

C∑
j=1

(1− aj) · b
−1
i,κj · p

off
j + T̂i

(5)

Based on this model, a uniform, thermally safe power-
density constraint ρ∗ (upper bound) is derived in [16] for
active cores by considering ρj = ρ∗ for all j = 1, . . . ,C

4For notation clarity, κj is used as a one-to-one translation of each core
index j from the core index space (j = 1, . . . ,C) to the larger space of thermal
indices (1, . . . ,N ), cf. [16].
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(which becomes effective only when aj = 1) and, sub-
sequently, identifying the maximum value of ρ∗ such that
Ti ≤ TDTM for each core/uncore i. Equation (6) is, thus,
used to derive this constraint.5 Finally, the core power-density
constraint ρ∗ is examined and possibly refined to ensure that
the overall power consumed by the chip does not exceed a
predefined peak power constraint. In the rest of this paper,
we refer to the constraint ρ∗ as the Thermally Safe Power
Density (TSPD) budget in the system. Note that the above
description of the TSPD analysis is distilled to the parts
necessary for the presentation of the proposed task migration
policy. Please refer to [16] for a detailed description of the
analysis.

ρ∗(A) = min
i∈L

TDTM − T̂i −
∑C

j=1 (1− aj) · b
−1
i,κj · p

off
j∑C

j=1 aj · b
−1
i,κj · αj


(6)

IV. THERMAL-AWARE TASK MIGRATION
This section presents the proposed thermal-aware task
migration policy which aims at maximizing the system’s
performance while guaranteeing the prevention of thermal
emergencies. In this work, migration decisions are conducted
in the form of a relocation of task(s) between an active
core and an idle core (i.e., core-level migration). Moreover,
to ensure binary and process-state compatibility, migrations
are performed between source and destination cores of the
same type. The proposed migration policy is developed
based on the power-budgeting approach from [16] summa-
rized in Section III-C. Given the allocation vector AC×1
which reflects the distribution of active and idle cores in
the system, the proposed migration policy selects an active
core index s (1 ≤ s ≤ C ∧ as = 1) and an idle core index d
(1 ≤ d ≤ C ∧ ad = 0) of the same core type, where s and d
serve as the source and the destination cores of migration,
respectively. We select s and d in such a way that a maximal
increase in the TSPD budget of active cores is achieved by
migrating the task(s) that are running on s to d such that
s becomes idle and d becomes active after the migration.
Subsequently, to exploit this increased budget, the V/F setting
of each active core is adapted using DVFS to the maximum
V/F level that respects the TSPD budget of the system under
the post-migration distribution of active cores. This allows
each core to deliver the maximal performance that it can
maintain without creating a thermal violation.

A. INTUITION AND OBSERVATION
Intuitively, maximizing performance under thermal consid-
erations lies in line with maximizing the thermal balance
and, hence, minimizing the temperature gradient in the
system. This can be achieved by migrating tasks from the
hottest (active) core to the coldest (idle) core. Based on

5For notation clarity, index vectorL is used which comprises the indices of
all core/uncore blocks in the larger index space of thermal nodes (1, . . . ,N ),
cf. [16].

this or similar intuitions, several thermal-aware task migra-
tion policies have been introduced to date—referred to as
HotCold approaches in the following—which migrate tasks
between the hottest core and the coldest core, identified using
measurement- and/or prediction-based temperature monitor-
ing schemes.

While HotCold approaches perform well in reducing the
temperature gradient (improving thermal balance) in the
system and prove effective for performance optimization
in homogeneous systems, we observe that their migration
choices often do not lead to a noticeable performance gain
when applied for heterogeneous systems. In the following,
we showcase this in a motivational experiment for a hetero-
geneous many-core system with 52 cores of three different
types.6 For a large set of system utilization scenarios—each
corresponding to a unique set of active cores in the system—
we have performed thermal-aware migrations in the form of
relocating the complete set of tasks running on one (active)
core to an (idle) core of the same type. The following migra-
tion policies are considered for this purpose:
• HotCold: This policy migrates the task(s) running on
the hottest active core to the coldest idle core. Then,
it derives the TSPD budget for the new set of active cores
as described in Section III-C and, subsequently, applies
DVFS to adjust the V/F setting of active cores to the
maximum level that respects the derived TSPD budget.

• PerfOracle: This policy embodies a performance oracle
which performs exhaustive search to find the pair of
active and idle cores for which the migration of task(s)
from the former to the latter yieldsmaximal performance
gain. Hence, it performs a brute-force search to find
the migration option that results in maximal perfor-
mance gain. The gain here refers to the performance
gain obtained by performing the migration, deriving the
TSPD budget, and applying DVFS as described above.

• PdOracle: This policy is an oracle approach that per-
forms exhaustive search to find and perform the migra-
tion option that yields maximal increase in the TSPD
budget in the system. The obtained gain in the TSPD
budget is exploited subsequently by applying DVFS as
described above.

In the following experiment, we investigated the impact of
the migrations performed by each of these policies on the
performance of the system, its TSPD budget, and the standard
deviation of temperature across the platform.7 Throughput
(in terms of the total number of application executions per
second) is used to represent the system’s performance where
each core executes an instance of a multi-task streaming
application indefinitely. Figure 1 provides the results for
different levels of system utilization (% active cores). The
results represent the average value among 1,000 considered

6This many-core platform is also used for our experimental evaluations
in Section V. The floorplan and the thermal-, power-, and performance
characteristics of the platform are provided in Section V-A.

7See Section V-B for details of the experiment setup and the performance
evaluation scheme.
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FIGURE 1. The impact of the three investigated task migration policies,
namely, PerfOracle, PdOracle, and HotCold, on the throughput (top),
standard deviation of temperature (middle), and TSPD budget (bottom) in
the system. Each plot reflects the change observed in the respective
property when performing a single migration. At each level of system
utilization (% active cores), the reported results represent the average
value among all investigated utilization samples corresponding to that
level.

utilization samples for each utilization level. Note that
different core types typically exhibit different throughput
contributions due to their dissimilarities w.r.t. execution char-
acteristics and maximum thermally safe V/F setting.

As shown, at low system utilization levels (specifically,
up to 28%), the safe thermal headroom of the active cores is
high enough to allow every core to operate on its maximum
V/F level, so that no performance gain can be attained through
migration (see Fig. 1-top). The benefits of task migration,
thus, begin to appear at ≈30% utilization. As the system uti-
lization grows, the impact of a migration on the performance
or TSPD budget subsides. Evidently, the PerfOracle policy
offers the highest increase in throughput (see Fig. 1-top)

as it performs optimally w.r.t. performance gain. However,
as shown in Fig. 1-middle, its migration decisions often even
increase the thermal imbalance in the system. Contrarily, the
HotCold policy performs best in enhancing thermal balance
(see Fig. 1-middle) while offering the least gain in perfor-
mance (see Fig. 1-top). In fact, we have observed many
cases where HotCold even degrades performance. Such cases
are not visible in Fig. 1 as it provides average results, but
will be shown later in Section V. Both PerfOracle and Hot-
Cold policies improve the TSPD budget of active cores (see
Fig. 1-bottom) for which PdOracle delivers optimal results.
In terms of performance gain, PdOracle performs fairly com-
parable to PerfOracle while offering a middle point for ther-
mal balance improvement compared to the other two policies.

A key insight attained by the above experiment is that
maximizing the gain in the TSPD budget correlates with
optimizing the system’s performance, whereas maximizing
thermal balance does not necessarily offer a correlation
therewith. When performing several migrations consecu-
tively to improve the system’s performance even further,
another important insight is attained (which is experimentally
showcased in Section V): Although the PerfOracle policy
delivers maximal performance gain in a single migration,
due to its disregard for TSPD budget, it often drives the
system into local optima w.r.t. performance after only a few
migrations such that a subsequent migration that enhances
the performance further cannot be found. In contrast, the
PdOracle approach is able to maintain its TSPD gain for a
considerably higher number of migrations which eventually
result in a higher overall gain in the system’s performance
compared to what PerfOracle can achieve.

The above correlation observed between the optimization
of performance and optimizing the TSPD budget when per-
forming a single migration, on the one hand, and the superior-
ity of the PdOracle policy in enhancing performance through
a series of consecutive migrations, on the other hand, pro-
motes the maximization of TSPD budget as a superior indi-
rect objective for performance maximization under thermal
constraints. Evidently, the PdOracle policy operates based on
a brute-force search that is computationally too intensive to
be performed online.8 To address this issue, we propose a
lightweight migration policy which exploits the intermediate
results of the TSPD analysis to identify near-optimal migra-
tion options w.r.t. TSPD gain. This policy is presented in the
following.

B. PROPOSED TASK MIGRATION POLICY
The proposed task migration policy conducts migration deci-
sions with the objective to maximize the TSPD budget in
the system. As TSPD is a function of the distribution of
active cores in the system, we focus on core-level migrations

8The PdOracle policy exhibits a time complexity ofO(C4
+C3U ) which,

for a many-core system, is often too high for online use. This complexity
results from the exhaustiveO(C2) migration checks performed per migration
decision, where each check requires a TSPD analysis with a time complexity
of O(CN ) where N ≥ C + U , cf.Section III-C.
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where the complete set of tasks running on an active core
(migration source) are relocated to an idle core (migration
destination) so that the distribution of active cores is modified
without exposing tasks of different applications to each other.
To achieve a minimal run-time overhead, our policy exploits
the intermediate results of the TSPD analysis to identify a
proper choice for migration source and destination cores.

As detailed in Section III-C, the TSPDbudget in the system
is determined as themaximumpower-density level that can be
maintained by all active cores in the system without causing
a thermal violation. This constraint is derived based on the
current choice of active cores in the system, reflected by the
previously introduced allocation vector AC×1 where aj = 1
(aj = 0) denotes that core j is active (idle). Given A, for
each resource i ∈ L in the system, the analysis derives the
peak uniform TSPD constraint ρ∗i (A) as shown in Eq. (7),
by assuming the situation where i reaches but not exceeds
the DTM’s threshold temperature (i.e., Ti = TDTM). Then, the
TSPD budget for the system is determined as the lowest value
among all derived ρ∗i (A) constraints for different resources,
i.e., ρ∗(A) = min{ρ∗i (A) | i ∈ L}, cf. Eq. (6).

ρ∗i (A) =
TDTM − T̂i −

∑C
j=1 (1− aj) · b

−1
i,κj · p

off
j∑C

j=1 aj · b
−1
i,κj · αj

(7)

In our observations, the resource s ∈ L that restricts
the TSPD budget is always an active core. Thus, a max-
imal increase in the system’s TSPD budget can often be
achieved by switching core s off. Complementary to that,
when switching an idle core on, a minimal impact on the
TSPD budget is often observed for the idle core d that exhibits
the highest ρ∗d (A). Based on these observations, we establish
that migrating tasks from s to d and, thereafter, switching s off
and d on, can yield a maximal gain in the TSPD budget. Since
a migration between s and d may not be possible, e.g., due
to resource-type mismatch, we develop a heuristic migration
policy that generalizes the observation above by using sorted
lists of source/destination candidate cores i ∈ L w.r.t. ρ∗i (A).
This extends the decision space of the proposed policy to all
possible migrations between active and idle cores. Based on
the core ranks in the sorted lists, the migration options will
be considered in the approximate order of their impact on the
TSPD budget as detailed below.

The decision procedure of the proposed task migration
policy is elucidated in Algorithm 1. The policy takes as input
(i) the allocation vectorAC×1 = [ai], reflecting whether each
core i is active (ai = 1) or idle (ai = 0), and (ii) vector
RC×1 = [ρ∗i ] which provides the power-density constraint
ρ∗i ≡ ρ∗i (A) ∈ R+ corresponding to each core i under
allocation A, derived using Eq. (7). The entries of R are
intermediate results derived during the TSPD analysis of
the system where the TSPD budget corresponds to min{R}.
Based on these inputs, the policy (i) selects and performs
TSPD-budget-maximizing taskmigrations, (ii) applies DVFS
to maximize the V/F level of active cores under the updated
TSPD budget, and (iii) returns as output a tuple of three

Algorithm 1 Decision procedure of the proposed thermal-
aware task migration policy.
1: procedure checkRunMig(A = [ai],R = [ρ∗i ])
2: S ←

〈
i | ai = 1 ∧ ∀i, j ∈ S : i ≺

S
j→ ρ∗i ≤ ρ

∗
j

〉
3: D←

〈
i | ai = 0 ∧ ∀i, j ∈ D : i ≺

D
j→ ρ∗i ≥ ρ

∗
j

〉
4: types← {}
5: gain← 0
6: for s ∈ S do F source candidates
7: if type(s) ∈ types then
8: continue (Line 6)
9: end if
10: types← types ∪ {type(s)}
11: for d ∈ D do F destination candidates
12: if type(s) 6= type(d) then
13: continue (Line 11)
14: end if
15: Ä← A; äs← 0; äd ← 1
16: R̈← getTSPD(Ä)
17: gain← min{R̈} − min{R}
18: if gain > 0 then F migration option found
19: migrateTasks(s,d)
20: applyDVFS

(
min{R̈}

)
21: return (Ä, R̈, gain)
22: end if
23: end for
24: end for
25: return (A,R, 0) F no beneficial migration found
26: end procedure

entries: the updated allocation vector, the updated power-
density vector, and the gain obtained in the TSPD budget.

Given A and R, the proposed policy first derives the sorted
lists of source and destination candidate cores for migration
decisions, sorted in the ascending and descending order of
power-density constraints ρ∗i , respectively, (lines 2 and 3).
Here, the notations i ≺

S
j and i ≺

D
j reflect that core i precedes

core j in the lists S and D, respectively. After deriving the
lists, in lines 6–24, we iterate through the list of migration
source candidates S (outer loop, see line 6) and destination
candidates D (inner loop, see line 11). Lines 7–9 ensure that,
for each type of core, only the first instance in the list of
source candidates is investigated, as the first instance would
offer the highest TSPD-budget gain if a migration for that
core type would be possible.9 Once a destination core d ∈ D
of the same type is found for the current source core s ∈ S, the

9Note that the migration options based on subsequent source candidates of
the same core type are not considered as they are not viable. The reason here
is that a migration option based on the first candidate may be unavailable
only in the absence of an (idle) destination core of that core type. Hence,
it becomes pointless to check further source candidates of the same core type.
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post-migration allocation vector Ä is constructed (line 15).
Subsequently, the vector R̈ of power-density constraints cor-
responding to Ä is derived (line 16) to calculate the TSPD-
budget gain corresponding to that migration (line 17). In case
of a positive gain, the migration is performed (line 19) and,
subsequently, DVFS is applied to adjust the V/F level of each
active core to the maximum level it can maintain without
exceeding the new TSPD budget min{R̈} (line 20). The pro-
cedure then terminates by returning the updated allocation
vector, the updated vector of power-density constraints, and
the attained gain (line 21). If no feasible and beneficial migra-
tion has been identified, the procedure terminates in line 25.
In terms of run-time compute overhead, the time complexity
of the proposed policy stays in the same range as that of the
TSPD analysis, i.e., O(CN ) (cf. Section III-C).10

At run time, the RM may evoke the proposed migra-
tion policy to enhance the system’s performance after every
change in the system’s utilization, e.g., after launching or
terminating applications. In case of a successful migration,
denoted by the positive gain value returned by the procedure,
subsequent migrations may be evoked to further improve the
system’s performance. As mentioned earlier, at low system
utilization levels, the TSPD budget in the system is high
enough to allow every active core to operate at its peak
V/F setting so that performing migrations offers no perfor-
mance gain even if the TSPD budget is increased. To prevent
performing migrations in such cases, the procedure of the
proposed policy may be adapted to first check whether the
current TSPD budget is lower than the peak power density
ρmax among different types of cores at their peak V/F setting
(which can be derived offline). If that is not the case, the
procedure can be terminated as every active core can already
operate at its peak V/F setting.

Note that task migration itself can impose a performance
penalty due to the overhead of relocating tasks, possible tem-
porary suspension of their execution, cache warm-up over-
heads, etc. The magnitude of this penalty chiefly depends
on the frequency of migrations and the memory scheme
of the system (since the memory scheme dictates the vol-
ume/amount of data which needs to be relocated during the
migration process).11 In our investigations, the gain in TSPD
budget (and, hence, performance) saturates with only a few
consecutive migrations, keeping the performance impact of
migrations fairly negligible. In general, however, to incorpo-
rate the impact of migration overhead in the decision process,
line 18 of the procedure may be adapted to trigger a migration
only if its gain exceeds a minimal threshold. The threshold
can be determined according to the metrics above and the

10Computing the sorted lists of cores (lines 2 and 3) introduces a time
complexity of O(C logC). Within the nested loops, the TSPD analysis
(line 16) is the most compute intensive part of the procedure with a time
complexity of O(CN ) where N ≥ C +U . The core-type checks (lines 7 and
12), however, restrict the invocation of this analysis to at most once per core
type. Hence, given T core types in the system, the proposed policy exhibits a
total time complexity of O(TCN ). This, however, simplifies to O(CN ) given
that T ≤ 4 in a typical heterogeneous many-core chip.

11A discussion of migration overhead is provided later in Section V-F.

FIGURE 2. Floorplan of the many-core platform used in the experiments.
Processing cores are denoted by squares where the core types are
reflected by color and noted on the cores. Communication resources and
shared memories are contained in the gray regions.

current system utilization to ensure that triggered migrations
always yield reasonable performance gain.

V. EXPERIMENTS
This section presents the results of a series of experiments
performed to assess the effectiveness of the proposed thermal-
aware migration policy in enhancing the TSPD budget and,
thereby, the performance of the system.

A. ARCHITECTURE AND WORKLOAD
For the experiments, a heterogeneous many-core architec-
ture is considered which comprises a total of 52 cores from
three core types (AMD K6-III, AMD K6-2, and IBM Pow-
erPC), hence C = 52. The floorplan of the chip is illustrated
in Fig. 2. The specifications and performance characteristics
of the three core types are provided by the Embedded Sys-
tem Synthesis Benchmarks Suite (E3S) [48] for a 180 nm
technology size. To adhere to the current process technology
node size, these measures are projected to a 10 nm technol-
ogy using the technology scaling factors provided by [44]
which are derived based on [49], [50]. The resulting power
and performance characteristics of the three core types are
given in Table 1. DVFS support is envisioned on a per-core
granularity which enables adjusting the V/F level of each
core with frequency steps of 50MHz with the minimum V/F
level of 0.7V at 1GHz for all cores. In terms of thermal
characteristics, the DTM threshold temperature of the chip
is set to TDTM = 80◦C, and an ambient temperature of
T∞ = 45◦C is considered. The RC thermal network of the
floorplan has been derived using the HotSpot simulator [44]
with the die characteristics listed in Table 2. This architecture
is identical to the experimental platform used in [21].

In terms of workload, we consider a streaming automo-
tive application from [48] consisting of � = 18 tasks.
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TABLE 1. Estimated power- and performance-related characteristics of
the processing cores used in the experiments, adopted from [48]
(provided for a 180 nm node size) which are projected here to a 10 nm
process technology.

TABLE 2. Temperature-related platform characteristics considered by the
HotSpot simulator [44] (default configuration) to derive the thermal
model of the platform used in the experiments.

The execution time of each task on each of the three core
types at its peak frequency is provided by [48] for a 180 nm
technology. We scale these measures to a 10 nm technology
inversely proportional to the technology scaling factor of the
peak frequency of each core type. For clarity of description in
the following, the resulting measures are taken to be summa-
rized in an execution-time matrix X�×C = [χi,j] where χi,j
denotes the execution time of task iwhen executed on core j at
its peak frequency at a 10 nm technology node.X�×C is used
in our evaluation of the system’s performance as detailed in
the following section.

B. EXPERIMENTS SETUP
In the experiments, we investigate the impact of thermal-
aware task migration policies on increasing the TSPD budget
and the performance of the system when coupled with DVFS
to maximally exploit the TSPD budget at different system
utilization levels. To that end, we have considered 50 system
utilization levels with the number of active cores ranging from
n = 2 to n = 51 (as the level with only one active core and
the one with all cores being active are out of the scope for
core-level migration decisions). For each utilization level n,
we have randomly generated 200 utilization samples where
each sample corresponds to a system state with n randomly
selected active cores and (52 − n) idle cores. Thus, a total
of 50 × 200 = 10,000 utilization samples are considered in

the experiments. In each sample, each active core is taken
to execute one instance of the 18-task automotive appli-
cation from E3S [48]. Each application instance processes
an (infinite) stream of input data in successive execution
iterations. This is a common operation mode in the embedded
domain, e.g., for signal processing applications. The inves-
tigated application deployment scheme results in a total of
18 × n tasks being deployed in the system when n cores are
active. The tasks deployed on each core are scheduled with a
First-In First-Out (FIFO) scheduling policy.12

The key performance indicator used for the evaluation of
the migration policies in our experiments is the steady-state
throughput of the system, denoting the system throughput
that is observed after the transient effects, e.g., due to cache
warm-up or task relocation, have passed. For a given system
utilization sample, the steady-state throughput is quantified
analytically using Eq. (8) in terms of the total number of
application iterations completed per second. As given in
Eq. (8), the system throughput is derived based on (i) the
allocation vector AC×1 which specifies whether each core i
is active (ai = 1) or inactive (ai = 0) and (ii) the frequency
vector FC×1 which specifies the current frequency fi applied
to each core i. The execution time of each task is taken to scale
inversely proportional to the frequency of the core executing
that task.

Throughput(A,F) =
C∑
i=1

ai ·
fi

fmaxi ·
∑�

j=1 χj,i
(8)

C. INVESTIGATED MIGRATION POLICIES
For each of the utilization samples generated as described
above, we investigate the TSPD-budget and performance gain
that can be attained using each of the following migration
policies:
• Proposed which represents the proposed migration pol-
icy presented in Section IV-B,

• PerfOracle which represents the exhaustive-search-
based oracle policyw.r.t. performance gain as introduced
in Section IV-A,

• PdOraclewhich represents the exhaustive-search-based
oracle policy w.r.t. TSPD-budget gain as introduced
in Section IV-A, and

• HotCold which represents the class of policies that
migrate tasks from hot (active) to cold (idle) cores.

Among these policies, PerfOracle and PdOracle are not prac-
tical for use at run time in a real system due their high com-
putational complexity. In our experiments, they only serve as
references (optimal policies) when considering performance
and TSPD budget, respectively, as the policy’s optimization
objective.

12Note that the decision-making procedure of the proposed migration
policy is agnostic to the choice of scheduling policy applied to each core and
the number and choices of tasks running on each active core. Its decision-
making procedure depends only on the activity state of cores, i.e., active or
idle (reflected by inputA = [ai] in Algorithm 1) and the intermediate results
of the TSPD analysis computed based on the activity state of cores (reflected
by input R = [ρ∗i ] in Algorithm 1).
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For each system utilization sample, each migration pol-
icy performs core-level migrations for as long as it envi-
sions a subsequent migration to be of advantage w.r.t. its
pursued objective. More precisely, PerfOracle successively
identifies and performs migrations that yield the maximum
performance gain and, eventually, terminates when further
performance gain cannot be attained by a subsequent migra-
tion. PdOracle performs migrations that yield the maximum
TSPD-budget gain and terminates if no further gain can be
attained through a subsequent migration. HotCold performs
migrations successively so long as temperature differences
exist between active and idle cores of each type. The termi-
nation policy of the proposed approach is similar to that of
PdOracle, see Section IV-B for details. An upper bound of
15 successive migrations is considered per utilization sample.
Most policies, however, terminate before reaching this limit.

D. RESULTS: SINGLE MIGRATION
To assess the capability of the proposed policy in enhancing
the TSPD budget and performance of the system, we have
measured the gain attained in these qualities by each of the
investigated policies when performing a single migration,
namely, their first migration for each utilization sample. For
different system utilization levels, Fig. 3 provides the results
as an average among all 1,000 considered samples corre-
sponding to each utilization level.

Figure 3-top reflects the TSPD-budget gain attained by the
investigated policies relative to the gain yielded by PdOracle
which performs optimally in maximizing the TSPD budget.
As demonstrated, the proposed policy achieves TSPD-budget
gains comparable to that of the PdOracle policy while intro-
ducing only a fraction of the compute overhead imposed by
that (see the computational complexities reported in Foot-
notes 8 and 10). On average among all utilization levels,
the TSPD-budget gain of the proposed, PerfOracle, and Hot-
Cold policies lie within the 92%, 47%, and 46% range of
the optimal gain delivered by PdOracle, respectively. This
demonstrates the effectiveness of the proposed policy in opti-
mizing the TSPD budget of the system. Among all policies,
HotCold exhibits the least impact on the TSPD budget of
the system which, as discussed in the following, results in
poor performance gain for such policies that aim at reducing
temperature gradients greedily.

Figure 3-bottom provides the performance gain attained
by each investigated policy relative to the gain yielded by
PerfOracle which performs optimally in maximizing perfor-
mance. As shown, the maximal TSPD-budget gain of PdOr-
acle enables this policy to attain a decent performance gain
which lies within the 79% range of the optimal performance
gain delivered by PerfOracle. The performance gain yielded
by the proposed policy closely follows that of PdOracle and
lies within the 71% range of the optimal gain. The perfor-
mance gain of the HotCold policies lies within the 45% of
the optimal gain, rendering this policy the least effective
approach in optimizing the system’s performance. Note that,
when performing a single migration, the PerfOracle policy

FIGURE 3. The average gain in TSPD-budget (top) and
performance (bottom) attained by each migration policy when
performing a single migration. The results are reported for different
system utilization levels (% active cores), relative to the gain delivered by
the optimal policy for the respective metric, namely, PdOracle for
TSPD-budget gain and PerfOracle for performance gain.

performs optimally in maximizing the performance gain.
Therefore, the performance gain reported in Fig. 3 could be
taken as a quantitative measure of how well the goal pursued
by each policy correlates with maximizing the system’s per-
formance under thermal constraints.

E. RESULTS: MULTIPLE MIGRATIONS
By performing multiple migrations successively, the inves-
tigated policies adapt the distribution of active cores in the
system gradually to maximally enhance the system’s TSPD
budget and/or performance. Figure 4 provides the obtained
overall gain results when the policies perform task migrations
in succession for as long as they deem a subsequent migration
beneficial w.r.t. their pursued goal as detailed in Section V-C
(yet, not exceeding 15 migrations).

Figure 4-top provides the TSPD-budget gain attained by
the policies relative to the gain yielded by PdOracle which
performs best in maximizing the TSPD budget in the sys-
tem.13 As demonstrated, the proposed policy achieves a
significant gain in TSPD budget compared to PerfOracle

13Note that, while PdOracle performs optimally in maximizing the TSPD-
budget gain in a single migration, it may yield a sub-optimal gain when
performing x ≥ 2 successive migrations even though it outperforms the other
policies. The reason here is that the search space of PdOracle is restricted to
a single swap of active and idle cores per migration. As it cannot capture the
TSPD-budget impact of multiple swaps at once, it may not find the globally
optimal sequence of migrations if that sequence contains migration choices
that are not necessarily optimal in yielding maximal TSPD-budget gain in
their respective migration step.
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and HotCold. In fact, on average among all utilization lev-
els, the TSPD-budget gain of the proposed, PerfOracle, and
HotCold policies lie within the 70%, 26%, and 29% range of
the gain delivered by PdOracle, respectively.

Figure 4-middle reflects the performance gain attained
by each policy relative to the gain yielded by PerfOracle.
Interestingly, although PerfOracle performs optimally in
maximizing performance in a single migration decision,
it almost always exhibits an inferior performance gain when
performing several migrations in sequence. The reason here
is that PerfOracle disregards thermal aspects altogether in its
migration decisions. Hence, it often drives the system into
local performance optima within only 1–2 migrations so that
subsequent migrations cannot offer any further gain in perfor-
mance. This is also reflected in Fig. 4-bottom which provides
the average number of migrations performed by each policy
before termination. On the other hand, PdOracle and the
proposed policy outperform PerfOracle by 66% and 14%,
respectively, in optimizing the system’s performance through
a series of migrations, as given in Fig. 4-middle. Among
all policies, HotCold offers the lowest gain in performance.
The observations above advocate for TSPD-budget gain as
the superior objective to be pursued in order to optimize
performance under thermal constraints.

Recall that the two oracle policies are used only as ref-
erences, since they are not viable for online use due to
their immense compute overhead. Among the two practi-
cal policies, namely, Proposed and HotCold, the proposed
policy achieves an average performance gain which is over
2× higher than what HotCold delivers. Moreover, as sug-
gested by Fig. 4-bottom, the proposed policy obtains this gain
through a considerably lower number ofmigrations compared
to HotCold. On average, the proposed policy terminates after
2–3 migrations. However, as achieving a uniform thermal
distribution in the system is fairly unlikely, HotCold never
reached its termination criterion in our experiments, so that it
was terminated by the enforced upper bound of 15migrations.
Moreover, we have frequently observed scenarios in which
HotCold gets trapped in an oscillation loop of migrating
tasks between one and the same pair of cores infinitely.
In our experiments, the overhead of migrations were taken
to be negligible. However, when the overhead accumulates
over the large (or even infinite) number of migrations trig-
gered by HotCold, it can outweigh the attained performance
gain. Note that the number of migrations triggered by Hot-
Cold can be alleviated by considering a temperature-gradient
threshold for triggering migrations and identifying oscilla-
tion cases to prevent revisiting an already visited utiliza-
tion scenario. Such remedies, however, cannot improve the
performance gain of HotCold beyond the measures reported
above.

To obtain insight into the absolute performance and TSPD
gain attained by each policy, Fig. 5 provides the distribution
of the respective gains. Considering average-case system uti-
lization ranges of 30–70%, among the two oracle policies,

FIGURE 4. The average gain in TSPD-budget (top) and
performance (middle) achieved by each migration policy when
performing a series of successive migrations. The results are reported for
different system utilization levels (% active cores), relative to the gain
delivered by the policy which performs optimally in that respect when
performing a single migration, namely, PdOracle for TSPD-budget gain
and PerfOracle for performance gain. The bottom plot provides the
average number of migrations performed by each policy before
termination (with an upper bound of 15 migrations).

PdOracle achieves an average TSPD-budget gain of 4.4%
(up to 10.5%) and an average performance gain of 1.5%
(up to 5.2%), as illustrated in Fig. 5-top and Fig. 5-bottom,
respectively. PerfOracle, on the other hand, exhibits inferior
results in both aspects, achieving an average TSPD-budget
gain of 1.5% (up to 7.3%) and an average performance gain
of 0.9% (up to 4.2%). Contrarily to that, the proposed policy
yields an average TSPD-budget gain of 3.1% (up to 9.4%)
whereas the average gain delivered by HotCold is restricted
to 1.4% (up to 9.2%). Notably, at each utilization level, the
HotCold policy even reduces the TSPD budget of the system
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FIGURE 5. The distribution of the TSPD-budget gain (top) and performance gain (bottom) attained by each migration policy when performing a series of
migrations in succession. The cross mark in each box represents the average value.

in nearly 25% of samples (see the bottom whiskers14). This
also leads to comparable observations in terms of perfor-
mance where HotCold incurs performance degradation in
nearly 25% of the samples as shown in Fig. 5-bottom. In fact,
HotCold exhibits an average performance gain of 0.5% (up to
4.0%) across the typical utilization range of 30–70%. On the
other hand, the TSPD-budget gain attained by the proposed
policy enables it to yield an average performance gain of 1%
(up to 4.4%) over the same range of utilization levels, hence,
offering a 2× higher performance gain compared to HotCold.

F. DISCUSSION AND OUTLOOK
In our experiments, the performance impact of transient
effects of task migration, e.g., the relocation overhead or
cache warm-up, is not reflected as we evaluate performance
in terms of the steady-state throughput. The impact of these
effects is typically insignificant in systems with a moderate
degree of dynamism (i.e., the rate at which new applica-
tions are deployed or running ones are terminated). In highly
dynamic systems, however, the performance impact of such
effects may become significant. The degree of imposed over-
head there depends on several factors, e.g., the frequency of

14In a box plot, the bottom whisker reflects the range of samples between
the minimal value (lower end of the whisker) and the first quartile (lower end
of the box). Thus, 25% of samples fall into the range of the bottom whisker.

migrations, the migration mechanism in use which specifies
how a given migration is performed, and the memory scheme
of the system (shared or distributed) which specifies how
much data need to be relocated between the source and
destination cores. Reflecting the absolute overheads in the
reported performance-gain results would restrict the expres-
siveness of our evaluations to the degree of dynamism, choice
of migration mechanism, and memory scheme assumed for
the target system and, hence, render the results irrelevant for
systems deviating from that choice. Therefore, we instead
report the number of migrations performed by each policy
to provide an abstract indicator of the transient performance
overhead of each policy relative to the others. Note that,
since the proposed policy relies on far fewer migrations
compared to HotCold (see Fig. 4-middle) and, thus, imposes
a far smaller migration overhead, the performance-gain gap
between the proposed policy and HotCold is expected to
grow even larger than the measures reported in Section V-E
if migration overheads are accounted for.

The experimental results give evidence that, for hetero-
geneous target systems, a task migration policy oriented
towards maximizing TSPD offers higher potential for per-
formance improvement compared to a migration policy that
aims at maximizing thermal balance. The proposed migration
policy manifests a lightweight heuristic for TSPD-oriented
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migration decisions. Among the possible directions that
the proposed policy could be extended in the future, two
directions appear particularly promising, namely, extension
towards other migration patterns and extension towards sys-
tems with QoS requirements). In the following we briefly
discuss these direction.

The proposed migration policy pursues maximizing TSPD
through migrations that relocate the complete workload of
an active core to an idle core of the same type. A possible
direction for future work is to extend this decision space
to consider other migration patterns for changing the dis-
tribution of active cores in the system, e.g., migrating tasks
between cores of different types, merging the workload of
two active cores, or offloading parts of the workload of an
active core to an idle core.

The main focus of this paper has been on the average-
case performance of the system which is a central goal
for best-effort systems. The proposed migration policy can
be adopted, however, in a real-time and/or mixed-criticality
context as well, since it fulfills a crucial prerequisite of
such systems, namely, the prohibition of thermal violations,
as pointed out in Section II. Nonetheless, incorporating it
into such systems requires careful evaluation and filtering of
the migration options to ensure seamless satisfaction of the
system’s QoS constraints, for instance, by means of an online
migration timing analysis and admission check in the case
of applications with real-time constraints (see, e.g. [51], for
details on such techniques). Extending its decision criteria
for such systems and investigating its effectiveness in such a
setting, therefore, presents another direction for future work.

VI. CONCLUSION
This paper presented a task migration policy for thermal-
aware performance optimization in heterogeneousmany-core
systems. Based on the observation that performance opti-
mization under thermal constraints correlates with maximiz-
ing the Thermally Safe Power Density (TSPD) budget in the
system, the proposed policy aims at optimizing the TSPD
budget and uses Dynamic Voltage and Frequency Scaling
(DVFS) to exploit the power-density budget of active cores
to maximize the system’s performance. The proposed policy
is developed based on an analytical power-budgeting scheme
that enforces thermal safety. Hence, by using this analysis
coupled with DVFS, it eliminates thermal emergencies by
construction. Experimental results demonstrated the supe-
riority of the proposed policy in performance optimization
under thermal constraints when compared to existing poli-
cies which aim at greedily reducing the average, variance,
or gradient of temperature as an indirect means to enhance
performance.
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