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ABSTRACT Text Classification is an important research area in natural language processing (NLP) that
has received a considerable amount of scholarly attention in recent years. However, real Chinese online
news is characterized by long text, a large amount of information and complex structure, which also
reduces the accuracy of Chinese long text classification as a result. To improve the accuracy of long text
classification of Chinese news, we propose a BERT-based local feature convolutional network (LFCN) model
including four novel modules. First, to address the limitation of Bidirectional Encoder Representations from
Transformers (BERT) on the length of the max input sequence, we propose a named Dynamic LEAD-n
(DLn) method to extract short texts within the long text based on the traditional LEAD digest algorithm.
In Text-Text Encoder (TTE) module, we use BERT pretrained language model to complete the sentence-level
feature vector representation of a news text and to capture global features by using the attention mechanism
to identify correlated words in text. After that, we propose a CNN-based local feature convolution (LFC)
module to capture local features in text, such as key phrases. Finally, the feature vectors generated by the
different operations over several different periods are fused and used to predict the category of a news text.
Experimental results show that the new method further improves the accuracy of long text classification of
Chinese news.

INDEX TERMS Bidirectional encoder representations from transformers, Chinese long text classification,

convolutional neural network, natural language processing, representation learning.

I. INTRODUCTION

Text Classification (TC) is a key task in Natural Language
Processing (NLP), which aims to assign predefined labels or
classes to texts. And news categorization plays a key role in
the TC. It refers to building a model that obtains the topic of a
text. So, it is an indispensable part in application fields such
as information retrieval and recommendation systems. Spe-
cially, this paper resolves the problem of news categorization
for Chinese long texts.

In the past few years, deep learning methods have made
great progress in NLP areas such as sentiment analysis [1],
news classification [2], and machine translation [3]. On one
hand, Convolutional Neural Networks (CNNs) work well in
the case of detecting local and position invariant patterns
(e.g., VGG [4], ResNets [5]). Kalchbrenner et al. [6] and
Kim [7] applied CNNs to the TC task. It is used to cap-
ture local salient features such as keywords in text and to
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complete the TC task. However, CNNs may fail to capture the
global features. For example, the word “apple” sometimes
denotes a fruit, but sometimes a brand of product which
needs the correlated words (i.e., contextual information) to
make an accurate judgment. Therefore, Hughes er al. [8],
Liu et al. [9], and Zhang et al. [10] proposed some novel
neural network models based on CNN and associated with
other techniques. On the other hand, Pre-trained Language
Models (PLMs), represented by Bidirectional Encoder Rep-
resentations from Transformers (BERT) [11], have achieved
good results for short TC tasks. It benefits from the atten-
tion mechanism, which is effective to capture global features
of sentences or documents by identifying correlated words
in text. Soon after, a few variant models of BERT were
generated, such as RoBERTa [12], ALBERT [13], Distill-
BERT [14], and SpanBERT [15]. Especially, Cui et al. [16]
introduced several PLMs for Chinese in conjunction with the
Whole Word Masking (WWM) mechanism. However, the
BERT model only allows input of sequences with less than
512 tokens.
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Many efforts have been made to address the limitation of
BERT on the length of the max input sequence (i.e., 512).
Sun et al. [17] used a truncation method that only retained
the first few tokens in a long text. Pappagari et al. [18] and
Jin et al. [19] split long texts into multiple segments, which
are fed into a model. However, all the above approaches have
a potential to undermine the semantic integrity of a sentence.
Akhter et al. [20] used a single-layer multisize filters convo-
lutional neural network (SMFCNN) to study document clas-
sification. However, it is difficult for a single model to learn
both local and global text features. Jin et al. [19] combined
CNN and LSTM for Chinese long text classification based
on BERT. However, they stacked the models simply. As a
text feature vector output by BERT is not able to express
the most original text features. Therefore, the original text
representation should be fed to a model such as CNN to
extract features when combining other models with the BERT
models.

In summary, there are two main challenges in the task
of categorizing long text of Chinese news. Generally, it is
relatively long that the length of texts to be classified. It is
not less than 1000 tokens and can even be up to tens of
thousands of tokens. Consequently, it also directly affects the
accuracy of long TC tasks. The another challenge is that the
local and global features are often confused in long text of
Chinese news. That is, the models are expected to have the
ability to recognize local and global features. In summary, the
challenges still make Chinese long text classification problem
difficult. At the same time, in this paper, we carefully analyze
the real Chinese news text data. We find that the meanings
expressed by sentences at the beginning and end of Chinese
news texts are closer to the topic. The traditional LEAD [21]
digest algorithm is a good choice, which is a simple extrac-
tive summarization. However, the LEAD requires manually
setting the number of extracted sentences, and the length of
each sentence is variable. Therefore, we improve the LEAD
summarization algorithm to extract more relatively important
sentences at the beginning and end of the document.

Based on the above, we propose a novel model called Local
Feature Convolutional Network (LFCN) model to improve
the performance of Chinese long classification to address the
two challenges. First, in this paper, we improve the LEAD
to extract as many sentences as possible on a maximum
length of 256, which is called Dynamic LEAD-n (DLn).
In this way, it overcomes the limitation of BERT on the
length of max input sequence. Likewise, it reduces the time
and resources of training by setting the max input sequence
length to 256. On the basis, this paper utilizes BERT to
complete the sentence-level feature vector representation of
news texts, and learn their contextual representations (i.e.,
global features of sentences and documents). Then, we use
convolution operation to capture local salient features such as
key phrases in text. Finally, the text feature vectors generated
by the different operations for several different periods are
selected in LCFN. They are fused as the final representation
of the news texts, and used for the TC task.
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The main contributions of this paper are as follows:

1) This paper proposes a LEAD-based extractive summa-
rization algorithm called DLn. It is a simple and efficient way
to extract long Chinese texts.

2) This paper proposes a LFCN architecture based on
BERT and CNN aiming at the long text classification problem
of Chinese news. It can capture local and global text features.

3) In this paper, we build a more time-sensitive Chinese
news TC dataset, called MCNews. The MCNews dataset was
obtained from major internet news and official media via the
web in May 2021.

4) Extensive experiments have been conducted on the
THUCNews and MCNews datasets. The experimental results
show that the new method is reasonable and effective.

Il. RELATED WORK

Professor Hans first introduced the concept of TC in 1958 and
applied the ideas of probability statistics to the TC tasks [22].
As technology continues to evolve, deep learning methods
are becoming dominant in a variety of TC tasks. As the
best embodiment of representation learning (e.g., [23], [24]),
deep learning can automatically construct features and solve
the problem of artificial feature construction. Representation
learning is the process of learning a parametric mapping from
the original input data field to a feature vector or tensor. It is
hoped that more abstract and useful concepts will be captured
and extracted to improve performance on a range of down-
stream tasks [25]. In NLP, the applications of representation
learning mainly include unsupervised/supervised pretraining
of text, distributed representation, and transfer learning. For
example, representatives of unsupervised learning and dis-
tributed representations are greedy layer-wise unsupervised
pretraining [26] and word embeddings [27], respectively.
Besides, there are some other representation learning meth-
ods, such as joint versus independent multiview hashing for
cross-view retrieval, which is used for data with an increasing
number or a large number of views. In this paper, most of the
study is based on the BERT PLMs and CNNs. Therefore, this
paper briefly reviews the two related approaches.

A. CNN-BASED MODELS

CNNs are good at learning local and location-invariant fea-
tures [28], such as “Taylor Swift”, “Metaverse” and other
topic-related keywords. CNN-based TC model was earlier
proposed by Kim [7]. They built a simple CNN model based
on word2vec [29]. And CNNs with only one layer of convo-
lution performed well like this.

In recent years, researchers have proposed numerous
novel CNN-based models. Wang et al. [30] proposed a
CNN-based framework that combines explicit and implicit
representations of short texts for classification. Trusca and
Spanakis [31] proposed a Hybrid Tiled Convolutional Neural
Network (HTCNN) model that applies filters only to words
that appear in similar contexts and their adjacent words. The
study by Alam et al. [32] discussed the CNN approach to
short TC by given a short text. The model generated a textual

34047



IEEE Access

X. Chen et al.: Long-Text Classification Method of Chinese News Based on BERT and CNN

representation by using words and entities. Yan et al. [33]
proposed a CNN-based model to improve the accuracy of TC
tasks. Zhao et al. [34] developed a method for interpreting
CNN s to solve TC problems. As a result, CNN has become
one of the favoured architectures for TC tasks.

B. PRE-TRAINED LANGUAGE MODELS

Recently, a large body of work has shown that PLMs on large
corpora can learn generic language representations, which
facilitates NLP downstream tasks and avoids the need to train
new models from scratch [35]. For specific NLP tasks, only
an additional output layer is added on top of the PLMs and
then simple fine-tuning is performed.

PLMs can be divided into two categories, autoregressive
and autoencoding PLMs [28]. One of the earliest autoregres-
sive PLMs was GPT, released by the OpenAl team [36]. It is
a unidirectional model that predicts a text sequence word by
word from left to right (or right to left), meaning that the
prediction of each word depends on the previous prediction.
The OpenAl team has released several new versions of GPT
(e.g., GPT-2 [37], GPT-3 [38]). There are also a few other
autoregressive PLMs, such as ELMO [39] and XLNet [40].

One of the most widely used autoencoding PLMs
is Google’s BERT [11] based on bi-directional Trans-
former [41]. Unlike GPT, BERT uses an unsupervised
Masked Language Model (MLM) task for training. This
unsupervised task masks several tokens at random and
then predicts those tokens that are masked. In the same
year, Facebook changed BERT’s design selection and train-
ing strategy and released an improved version of BERT,
RoBERTa [12]. Subsequently, Cui et al. [16] released
a series of Chinese BERT PLMs, such as BERT-wwm,
BERT-wwme-ext, and RoBERTa-wwm-ext, in conjunction
with Google’s subsequent WWM mechanism. Sun et al. [42]
proposed a Chinese PLM incorporating glyph and pinyin
information, namely ChineseBERT. ChineseBERT achieves
state-of-the-art performance on several Chinese NLP tasks.

lll. METHOD

In order to solve the problem of news classification for
Chinese long text, this paper proposes a LFCN model, whose
network architecture is shown in Figure 1. First, in this paper,
we use the DLn digest algorithm to extract short text pairs in
long texts. Next, in the Text-Text Encoder (TTE) layer, we use
the BERT embedding method to convert the texts into input
vectors. And we use the multilayer bidirectional Transformer
feature extractor of BERT to capture global expressions of
feature relationships between words. In the Local Feature
Convolutional (LFC) layer, we use convolution operation to
extract local salient features such as key phrases contained in
texts. Then, the multiple feature vectors of text output from
the above two layers are fused. And the result is used as the
final feature vector representation of a text. Finally, there is
a classifier layer, where we use a single layer feedforward
network to predict the category of a news text from the feature
vector. The details of the implementation of LFCN and its
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FIGURE 1. Architecture of local feature convolution network (LFCN).

rationale are described in the subsequent subsections of this
article.

A. PROBLEM DEFINITION

In the problem of Chinese news long text classification, the
dataset is denoted as a set D = {(t1,c1), (t2,¢c2), -,
(ti,¢i), -+, (ty, cn)}, where n is the size of the dataset, ¢;
represents a news text, and ¢; represents a category of the
news text. Each piece of data (#;, ¢;) is a text and its label.
A text #; is denoted as a sequence of token (i.e., t; =
{x1.x2, -+, xi, -+, x;}), where x; is the ith token in the text,
l; is the length of the ith text, and its size varies with the
length of text. The categories of news texts include “Sports”,
“Business”’, “House”, “Health”, etc. The goal of news text
classification is to assign preset category labels to each text.

B. PROBLEM ANALYSIS

Online news text data has the following characteristics: long
text length, diversity of categories, text features between
different categories are easily confused [43]. Text features can
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be grouped into two categories, local and global features. One
of the most representative local features is key phrases. They
could be phrases that express specific topics like “NBA”.
In Chinese texts, there are often some ambiguities that require
more correlated words to be recognized, which are called
global features. It shows that the major difference between
local and global features is that the model requires a different
number of relevant words (i.e., different receptive field sizes)
in order to capture them. Texts often contain many local and
global features, which brings a new challenge to recognize
them.

C. DATA PREPROCESSING

There are few existing long text datasets of Chinese news
with low timeliness. To address this, a Chinese news long text
classification dataset, called MCNews, is constructed in this
paper. Due to the large number of useless characters in the
obtained online news text data, we perform a series of prepro-
cessing operations on the native text data. Data preprocessing
includes the collection, cleaning, and segmentation of news
text data. In addition, we deal with the long news texts.

1) COLLECTION OF NEWS TEXT DATA

The MCNews dataset was obtained for this paper in
May 2021 from major Internet news (Sina, Netease,
Thepaper.cn, etc.) and official media (Xinhua, People’s
Daily, China News, etc.) via the Internet. The dataset
includes about 15200 news text data from nine categories,
including “Business”, “House”, “Education”, ‘““Technol-
ogy”’, “Sports”, “Game”, “Entertainment”, “Military”,
and “Auto”. The data distribution for each category and data
sources in the MCNews dataset are shown in Figure 2 and
Figure 3, respectively.

1200

® Business = House = Education
Technology ® Sports ® Game
® Entertainment = Military ® Auto

FIGURE 2. Data distribution of each category in the MCNews dataset.
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FIGURE 3. Distribution of data sources in the MCNews dataset.

2) CLEANING AND SEGMANTATION OF MCNEWS DATASET
Data cleaning mainly includes removing useless characters
and incomplete text data. Specifically, we remove blank
characters, links, and other useless characters. Finally, the
data from each category is divided into training and validation
sets in a 7:3 ratio.

3) DEALING WITH THE LONG TEXTS

To address the limitation of BERT on the length of the max
input sequence and to reduce computational cost, this paper
proposes a simple and efficient digest algorithm based on
LEAD, called DLn. For example, LEAD-3 means to distill
the first three sentences [21]. As shown in the “DLn”” module
of Figure 1. The DLn digest algorithm is processed in detail
as follows.

Step 1: Determine the sentence separators. The presence
of a separator means the end of a complete sentence. And the
sentence separators used in this paper include: “:’, ¢;’, ‘I’, ‘7,
of, )y ) P and <) ¢

Step 2: Extract the short texts. In this paper, we take short
texts of equal length from the beginning and end of a long
text, respectively. In particular, we set the max input sequence
length of the model to 256. Thus, after removing the special
classification symbol [CLS] and the separator [SEP], the
short text in the above contains 127 words.

Step 3: Delete the incomplete sentences in the short texts.
As the length of each sentence is not fixed, the last sentence or
the first sentence in an extracted short text may be incomplete.
In order to ensure the semantic integrity of each sentence,
we have removed incomplete sentences. The DLn digest algo-
rithm pseudo-code is shown in Algorithm 1. A visualization
of the DLn digest algorithm is shown in Figure 4.

D. TEXT-TEXT ENCODER LAYER
BERT [11] is a popular pretrained language model. It consists
of two unsupervised tasks in the pretraining phase, namely
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Algorithm 1 DLn
Input: Original long text: original_text
Output: Short text: text_pair
1: Define an array of sentence separator marks =[: ;! ? o :
371,
2: Calculate the length of the original long text: len
3: if len > 254 then
Extract the first 127 tokens textl and the last
127 tokens text2 in long text
5: Get the last token t1 of textl and the first token t2 of
text2
if t1 not in marks then
Delete the incomplete sentences at the end of
textl to get a new textl
end if
9: if t2 not in marks then
10: Delete the incomplete sentences at the top of text2
to get a new text2
11: end if
12: end if
13: Encapsulate return values text_pair = textl, text2
14: return text_pair

1.7 RN ERT X INBEaRT! .. EEIEENREXL, i
Original |B-fB/RGA—ICAS =S, X MNHBKMBBDRBCLLIRGH TINN, FREEIRAN
Long |M. ... ESFIMRREESILABERSREIIRAE. BAERNITRINRIE
Text 5‘:.:‘9??, {EERBMESTEE T, Mol lithps<y, IRP=R=5, M—BTENAmaENK
e wev o

1.7 — SR ERTREXNHAE
Segment |4 .., FEREMITENEERL, N2 RIRIEDFF, (BIERRHEETEE
Of Text |[B/RAT—BAS=S, BNHIRIHEND T Bl F, IRFPER=
R ERBE TR, FER , —BREENAEER, ...

[EIEHRERIASAEEST, BIATERMAT

17— EST RS | | R RIRANES T E, |
Final |84 ., EEMREANRELL, NS | ERRESET, s,
Text [EABTCAS=S, XHKORDND | RESU=, MG
HELL B TR, R

FIGURE 4. An example of the DLn summary algorithm.

MLM and Next Sentence Prediction (NSP). In this way, it can
learn a more comprehensive contextual representation by
identifying correlated words in sentences or documents. The
input embeddings for BERT are the sum of the token, seg-
ment, and position embeddings. It uses position embedding
to encode the token sequences without a need for recurrent
architecture, and it uses segment embedding to differentiate
the input sentences [44].

In this paper, the TTE module uses BERT to encode both
Text T1 and Text T2. As shown in the “Text-Text Encoder”
module in Figure 1. Some scholars (e.g., Sun et al. [17] ) do
not distinguish between short text pairs taken at the beginning
and end of long texts, treating them as a ‘‘single sentence”
classification task when using the BERT embedding method.
A simple visual example is shown in Figure 5.

In this paper, we differentiate the generated short
text pairs and treat them as a ‘“‘sentence pair’ clas-
sification task. Specifically, we propose to encapsulate
short text pairs together into a single token sequence
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FIGURE 5. BERT input representation for the “single sentence”
classification task.
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FIGURE 6. BERT input representation for the “sentence pair”
classification task.

([CLS], t1y,t1p, - -+ ,t1i, -+, 21,y [SEP], 121,127, - -+ , £2;,
, 12, [SEP]), where [CLS] represents the special clas-
sification marker, [SEP] represents the special segmented
paragraph marker, 71; and 72; represent the ith token of the
corresponding text. A visual example is shown in Figure 6.
The input embeddings are then constructed as in BERT [11].
Formally, the input is defined as X = (x1,x2, -+ , xj, -+,
xp), where x; € R4 is the embedding constructed by sum-
ming the ith token through the corresponding token, segment,
and position embeddings, d is the maximum embedding
dimension of the hidden layer, and / is the length of max input
sequence. In layer j, a short text pair embedding is denoted
as EV) = (e1,er, - ,e;,---,e), where e; € R4 coin-
cides with the corresponding x; dimension. EV) is obtained
by (1-(8).

Z=FE"! )
Zw?2) (zwk)"
H(Z) = softmax (’)# (sz)
(%)
2
MultiHead(Z) = Concat (H+, ..., H;,...,H,) W° 3)
Xi — [
LN(xl)_oz*—g_z_i_g—i-,B )
S = LN(Z + MultiHead (Z)) (5)
x, x>0
ReLU(x) = 0 <0 (6)
FCFN(S) = ReLU (SW{ + b)) Wy + b (7
EY = LN(S + FCFN(S)) ®)

where {WIQWleV} e RE, WO ¢ RIX W,

RIxh-s W, ¢ Rh-sxd p, c RI¥D-Sandp, € R!I*4 are
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learnable parameter matrices. & is the number of attention
heads, A_s is the hidden layer size in a fully connected feed-
forward network (FCFN), LN represents layer normalization,
x; denotes the ith sample data of the input, 42 and o> denote
the mean and variance of the feature vectors of each sample
data, respectively, ¢ denotes a decimal (added to the variance
to avoid dividing by zero), « and 8 denote the scaling and
translation parameters, respectively. In particular, E© =x.
Throughout the model, 12 layers like this are stacked.

In the TTE layer, the attention mechanism is effective
to identify the connections between words in the text. In a
nutshell, attention in language models can be interpreted as a
vector of importance weights [28]. In this way, the model can
better capture the global text features.

E. LOCAL FEATURE CONVOLUTION LAYER
After the text vector has passed through the TTE layer, the
model learns a large number of global features by identifying
the correlation between words or tokens in text. For the model
to capture more local and global features in text, this paper
adopts the idea proposed by Kim [7] to capture local salient
features such as keywords in the sequence, i.e., using multi-
ple filters for one-dimensional convolutional operation. For
example, when the convolutional kernel size (local receptive
field) is 3, it may be interpreted as follows: the model learns
the degree of association of a word with the preceding and fol-
lowing words through convolutional operations. When fusing
BERT with CNN models, some scholars [19], [44] directly or
hardly directly input feature vectors from the BERT output to
the CNNs, which can destroy some original features in text.
Therefore, in the TTE module, the output feature vector of the
first layer is fed into the LFC layer and used to capture local
salient features such as key phrases in text, while preserving
the original features of the text as far as possible. As shown
in the “Local Feature Convolution” module in Figure 1.
Formally, assume thate; € R'*? is the d-dimensional input
embedding of the ith token in the corresponding TTE layer
input sequence, and that a sequence of length [ is represented
as a sequence vector E1.; € R!*4  as shown in ).

Ei.u=e ®e2® - - Deid---De 9)

where @ is the concatenation operator. In general, E;.;y;
denotes the consecutive tokens e;, i1, - ,ejyj. A one-
dimensional convolution operation involves a filter W €
R™*4 which is applied to a window of m tokens to produce
a new feature. For example, the feature f; € R is generated
from the ith to the (i + m — 1)th token, as shown in (10).

fl =f w 'Ei:i+m—1 +b) (10)

where f is a non-linear function (e.g., ReLU, Tanh, etc.), and
b € R is a bias term. This filter is applied to each possible
token window in the sequence {E1.;, E2pt1, -+ s El—m+1:1)
to generate a feature map F € R/="+1, as shown in (11).

F=1[fi,f, - fi—msi] (11)
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We then apply max-over-time pooling to the feature
map F and take the maximum value f = max{F} as the
corresponding feature of a particular filter. Finally, each filter
produces one salient feature, which is concatenated to gener-
ate a high-level feature vector F € RY, as shown in (12).

f:z[fl,fz,...,fy] (12)

where y is the number of filters. At the same time, we use
the feature vector F as the output feature vector of the LFC
module and use it for the final TC task.

Next, in order to fuse feature vectors that express local
and global text features, this paper proposes a way of fus-
ing textual feature vectors (shown as “Avg” in Figure 1).
Li et al. [45] found that using the output feature vectors from
the first and twelfth layers in the TTE (i.e., E M and E1?) for
the classification task helped to improve the TC performance.
Considering the specificity of the LFCN model in this paper,
based on it, we then use the feature vector F output from the
LFC module for the classification task. In other words, after
the EV and E1? feature vectors are dimensioned down by
QOwnsampling, we merge the feature vectors E(l), E(lz), and
F, and use them for TC task.

Formally, in this paper, the feature vectors E(' and E(?)
are summed and averaged to obtain the fused feature vector
F € R4 ag shown in (13).

F= (E(l) + E<12>) 2 (13)

F is the final feature vector output by the TTE module.
It is consistent with the dimensionality of the feature vector
EM and E1? . And the feature vector F € QI\%] *d is summed
and averaged again with the feature vector F € R output
from the LFC module to obtain a new fused feature vector
F € R, as shown in (14).

F=(F+F)2 (14)

The number of filters y is equal to the embedding dimen-
sion d of the hidden layer, which is consistent with the
dimension of the feature vector F and F. Finally, we feed the
feature vector F to the classifier layer to complete the final
TC task.

F. CLASSIFIER LAYER
We input the feature vector F into a fully connected layer
and map the feature vector to the sample category space via
a feature space transformation [46]. This results in a higher
level of abstraction of the feature vector, which is used for
the classification task. As shown in the “Classifier” module
in Figure 1.

Formally, F € R'*? belongs to a little higher-level feature
vector. And a higher-level feature vector is represented by
R € Rk as shown in (15).

R:FW3 + b3 (15)
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where W3 € Rk is the matrix parameter, b3 € R!*K
is the bias term, k is the total number of news text cate-
gories, d is the maximum embedding dimension of the hid-
den layer, and W3 and b3 are the parameters that need to
be learned and updated. Finally, we use the softmax func-
tion to predict the category of news texts. Formally, assume
ri,r2, -+, Ii, - - , Ik represent the probability of each cat-
egory of each text (i.e., R = [ry,rp, - ,1i, -+, 1k]), the
feature vector R € R'*¥ is converted into a probability vector
P € R using the softmax function, as shown in (16)
and (17).

P = softmax(R) = [p1,p2, -+ ,pi, -+, pr]l  (16)
exp (r;)
ﬁzji;_ (17)

bD

where p; represents the probability that a news text belongs to
class i and e is an exponential function with base e. It makes
the larger values in the vector more distinctive.

In summary, the LFCN architecture based on BERT and
CNN proposed in this paper has three novelties as following:

1) Deal with Chinese long texts. In order to solve the
limitation of BERT PLMs on the length of input sequence
and to improve the accuracy of news long TC task, this paper
proposes a simple and efficient DLn digest algorithm for long
text of online news. The core idea of the algorithm is to obtain
a number of complete sentences at the beginning and end of
a long text.

2) Selection of deep learning models. PLMs, represented
by BERT, can learn generic language representations. And
they have achieved good results on short TC tasks. CNNs
are good at capturing local features such as key phrases.
Therefore, in order to equip the model with the ability to
capture both local and global features, the BERT and CNN
models are fused in this paper. Specially, to preserve the
original features of a text as possible, we input the output
feature vector of the first layer of the TTE to the LFC module.

3) Selection and processing of feature vectors. In order to
enable the model to learn more textual features in news text,
in this paper, we have selected and fused two feature vectors
output by the first and twelfth layers of TTE module and
a feature vector output by LFC module respectively. In this
way, the fused feature vector expresses the local and global
features in text.

i—1 €Xp (1)

IV. EXPERIMENTS

To improve the accuracy of the Chinese news long text classi-
fication task, a BERT-based LFCN model is proposed in this
paper. In this section, to verify the validity of the new method,
we show the results of our experiments on the THUCNews
and MCNews datasets as well as the experimental procedure.

A. EVALUATION INDICATORS

In order to verify the performance of the different classifica-
tion methods, this paper evaluates all classification methods
based on a confusion matrix. These include: True Positive
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(TP), False Positive (FP), True Negative (TN) and False Neg-
ative (FN) [47]. Specially, this paper uses four multicategory
task evaluation metrics, Accuracy, Weighted-Precision (WP),
Weighted-Recall (WR), WeightedF1 (WF1) [48]. As shown
in (18)-(21).

1 m
Accuracy = N ZTP,- (18)
i=1
1 & TP;
WP = — R 19
N;anPi—l—FP,- (19)
1 & TP;
WR = — R 20
N,Xl:anPi—l—FNl- 20)
1=
1 & 2P;R;
WF1 = — , 21
N,Xlznlpi—i—Ri D
1=

where N represents the total number of samples, m represents
the total number of categories, n; represents the number of
samples in the ith category, TP;, FP; and FN; denote the
number of positively classified, positively misclassified, and
negatively misclassified samples of the model in the ith cate-
gory, respectively. P; and R; are the precision P and recall R
of the ith category, respectively.

B. DATASETS

All experiments in this paper are conducted on the
THUCNews and MCNews datasets. Next, we briefly describe
the datasets. The overall picture of the dataset is shown
in Table 1.

1) THUCNews datasets. This dataset is part of THUCTC
(http://thuctc.thunlp.org/). In this paper, we use a ver-
sion of 65000 news items evenly distributed across
10 areas: “Sports”™, “Business”, “House’’, “Home”, “Edu-
cation”, “Technology”, ‘Fashion”, ‘“Politics”, “Games”’,
and “Entertainment” [16]. It contains 50 000/5 000/10 000
training/validation/test set data with an average text length
of 913, 882, and 969, respectively, with the longest text
containing 27 467 tokens.

2) MCNews datasets. The distribution of data features
is consistent with that provided by the A7 question in
the 10th China Software Cup (http://www.cnsoftbei.com/).
It includes 15200 non-uniformly distributed online news
items in nine fields, including “Business”’, “House”, “Edu-
cation”, “Technology”, “Sports”, “Games”, ‘“Entertain-
ment”, “Military”, and “Auto”. It was also divided into
training and validation sets in the ratio of 7:3. The average
length of the text was 1 197 and 1 238, respectively. And the
longest text contained 30495 tokens.

C. EXPERIMENTAL SETTINGS

In this paper, we use the default AdamWeightDecayOpti-
mizer optimizer in the BERT model. We set the max input
sequence length to 256, the batch size to 32, the number of
training epochs to 4 and the initial learning rate to 2 x 107>,
We use an early stop mechanism that will terminate training
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TABLE 1. Dataset statistics.

Dataset AW L S N C
THUCNews(Train) 913 27467 8 50000 10
THUCNews(Dev) 882 10919 15 5000 10
THUCNews(Test) 969 14720 13 10000 10
MCNews(Train) 1197 30495 2 11000 9
MCNews(Dev) 1238 21814 11 4200 9

C is the count of news categories. AW, L, and S denote the average,
longest, and shortest number of tokens of the text respectively. N denotes
the total number of news text data.

if the accuracy on the validation set has not improved after
two epochs of training. To accommodate the uncertainty of
MLM, five sets of identical experiments are conducted for
each BERT model, with each set of experiments saving the
best performing model on the validation set.

D. BASELINE MODELS

In this paper, eight state-of-the-art deep learning models
are selected as baseline models, including CNN, ERNIE,
BERT, BERT-wwm, BERT-wwm-ext RoBERTa-wwm-ext,
MacBERT, and ChineseBERT.

CNN: The method was proposed by Kim [7] and it uses
two-channel word embeddings. During training phase, all
embeddings are randomly initialized using word2vec [49].

MacBERT: MacBERT (MLM as correction BERT) [50]
improves upon RoBERTa by using the MLM as cor-
relation (Mac) masking strategy and the sentence-order
prediction (SOP) task.

BERT: This approach, proposed by Devlin ef al. [11], is a
novel language model using a bidirectional encoder represen-
tation in Transformer.

BERT-WWM: Cui et al. [16] used the WWM mecha-
nism, and they introduced several Chinese BERT PLMs.
The BERT-wwm, BERT-wwm-ext, and RoOBERTa-wwm-ext
PLMs have been chosen for this paper.

ERNIE: ERNIE (Enhanced Representation through
kNowledge IntEgration) [51] applied different masking
strategies to optimize the masking process of BERT, which
includes char-level masking, phrase-level masking, and
entity-level masking.

ChineseBERT: ChineseBERT [42] incorporates both the
glyph and pinyin information of Chinese characters into lan-
guage model pretraining, and achieves new SOTA perfor-
mances on multiple Chinese NLP tasks.

E. MAIN EXPERIMENTAL RESULTS

The experimental results of the proposed model and the base
models on the THUCNews and MCNews datasets are shown
in Table 2.

The experimental results show that the LFCN model pro-
posed in this paper outperforms the baseline models on both
the THUCNews and MCNews datasets. It is worth noting
that the LFCN model has the highest accuracy of 99.0% and
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TABLE 2. Main experimental results (Accuracy/%).

THUNews MCNews

Model Dev Test Dev
CNN 94.9 96.5 91.0
ERNIE 98.2 97.7

BERT 97.7 97.8 93.4
BERT-wwm 98.0 97.8 94.4
BERT-wwm-ext 97.7 97.7 93.4
RoBERTa-wwm-ext 98.3 97.8 94.0
MacBERT 98.2 97.7

ChineseBERT 98.1 97.9

LFCN (ours) 98.8 99.0 96.2

96.2% on the THUCNews and MCNews datasets, 1.1% and
2.2% higher than the baseline models, respectively.

We also find that a single CNN model does not perform
very well because CNNs can only capture local features.
Overall, the BERT model and its variants outperform the
CNN model because the BERT model is based on a multihead
self-attention, which can capture global features in text easily
and understand the overall meaning of the text better. Further
more, the WWM mechanism improves the performance of
the BERT model to a certain extent. The reason is that in Chi-
nese, the same word in different contexts conveys different
meanings.

F. EXPERIMENTAL PROCEDURE AND ANALYSIS

1) DEALING WITH THE LONG TEXTS

In order to address the limitation of the BERT model on the
max input sequence. In this paper, we try three different meth-
ods to extract short texts. These include: a) Top: only keep the
complete sentence of the first 254 tokens, b) Tail: only keep
the complete sentence of the last 254 tokens, c¢) Both: keep
the complete sentences of the first and last 127 tokens in both
“Top” and “Tail” modes. We conduct experiments on the
THUCNews and MCNews datasets, and use the BERT-wwm,
BERT-wwm-ext, and RoBERTa-wwm-ext PLMs as initial
checkpoints, respectively. The experimental results are shown
in Table 3.

For both the BERT-wwm and BERT-wwm-ext models, the
“Both™ approach is preferred over the “Tail” and “Top”
approaches in many cases. There is no great distinction
between the “Top” and the “Tail” approaches, but on the
whole the “Tail”” approach outperforms the “Top” approach.
For the RoBERTa-wwm-ext model, the “Both” approach
always outperforms the “Tail”” and “Top” approaches. In the
field of Chinese news, editors may prefer to write the core
content at the beginning and end of the articles. Therefore,
in the follow-up experiments, this paper adopts the “Both”
method to extract short texts, which is called DLn digest
algorithm.
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TABLE 3. Accuracy of the three different extraction methods (%).

THUCNews MCNews
Baseline model Method Dev Test Dev
Top 97.74(97.59) 97.22(96.88) 93.98(93.51)

BERT-wwm Tail

96.48 96.09)
Both 98'50(98.45)

97.42(96.92)
98.87 (95.79)

95.08(94.54)
94.94(94.82)

TOp 98.16(97'99)
96.16 95 .85)
Both 98'70(98.51)

BERT-wwm-ext Tail

97~63(97.26)
97.78(97.21)
98.87(98.76)

93.96(93.87)
94.64(94.47)
94.76(94.29)

Top 97.88(97.83)
96'42(96,24)
Both 98'82(98.65)

RoBERTa-wwm-ext Tail

97.31(97_24)
97.63(97_57)
98'93(98.78)

94.38(94.21)
94.90(94.76)
95.33 (94,00

Form of experimental results: Max value (mean value), same below.

THUCNews(Dev)
98.90% -
98.80% -
98.70% -

THUCNews(Test)
98.95% -

MCNews(Dev)

95.60%
95.40%
95.20%
95.00%

98.90% -

98.85% - 4
298.60% - 2 .. 94.80% -
£ £ 98.80% - 2 94.60% -
g 98.50% - ol || 8 Z 04.40%

3 g
< 98.40% - é 98.75% - 2 94.20% -
94.00% -
98.70% -

98.30% ° 93.80% -

98.20% 98.65% 93.60%

max avg max avg
M BERT-wwm W BERT-wwm-ext RoBERTa-wwm-ext

FIGURE 7. Experimental results of DLn combining different PLMs.

2) SELECTING A PLM AS INITIAL CHECKPOINT

The experimental results of the BERT-wwm, BERT-wwm-ext,
and RoBERTa-wwm-ext models after using the DLn digest
algorithm are shown in Figure 7.

It is clear that the RoOBERTa-wwm-ext model outperforms
the BERT-wwm and BERT-wwm-ext models in the vast
majority of cases. Therefore, in the subsequent experiments,
this paper uses the ROBERTa-wwm-ext PLM as the starting
checkpoint for the TTE layer.

3) COMPARING WITH LEAD-3
In this paper, we have compared DLn with the traditional
LEAD-3 digest algorithm, and the experimental results are
shown in Table 4 and Figure 8.

Overall, the accuracy of the DLn method is higher than the
LEAD-3 method. In particular, the DL.n method improves the
accuracy by a maximum of 1.75% on the THUCNews dataset
and 1.49% on the MCNews dataset compared to the LEAD-3
method.

4) EFFECT OF EACH MODULE OF LFCN

Given the limited ability of a single model to capture text
features, in this paper, we combine the BERT (i.e., ROBERTa-
wwm-ext) PLM with a CNN (i.e., LFC module), called
LFCN. Ablation experiments are also conducted on the
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THUCNews(Test)
99.50%
99.00%

MCNews(Dev)
95.50%

THUCNews(Dev)

95.00%

5 520% 5 94.50%
8 98.00% 8
E 3 94.00%
S 97.50% 1]

97.00% < 93.50% -

96.50% -
96.00%

93.00% -
92.50%

max avg

max avg max avg

W LEAD-3 mDLn

FIGURE 8. Experimental results of LEAD-3 and DLn extraction methods.

TABLE 4. Experimental results of two different methods (Accuracy/%).

THUNews MCNews
Extraction method Dev Test Dev
LEAD-3 97.86(97.79)  97.18(97.08)  93.84(93.70)
DLn 98.82(9g.65) 98.93(98.78) 95.33(94.90)

THUCNews and MCNews datasets. The results of the exper-
iment are shown in Table 5 and Figure 9.

As shown in Figure 9, the model with “DLn+TTE+LFC”
tends to perform best in most cases. The accuracy and WF1
on the THUCNews dataset are as high as 98.98%. Over-
all, the use of the LFCN model (i.e., the combination of
“DLn+TTE+LFC” method) proposed in this paper is able
to deliver varying degrees of performance improvement on
the THUCNews and MCNews datasets.

5) EFFECT OF THE NUMBER OF BERT HIDDEN LAYERS

The number of hidden layers in the BERT model (i.e., TTE
module) affects its ability to capture text features. Therefore,
we investigate the effectiveness of different numbers of hid-
den layers. Then, we train the LFCN model and record the
performance in terms of accuracy.
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TABLE 5. Experimental results of the ablation experiments (%).

THUCNews(Dev) THUCNews(Test) MCNews(Dev)

Model Accuracy WF1 Accuracy WF1 Accuracy WF1

DLn+TTE 98.82 (95 65) 98.82 (95 65) 98.93(08 78) 98.93(08.78) 95.46(94.06) 95.33(94.90)

DLn+TTE+LFC 98.80(98.69) 98.80(98.69) 98.98(98.83)  98.98(0s.83)  95.56(95.13)  95.43(95.02)
THUCNews(Dev) THUCNews(Test) MCNews(Dev) ~Test(max)-=Test(avg)~Dev(max) - Dev(avg)
99.00% - T — BT R ——— 99.20%

33;2802’ LI L7 R 95.00% - 99.00% -

> 0,

o turttd T 08.00% | Zos00% b 98.80% - //

2 702470 = = = —

5 98.00% g T B AR T , ,

2 800% 3 97.00% 3 93.00% >\9&60% g //./ )

97.60% 96.00% 92.00% 2 98.40% - TS
max avg max avg max avg §98.20% ]

THUCNews(Dev) THUCNews(Test) MCNews(Dev) <98.00% |

99.00% 100.00% 96.00%

98.80% - 99.00% 05.00% 97.80%

98.60% 00% - 00% i

£ 2840% £ 98.00% — - - | = 94.00% 97.60%

o z o ol oo A
gs0% - 97.00% -~ | 93.00% 6 7 8 o o u 12
97.60% 96.00% 92.00% The number of hidden layers in BERT

max avg max avg max avg
® TTE+LFC ® DLn+TTE DLn+TTE+LEC FIGURE 10. Effect of the number of hidden layers in BERT.

FIGURE 9. Experimental results of the ablation experiment.

TABLE 6. Effect of the number of hidden layers in BERT (Accuracy/%).

THUNews
Number of hidden layers Dev Test
6 98.04(97.95) 98.60(98.55)
7 98.42(98.22) 98.62(93.38)
8 98.18(98.14) 98.65(98.57)
9 98.50(98.45) 98.7998.71)
10 98.50(0s 37) 98.76 05.71)
1 98.66 05 63) 98.8305.73)
12 98.80 95.69) 98.98 98 83

Figure 10 and Table 6 show the performance of the LFCN
model with different numbers of hidden layers. It is not
difficult to find that the LFCN achieves the best performance
when the number of hidden layers is 12 (the maximum num-
ber of hidden layers for BERTpasE is 12).

6) EFFECT OF THE BERT INPUT REPRESENTATION

Finally, experiments are conducted in this paper with two
different input embedding methods (shown in Figure 5 and

TABLE 7. Experimental results for different input methods (%).

THUCNews(Dev) THUCNews(Test) MCNews(Dev)
99.00% 96.50%
.. 98.90% - .. 96.00% -
§ 98.80% - £ 95.50% -
% 98.70% - S 95.00% -
98.60% 94.50%
max avg max avg max avg
THUCNews(Dev) THUCNews(Test) MCNews(Dev)
98.90% 99.00% 96.50%
0, -
L oame _ 98.90% - _ 96.00%
= N 2} -
= 98.75% - £ 98.80% - Z 95.50%
98.70% K-
08.65% L ' 98.70% - 95.00% -
98.60% 98.60% 94.50%
max avg max avg max avg
m single m dual

FIGURE 11. Experimental results for different input methods.

Figure 6), noted as ‘“‘signal” and ‘““dual”, respectively. The
experimental results are shown in Table 7 and Figure 11.

It is easy to find from Figure 11 that there is no significant
distinction between the two types of “‘signal” and “dual”
input representation. However, the “dual” input method out-
performs the ““single” input method in most cases.

THUCNews(Dev) THUCNews(Test) MCNews(Dev)
Model Accuracy WF1 Accuracy WF1 Accuracy WF1
single 98.80(9s.69) 98.80(98.69) 98.98 (9s.83) 98.98(98.83) 95.56(95.13) 95.43(95.02)
dual 98.84(98.71) 98.84 (98.70) 98.9598.77) 98.95(98.77) 96.24(95.46) 96.06(95.29)
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In summary, the long TC method proposed in this paper not
only solves the limitation of the BERT PLMs on the length of
the max input sequence, but also improves the performance
of long TC. It is noteworthy that the LFCN model proposed
in this paper has the highest accuracy of 98.98% and 96.24%
on the THUCNews and MCNews datasets, respectively.

V. CONCLUSION

To solve the problem of classifying long text in Chinese
news, we propose a LFCN architecture based on BERT and
CNN. In the data preprocessing phase, we propose a DLn
long text digest algorithm to extract short text pairs from
long texts and represent them using the BERT input of the
“sentence pair”’ classification task. In particular, we fuse
three feature vectors generated by TTE and LFC module into
a textual feature vector. This feature vector is used as the final
representation of the news text. And it is fed into the clas-
sification layer to predict the corresponding category of the
news text. Supported by abundant comparative experiments,
the accuracy of our proposed method is higher than that of
the base models in most cases. Notably, the highest accuracy
of 99.0% and 96.2% are achieved on the THUCNews and
MCNews datasets, an improvement of 1.1% and 2.2% relative
to the base model, respectively.

The Chinese news text classification problem is just one
branch of extracting the valuable information contained in the
massive amount of news text data. In future research, tasks
such as sentiment classification can also be carried out in
conjunction with the methods proposed in this paper. Nowa-
days, information is abundant. And the valuable information
contained in data is well worth exploring.
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