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ABSTRACT In this paper, a novel deep blind Gaussian denoising network is proposed utilizing the concepts
of gradient information, multi-scale feature information and feature denoising for removing additive white
Gaussian noise (AWGN) from images. The proposed network consists of two modules where in the first
module generates an intermediate image whose gradient information is concatenated with the features
of second module to generate the final residual image. Subtracting this residual image with the noisy
image gives the desired denoised image. The feature denoising block used in the middle of the first
module enhances the feature information of the intermediate image. The usage of gradient information of
this intermediate denoised image, together with the multi scale feature information block, in the second
module further contributes to the quality of the final denoised image. Experimental results show superior
denoising performance of the proposed method in comparison to several state of the art classical and learning
based blind denoising methods like EPLL, BM3D, WNNM, DnCNN, MemNet, BUIFD, Self2Self and
ComplexNet by a decent margin (an improvement of up to 2.4dB in PSNR, 0.07 in SSIM and 0.03 in FOM
index with the second best performing model) when experimented over BSD68, Set5, Set14, SunHays80
and Manga109 image databases.

INDEX TERMS Gradient information, multi-scale feature information, additive white Gaussian noise,
residual image, feature denoising block.

I. INTRODUCTION
The advent of multimedia and its ever increasing utility
devices have created an enormous content of data mostly
realized in the form of images and videos. Processing of
this data forms the core of many computer vision tasks. The
presence of noise, inherent in the data due to several factors
related to the acquisition procedure, poses a limitation on
their processing and further applications. Noise removal or
denoising therefore forms an intrinsic post-processing task
for image related applications. Over the years, denoising of
images have evolved from the conventional filtering based
methods [1] to model-driven optimization techniques [2] to
the more recent and highly researched learning based tech-
niques. Learning based techniques have in fact proved to be
a trend setter in the area of image denoising with multiple
deep learning based methods seen to outperform (and at
times outclass) [3], both in terms of visual quality as well as
quantitative metrics, their filtering and model-driven based
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counterparts. The traditional limitations of manual parameter
setting for filtering based methods and regularization param-
eter setting for model-driven techniques, for a fixed scenario,
is overcome in the learning based scenario. Also much of
the filtering and optimization based denoisers fail to denoise
properly in the case of various noise level [4], which is also
overcome in today’s deep learning based methods.

In the sphere of learning based techniques, convolutional
neural network (CNN) based methods are highly popular and
widely investigated frameworks for image denoising. The
concept of CNN based denoisers was first investigated in [5]
where in the authors proposed a convolutional network for
image denoising which produced better output than wavelet
based methods as well as hidden Markov models. This CNN
based algorithm did not suffer from the computational dif-
ficulty in probability learning which was faced by Markov
based models. Thereafter some more methods were pro-
posed [4], [6] before the advent of the highly popular denois-
ing convolutional neural network or DnCNN [7] framework
that was designed to restore images corrupted with AWGN of
unknown variance (blind denoising). Neural networks have
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FIGURE 1. Block diagram of proposed network (
⊙

denotes concatenation).

the capacity to model complex functions [8] by using the
concept of batch normalization [9] and residual learning [10].
Sometimes complex function modelling is not appropriate
and it becomes difficult to design a general CNNmodel which
deals with multiple levels of noise. This leads to the necessity
of developing blind image denoisers that do not require any
prior information of the noise levels for denoising. This par-
ticular property of blind denoisers is very useful for real time
image denoising also as such cases one do not have accurate
(sometimes nil) information of the noise present in the image.
Current blind denoising models, although beneficial, suffer
from certain drawbacks. Some of the earlier deep learning
based networks [4], [7], [11], [12], that deal with blind image
denoising, follow a brute force technique in order to learn the
weights of the network. In order to increase the performance
of these blind denoisers, more weight layers have to be added
which leads to the vanishing gradients problem [13].

In this paper, we propose a blind Gaussian denoising net-
work (refer to Fig. 1) by using the concepts of gradient infor-
mation, multi-scale feature information and feature denoising
for removing additive white Gaussian noise (AWGN) from
images. The proposed network takes noisy image as input and
produces residual noise as output which is then subtracted
from the noisy image to get the final denoised output. The
main contributions of proposed network are as follows: -

1) Simultaneous incorporation of gradient information,
feature denoising block and multi-scale feature infor-
mation block in a deep neural framework for superior
denoising.

2) Explicit introduction of gradient information into the
deep neural network by Sobel filter to enhance infor-
mation content (such as contours etc.) of the feature
map.

3) A multi-scale feature information block is proposed to
incorporate features of intermediate image in higher

resolution as well as in normal resolution to further
enhance the feature extraction capability.

4) Superior denoising in comparison to several state of the
art classical and learning methods like EPLL, BM3D,
WNNM, DnCNN, MemNet, BUIFD, Self2Self and
ComplexNet by a decent margin (an improvement of
up to 2.4dB in PSNR, 0.07 in SSIM and 0.03 in FOM
index with the second best performing model) when
experimented over BSD68, Set5, Set14, SunHays80
and Manga109 image databases.

II. RELATED WORK
Non learning based denoising methods can be divided into
spatial domain denoising approach and frequency domain
denoising approach. KSVD [14] is a dictionary based spa-
tial domain denoising technique where in the authors pro-
posed a K-means clustering based training algorithm on
an over-complete dictionary that best suits a set of given
signals. BM3D [15] is the most popular spatial domain
denoising approach where in the authors used collaborative
filtering technique applied on blocks to denoise Gaussian
noise corrupted images. In EPLL [16], authors proposed
a generic framework for image denoising using any patch
based prior for which a MAP estimate can be calculated.
Chen et al. proposed a noise level estimation method [17]
by establishing a relationship between the noise level and
the eigenvalues of covariance matrix of patches. They pro-
posed a non-parametric algorithm to estimate the noise vari-
ance from the eigenvalues in polynomial time. With the
help of this noise level estimation method, denoising per-
formance of tradition statistical method can be improved.
In frequency domain approaches, WNNM [18] is one of
the most popular approach where in the authors proposed a
weighted nuclear norm minimization-based image denoising
approach by exploiting the nonlocal self-similarity of images.
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FIGURE 2. Proposed CNN architecture (
⊙

denotes concatenation).

Khmag et al. proposed an adaptive denoising technique [19]
based on second-generation wavelet domain using hidden
Markov models (SGWD-HMMs). They utilize the fact that
the images are non-stationary with singularities and some
smooth areas that can be considered as stationary. In another
work, Khmag et al proposed a nonlocal means and hidden
Markov model based denoising approach [20]. In this work,
hidden Markov model is proposed to capture the dependency
between additive white Gaussian noise pixel and its neigh-
bors on the wavelet transform. Both the spatial domain and
frequency domain denoising techniques have some inherent
limitations. Let aside the rigorous statistical analysis, both
the classes suffer from the drawback of manual parameter
setting for a fixed noise level (which may not work for other
noise levels) to get the desired denoising. With the advance-
ment in deep learning methods and availability of large-scale
database, the CNN based image denoising techniques came
into existence and became need of the hour.

Learning based denoising methods [21]–[30] can be
broadly classified into two categories - blind and non-blind.
Non-blind denoising techniques work on the principle of
having the noise level parameters (associated with the noisy
image) known before hand, where as in the case of blind
denoising such parameters have to be estimated during the
denoising process. Based on these two basic categories,
we will summarize the previous works on image denoising
that has been done using neural networks.

In the category of non-blind denoising techniques, a fast
and flexible CNN based network called FFDNet was pro-
posed in [31]. The network considers a tunable noise level
map as its input, whereby it is able to handle noise of dif-
ferent levels in images for their denoising thereby offering a
much needed flexibility to the problem of denoising images
of different noise levels through a single network. A set
of fast and effective CNN denoiser for non-blind AWGN
denoising is proposed in [11] where the denoising network
is trained multiple times for different level of Gaussian
noise. A class-aware fully convolutional non-blind Gaussian

denoising method is proposed by Remez et al. [32], where
the network require class information of noisy image before
denoising. Here the denoising network is trained separately
for each of the five fixed class of images. A universal
non-blind denoising network which deals with multiple
degradation is proposed by Zhang et al. [33] in which noisy
image along with degradation maps is needed for denoising
task. These degradation maps are constructed by stretch-
ing the blur kernel and noise level. A non-blind CNN net-
work for denoising AWGN corrupted image is proposed by
Uchida et al. [34]. Here the denoising network take noisy
image and degradation attribute channels as input and gives
residual noise as output which is then further subtracted from
noisy image to produce denoised output. An adaptive non-
blind denoising network called ATDNet is proposed in [35]
where a noise level indicator network is implemented to
denoise an AWGN corrupted image. Here a baseline denois-
ing network is used along with gate-weight generating net-
work for effectively denoising the image. A recent non-blind
denoising method named as attention residual convolutional
neural network (ARCNN) is proposed in [36] where the net-
work first try to learn the underlying noise expectation using
an attention - residual mechanism followed by the denoising
process. Non-blind denoising methods performs well, but the
prior information of the input noise level parameters that
it needs for denoising are not always available in practice
thereby posing a serious limitation to their usage.

This limitation of the non-blind denoising techniques is
being overcome in blind denoising networks, where in the
noise level parameters associated to the noisy image are
estimated as a part of the denoising procedure. This makes the
non-blind techniques more popular and also flexible in terms
of usage. One of the most popular and highly used state-of-
the-art blind denoiser for Gaussian denoising is the denoising
convolutional neural networks or DnCNN [7]. In this model,
a deep CNN network is trained on randomly-sampled patches
of multiple noise levels to develop a general denoiser for
noisy image of particular range of noise level. Many blind
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and non-blind [37] recent methods has been outperformed by
DnCNN. A residual learning based blind Wavelet denoising
CNN method (WDnCNN) is proposed in [38] where the
architecture is same as DnCNN and the training of network is
done using four decomposed wavelet sub-bands. A residual
learning blind denoising network (SCNN) is proposed in [39]
where different levels of noise in input image is tackled by
using soft shrinkage activation function. A blind residual
network having same architecture as DnCNN without batch
normalization (IDCNN) is proposed in [40]. IDCNN faces the
problem of non-convergence with stochastic gradient descent
due to gradient explosion. To fix this problem, gradient is
clipped in pre-defined interval. IDCNN uses a non-fixed
noise mask for handling different noise levels by a single
model. DnCNN based denoising networks face problem
in the case of unpaired noisy images i.e. when the noisy
image does not have corresponding ground truth image for
training purpose. To solve this problem of unpaired noisy
image, a generative adversarial network (GAN) based blind
CNN denoiser [41] is proposed where the ground truth
image is generated first and then ground truth is given input
to the GAN for training the denoiser. A residual learning
based blind denoising network (ECNDNet) having same
architecture and loss function as that of DnCNN is pro-
posed in [42]. ECNDNet has difference with DnCNN in
the sense that it used dilated convolution to enhances the
receptive field of network. It also extracts more context
information and decrease the computational cost. A noise
estimation based blind CNN denoiser(CBDNet) is proposed
in [43] where two sub-networks are used for denoising.
One sub-network estimate the noise information whereas
the second sub-network provides the denoised image. Mem-
Net [12] is one recent blind gaussian denoising CNN net-
work which performs slightly better than DnCNN and uses
adaptive learning process. To solve the problem of internal
co-variate shift for extractingmore number of features, batch-
renormalization denoising network (BRDNet) is proposed
in [44]. In BRDNet, dilated convolution, batch-
renormalization and residual learning is used to tackle the
problem of internal co-variate shift. A receptive field size
variation based deep iterative down-up network (DIDN)
was proposed in [45]. DIDN is a blind denoising network
which comprises of four stages: initial feature extraction
block, down-up block, reconstruction block, and enhance-
ment block. Here convolution operation is applied for initial
feature maps extraction then these feature maps are fed into
down-up block for iterative down and up-sampling. The
down and up-sampled feature maps are given as input to
the reconstruction block which is made of convolutional
and parametric rectified linear units. At last all the out-
puts of reconstruction block are being concatenated and
fed into the enhancement block which finally produce a
denoised image. AUNet [46] architecture based blind denois-
ing network (DHDN) is proposed in [47] which tackle
vanishing gradient problem by using residual network and
dense connectivity to convolution layers. Another UNet

FIGURE 3. MSFE block architecture (
⊙

denotes concatenation).

based blind denoising architecture (MWCNN) is proposed
in [48] where combination of UNet architecture and multi
wavelet transform is used to enhance the receptive field
size by decreasing the feature map’s resolution. To solve
vanishing gradient problem, a GAN based blind denoising
network is proposed in [49]. Here DenseNet architec-
ture [50] is used as the generator network which predict
the ground truth and the discriminator network reduces
the difference between original ground-truth and the output
of generator network. An attention-guided blind denois-
ing network (ADNet)is proposed in [51] which tackle the
problem of increase in network length. Fully convolutional
encoder-decoder architecture with skip connections is used in
ADNet for blind Gaussian denoising. One of the latest blind
gaussian denoiser is BUIFD [52] which outperformed state-
of-the-art DnCNN,MemNet and the best classic non-learning
denoiser BM3D [15]. BUIFD method is based on fusion
denoising and theoretically derived from the assumption of
Gaussian image prior. Self2Self [53] is a self-supervised
learning based denoising method that uses only the input
noisy image for training purpose. Here the network is trained
with dropout on the pairs of Bernoulli-sampled instances of
the input image, and the result is estimated by averaging
the predictions generated from multiple instances of the
trained model with dropout. In ComplexNet [54] method,
a complex-valued CNN for image denoising is proposed.
Here the authors define several basic operations in the
complex number field to exploit possible advantages over
their counterparts in the real number field. SwinIR [29] is
a Swin Transformer-based image denoising method where
the authors proposed a denoising network consisting of three
parts: shallow feature extraction, deep feature extraction
and high-quality image reconstruction. This method used
several residual Swin Transformer layers in deep feature
extraction module for local attention and cross-window inter-
action. In [30], authors proposed amodel-agnosticmethod for
reducing epistemic uncertainty in Gaussian denoising while
using a single pretrained network. DBDNet [27] is a residual
denoising network in which the network first generates a
noise map from noisy image and then updates the noise map
gradually with the help of a boosting function.

III. METHODOLOGY
A. NETWORK ARCHITECTURE
The architecture of proposed Gradient based Blind Gaus-
sian Noise Removal Network(GBGNRNet) is demonstrated
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FIGURE 4. Visual result of denoising of grayscale image ID 01 from the (ordered) BSD68 for gaussian noise (level = 10).

FIGURE 5. Visual result of denoising of grayscale image ID 05 from the (ordered) BSD68 for gaussian noise (level = 10).

in Fig. 2. The proposed GBGNRNet is composed of two
modules: the first one is the intermediate image generation
module and the second one is the final residual generation
module. Combining these two modules, GBGNRNet can be
defined as:

GBGNRNetout = GBGNRNetin
−[mfrg(miig(GBGNRNetin)))] (1)

where GBGNRNetin and GBGNRNetout represents the
input and output of proposed GBGNRNet while miig and
mfrg denotes the operation of the first and second module

respectively. GBGNRNetin represents an AWGN corrupted
noisy image while GBGNRNetout denotes the final residual
noise which should be subtracted from input noisy image to
get desired denoised image.

B. MODULE-1 (INTERMEDIATE IMAGE GENERATION)
Here a combination of ReLU layer followed by a dilated con-
volution layer(ReLU+Dilated CONV) is used to extract fea-
tures of noisy image which is enhanced by a feature denoising
block. This feature denoising block [55] mainly consist of
a mean filter for denoising noisy image features. There are
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three main reasons for choosing mean filter for denoising
features: (1) adversarial robustness can be improved by mean
filter [56], (2) the number of parameters are not increased by
using mean filter and (3) with the help of average pooling
operation, mean filter can be implemented smoothly. After
performing feature denoising operation, ReLU + Dilated
CONV layer is used again to generate intermediate image.
Here successive increase and decrease in dilation rate of con-
volutional layer is applied to enhance the feature extraction
capability [11]. Here skip connections are used such that
neurons in the last layer can observe the full spatial receptive
field of the neurons of first convolution layer.

C. MODULE-2 (FINAL RESIDUAL GENERATION)
Here, the intermediate image generated as output from first
module is taken as input whose gradient is calculated by Grad
Cal block which is discussed in subsection III-D. The feature
information of intermediate image is calculated by ReLU +
Dilated CONV block and is concatenated with gradient of
intermediate image for further feature extraction. The posi-
tion of gradient concatenation is suggested and explained
in [57]. The extracted features are sent to MSFE block for
multi-scale feature extraction whose detailed information is
discussed in subsection III-E. After performing multi-scale
feature extraction, a final residual image is generated by
applying again ReLU + Dilated CONV block followed by a
convolution layer. Here also several skip connections are used
to preserve image details which is useful in reconstruction.
Here residual learning strategy is applied for obtaining higher
accuracy. The final output of GBGNRNet is the residual noise
i.e. the difference between noisy input image GBGNRNetin
and the desired denoised image which has to be subtracted
from input noisy image to get the final denoised image.

D. GRADIENT CALCULATION (GRAD CAL) BLOCK
For fusing the gradient information [57] into the second mod-
ule of proposed network, Sobel filter [58] is used to calculate
the gradient of intermediate image. Before calculating the
gradient, one horizontal filter SH and one vertical filter SV
is defined as below:

SH =

−1 0 +1
−2 0 +2
−1 0 +1

 , SV =

−1 −2 −1
0 0 0
+1 +2 +1


A convolution operation is then performed between interme-
diate image r with SH and SV to get horizontal gradient GH
and vertical gradient GV as shown below:

GH (r) = SH ∗ r, GV (r) = SV ∗ r

where * represents the convolution. Finally the image gradi-
ent G(r) is calculated as:

G(r) =
√
GH (r)2 + GV (r)2

where the square and square root are element-wise matrix
operations.

E. MULTI-SCALE FEATURE EXTRACTION (MSFE) BLOCK
For utilising the features of multiple scales, a multi-scale
feature extraction (MSFE) block is applied in the middle of
secondmodule whose detailed architecture is shown in Fig. 3.
Earlier methods [59] which have used multi-scale feature
extraction have many layers for multi-scale feature extraction
which can result into vanishing gradient problem but we
designed a 7 layer small MSFE block which does not let the
network to suffer from vanishing gradient problem. Because
of symmetric up and down sampling structures present in
the MSFE block, the network see more image context infor-
mation at training phase. Such symmetric up sampling and
down-sampling structure was first proposed in [60], but we
have incorporated a Relu+Conv layer over it for increasing
the feature content at higher scale. A self-correcting mecha-
nism is applied by using Up and Down-Projection unit which
feed a projection error to the sampling layer and the solution
is updated iteratively with the help of projection error as
feedback. By applying Up and Down Block-CNN, MSFE
block extracts features present in the higher resolution. The
fixed scale features, which are calculated before this block,
are concatenated with the features of higher resolution and
leads to realization of multi-scale feature extraction. The
output of MSFE block is the concatenation of features in
different scales.

F. OBJECTIVE FUNCTION
Here image patches are used to train the proposed network.
There are two main reasons for choosing image patches for
training instead of thewhole image. First reason is the random
sampling of patches taken from different locations of the
training image. These randomly shuffled training patches sta-
bilize the training process in deep CNN networks. So, batch
training of these patches is preferred with a random mixture
of shapes, patterns and local structures. Second reason behind
choosing image patches is the impressive denoising results
achieved [16] by approaches which use image patches for
training.

Suppose the input-output pairs to train the proposed net-
work are (xj, yj)Nj=1 where x and y are related as yj = xj + nj.
Here xj denotes ground truth image patch and yj represents
noisy image patch. If G represent the gradient filter then
the learning objective of the proposed network is defined as
minimizing the given loss function:

L ,
1
2N

N∑
j=1

∥∥GBGNRNet (yj,G)− (yj − xj)
∥∥2 (2)

If training is performed on big dataset, then the loss function
is minimized using mini-batches of training samples. The
detailed training information is explained in Section IV-A.

IV. EXPERIMENTS
A. GBGNRNET EXPERIMENTAL SETTINGS
For training the proposed network, 400 images from
BSD400 [61] database is used. In each training step,

VOLUME 10, 2022 34175



R. K. Thakur, S. K. Maji: Gradient and Multi Scale Feature Inspired Deep Blind Gaussian Denoiser

FIGURE 6. Visual result of denoising of grayscale image ID 03 from the (ordered) BSD68 for gaussian noise (level = 25).

FIGURE 7. Visual result of denoising of grayscale image ID 04 from the (ordered) BSD68 for gaussian noise (level = 25).

image patches of size 30 × 30 is randomly cropped
and augmented by applying flip and rotation operation
to increase the number of training patches. After apply-
ing all augmentation operation, we get 266032 patches
for training the proposed denoising network. Normaliza-
tion of pixel intensity of training data is also performed
by dividing it by 255 to restrict the intensity value in the
range [0, 1].
Adam optimizer [18] with default parameters is used to

train the proposed network. Here learning rate is initialized
with 10−3 and it is scheduled such that it becomes half
in every 5th epoch. The proposed network is trained for

30 epochs by using mini-batches of size 32. The training of
proposed network is performed by adding AWGN of multiple
standard deviation, where the value of standard deviation is
selected randomly from the range [0,55]. For implementation
purpose, we used Keras and Tensorflow on a system having
11GB NVIDIA GeForce GTX 1080 Ti GPU. It takes 5 hours
20 minutes to train the proposed denoiser for gray image
denoising.

B. IMAGE DENOISING EVALUATION
We have used nine state-of-the-art blind denoising techniques
for comparing the proposed model both quantitatively as
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FIGURE 8. Visual result of denoising of grayscale image ID 13 from the (ordered) BSD68 for gaussian noise (level = 25).

FIGURE 9. Visual result of denoising of grayscale image ID 08 from the (ordered) BSD68 for gaussian noise (level = 50).

well as qualitatively. The names of comparing techniques
are:- KSVD [14], EPLL [16], BM3D [15], WNNM [18],
DnCNN [7], MemNet [12], BUIFD [52], Self2Self [53] and
ComplexNet [54]. A brief discussion about the compar-
ing techniques are given in section II. PSNR, SSIM [67]
and FOM metrics are used for quantitative comparison
of denoised outputs by different denoising techniques per-
formed on three synthetic and two real image databases.
The quantitative results in terms of PSNR and SSIM are
shown in Table 1 whereas the FOM values are shown in
Table 2. By considering practical scenario, the intensity range

of images are restricted to [0, 255]. The proposed network
outperforms all the comparing methods in terms of PSNR,
SSIM and FOM which can be seen in Table 1 and Table 2.
While comparing with other techniques for unseen noise
level (60), then also the proposed method outperforms them
by a decent margin in PSNR, SSIM and FOM. The proposed
method is also compared with learning-based methods using
maximum GPU memory uses, number of parameters and
depth of network to show the lightweight nature of pro-
posed network. The code of proposed method is uploaded
at https://github.com/RTSIR/GBGNRNet.
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FIGURE 10. Visual result of denoising of grayscale image ID 10 from the (ordered) BSD68 for gaussian noise (level = 50).

The visual comparison of denoising of seven gray images
from BSD68 [61] database is shown in Fig. 4, Fig. 5, Fig. 6,
Fig. 7, Fig. 8, Fig. 9 and Fig. 10. By analyzing the output
of proposed technique with the comparing methods, it can
be seen that it performs better denoising by preserving finer
details in the high-frequency region while removing the noise
in the low frequency regions. Other comparing methods give
blurry outputs with noisy edge because of smudging effect
which is visible in the low-frequency regions. The proposed
technique does not have this blur problem and supersede all
the comparing techniques. By closely observing Fig. 4, it can
be seen from the zoomed red box that only the proposed
method retains the sharp edges of the leaf structure of the hair
band while other approaches blur the leaf structures. In Fig. 5,
it can be seen from the zoomed red box highlighting the
stomach of penguin that only the proposed method retains the
fine structure without artefacts. In Fig. 6, it can be observed
that the comparing techniques either blur the output image
or introduce artefacts thereby failing to preserve the fine fur
structure on the neck of the bird whereas the proposed tech-
nique retains the minute fur details which can be clearly seen
in zoomed portion of red box. In Fig. 7, the minute structures
on rock is properly reconstructed by proposed method while
other techniques fail to retain these patterns and it is shown
in zoomed portion. If we take a closer look in Fig. 8, it can
be seen that all the comparing approaches blur the output
image which can be clearly observed in their zoomed section.
The corners and edges of the tower are properly reconstructed
in the output of the proposed technique only. In Fig. 9, it is
demonstrated clearly that themoustache hair of the tiger is not
properly reconstructed in other comparing approach while
the proposed method reconstructs it properly and is clearly
visible in zoomed portion. In Fig. 10, it is observed that the

face and tie of the man are better reconstructed by the pro-
posed approach while the other techniques blur the output or
add artefacts. By closely observing all the visual comparison
figures, it can be deduced that the proposed method provides
a non-blurred, artefact free clean output whereas the output
of comparing techniques suffer from blur or artefact or both.

C. EXTENDED BENCHMARK COMPARISON
Multiple experiment has been performed on the proposed
network by using several benchmark datasets and comparison
done with existing state-of-the-art techniques. We have used
BSD68, Set5, Set14, SunHays80, and Manga109 datasets
corrupted with noise levels 10 to 60 (with a step size of 10).
Set5 and Set14 contains 5 and 14 traditionally used images
respectively, which are widely used for comparing image
denoising approaches. Most of the images in Set5 and Set14
are smaller than 512 × 512. The SunHays80 dataset com-
prises of 80 high-resolution images having size smaller than
1024×1024. The Manga109 dataset is made up of 109 draw-
ings which are drawn by professional artists. Each image
in this database is of size of 827 × 1170. The denoising
results of various blind non-learning techniques like KSVD,
BM3D, WNNM and EPLL are given in Table 1 and Table 2.
These methods are commonly used for Gaussian denoising.
For comparing with state-of-the-art learning- based blind
denoising methods, DnCNN, MemNet, BUIFD, Self2Self
and ComplexNet are used. Every learning-based method,
used for comparison, has been trained to denoise in the noise
level [0,55]. The PSNR, SSIM and FOM values of all the
techniques are presented in Table 1 and Table 2 where in the
best values has been shown in boldface. Proposed method
shows an improvement of up to 2.4dB in PSNR, 0.07 in SSIM
and 0.03 in FOM index from second best denoising method.
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FIGURE 11. Ablation study of visual result of denoising of grayscale image ID 10 from the (ordered) BSD68 for gaussian noise (level = 10).

Visual comparison result has been shown in Fig. 4, Fig. 5,
Fig. 6, Fig. 7, Fig. 8, Fig. 9 and Fig. 10 respectively.

D. EXECUTION TIME COMPARISON
Table 3 shows the execution times (GPU) of multiple tech-
niques for denoising images of size 256 × 256 and 512 ×
512 with noise level 25. The running time of the proposed
GBGNRNet method is faster than models like BM3D, Mem-
Net, BUIFD, Self2Self and ComplexNet. The proposed tech-
nique takes more time to execute than the DnCNN technique
in one case, but taking the image denoising quality and
implementation framework into consideration, the proposed
network is one of the fastest blind denoising method with
superior reconstruction results. In Fig. 12, the graph of run
time comparison of proposedmethod at several range of noise
density ([0,60]) is shown. By observing this graph closely,
it can be deduced that proposed technique requires similar
time to denoise image having any level of noise density
between 0 to 60.

E. MAXIMUM GPU MEMORY USES COMPARISON
Table 4 shows the comparison of maximum GPU memory
consumption of proposed network with four recent CNN

based denoising methods on images of size 256 × 256 and
512× 512 having noise level 50. Here it can be deduced that
the proposed GBGNRNet model takes less maximum GPU
memory than other learning based methods for denoising
images of size 256 × 256 and 512 × 512 whereas DnCNN
gives second best result in terms of maximum GPU memory
consumption.

F. NUMBER OF PARAMETERS AND DEPTH OF NETWORK
COMPARISON
Table 5 represents the comparison of number of parameters
and depth of network. The proposed network outperforms the
recent CNN based denoising techniques except DnCNN in
terms of number of parameters as well as depth of network.
By taking visual quality and other metrics into considera-
tion, one can say that proposed method is better than recent
blind denoising techniques including DnCNN. The depth
of proposed network is restricted to 23 so that the chance
of occurring vanishing gradient problem becomes very less
compared to other deeper networks.

G. ABLATION STUDY
The ablation study of proposed network is shown in table 6 by
showing the impact of different blocks used in the proposed

VOLUME 10, 2022 34179



R. K. Thakur, S. K. Maji: Gradient and Multi Scale Feature Inspired Deep Blind Gaussian Denoiser

TABLE 1. PSNR & SSIM comparison of denoised output with blind KSVD, BM3D, EPLL, WNNM, DnCNN, MemNet, BUIFD, Self2Self and ComplexNet.
(Best values in the margin of 0.07 dB for PSNR and 0.005 for SSIM highlighted in bold.)
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TABLE 2. FOM comparison of denoised output with blind BM3D, WNNM, DnCNN, MemNet, BUIFD, Self2Self and ComplexNet. (Best values in the margin
of 0.005 are highlighted in bold.)
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TABLE 3. GPU run time (in seconds) of different methods on images of size 256×256 and 512×512 with noise level 25. The experiments are conducted on
a system having 11GB NVIDIA GeForce GTX 1080 Ti GPU.(Best and second best value is denoted by red and blue respectively).

TABLE 4. Max GPU memory (in GB) of different methods on images of size 256×256 and 512×512 with noise level 50. The experiments are conducted on
11GB NVIDIA GeForce GTX 1080 Ti GPU.(Best and second best value is denoted by red and blue respectively).

TABLE 5. Number of parameters and depth of network comparison.(Best and second best value is denoted by red and blue respectively).

FIGURE 12. GPU Run time (in seconds) comparison of proposed method
at different noise levels. x axis denotes the different noise levels and y
axis denotes run time in seconds.

network. It can be clearly seen in the ablation study table
that the impact of feature denoising block is highest followed
by the MSFE block. After considering the scenario of inclu-
sion and exclusion of different blocks from the proposed
network, it can be deduced that GBGNRNet with all the
blocks included gives the best value of PSNR as well
as SSIM. The visual comparison of noise reduction results

TABLE 6. Ablation study on the BSD68 benchmark dataset.(Best values
are highlighted in bold.)

of ablation study is shown in Fig. 11. From this figure, the
effect of inclusion and exclusion of different blocks can be
observed clearly.

V. CONCLUSION
This paper presents a gradient and multi-scale feature infor-
mation based blind Gaussian denoiser using feature denois-
ing. Here two modules are used to extract residual noise
from AWGN corrupted images which is then subtracted from
the input noisy image to get final denoised image. The first
module is used to generate an intermediate image whose
gradient information is used together with multi-scale fea-
ture information to generate the final residual image. The
proposed GBGNRNet method performs blind denoising of
image in the sense that it does not require any prior infor-
mation about the noise. The network is designed such that it
learns the noise patterns and produce residual noise as output.
Experimental results on three synthetic and two real image
databases validate the superiority of the proposed network
over the state-of-the-art blind AWGN denoising techniques.
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We also compared the performance of the proposed network,
with recent CNN based denoising network, in terms of GPU
run time, maximum GPU memory consumption, number of
parameters and depth of network to show its superiority over
these recent techniques. The limitation of the proposed work
is in the number of parameters used by the network. Currently
the network takes around 1M parameters for denoising due
to which it takes little bit more time to denoise than DnCNN.
In future studies, we are planning to reduce the parameters
to one fourth of the current number of parameters, so that
we can use this blind denoising technique for real time video
denoising as well. For reducing the number of parameters,
we plan to use 32 filters at each convolutional layer instead
of the current 64 filters.
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