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ABSTRACT The blockchain nexus with energy transactions in the distributed energy-trading arena success-
fully achieved a decentralized transaction and increased security.With the elimination of a third-party middle
man, an electronic app is introduced to achieve decentralization and aid transactive communications. Observ-
ing the internet-of-things (IoT) intense protocols in the transactive communications amongst blockchain
participants, however, leads to transaction time delay with associated uncertainty. This paper integrates
the practical byzantine fault tolerance (pBFT) algorithm with the private Hyperledger Sawtooth blockchain
network (P) to achieve a P-pBFT algorithm. The P-pBFT achieved a combined two-step transaction latency
optimization (minimization) amongst the blockchain participants in the distributed energy generation (DEG)
ecosystem. Through their combined feature extraction, further minimization is achieved by simulating the
resulting transaction model derived from the integration. Subsequently, an optimization method is proposed
to achieve the shortest transaction time given transaction constraints based on participants’ comfort. Thus,
the ratio of node population to the transaction size and the choice of constraints can be regulated at
the participants’ convenience to achieve minimum transaction time. Hence, the benefit of deciding the
transaction time is achieved thereby eliminating the undesired characteristic uncertainty.

INDEX TERMS Blockchain transaction, blockchain transaction time optimization, blockchain transaction
time simulation, distributed energy system, practical byzantine fault tolerance.

I. INTRODUCTION
The global consensus to deviate from the conventional energy
generating standard to the clean energy paradigm fostered the
increased exploration of alternative energy sources [1], [2].
Also, there is a rising electrical energy demand amongst the
populace with increasing electrical activities. Meanwhile, the
supply from the conventional utility is sometimes threatened
by various issues leading to sudden outages during which
alternative source is inevitable [3]. Such issues include natu-
ral disasters, faults, overloads, etc. These threaten the power
utility’s resiliency and reliability leading to a necessity for
an alternative supply backup approach. Furthermore, there
are yearnings for alternative energy sources that would be
more friendly and accommodating to the consumers’ peak
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loads. Consumers wish to shift their peak load usages to a
cheaper supply to avert the high cost associated with the
demand charges. These demand charges are billed by the
utility companies as the extra cost of running the peaking
units to satisfy consumers with extraordinary peak loads.
Also, serving the local loads with local energy sources helps
in reducing the energy losses in long-distance transmission
and distribution.

Solar, wind, and hydro became some of the frontline focus
owing to the cleanness and renewability of their sources. Fol-
lowing the typical portability of the generating plant (mainly
the solar PV) and the enterprising advantage, private individu-
als, who are formerly sole consumers, now engage inmodular
generations of electricity. Those with surplus generations
consequently engage in energy trade with the sole consumers
and those with insufficient consumptions at a price lower than
that of the utility. The larger-scale companies likewise engage
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in a similar profit-making venture with the intent to generate
quantities capable of powering an entire establishment such
as an institution, a military base, small settlements, etc. Also,
profit-driven middlemen participate in buying and storing
energy for sale during peak periods. The overall activities led
to distributed energy generations amongst the individuals and
energy companies. The entire process results in the desire for
a well-structured and reliable transaction strategy amongst
the participants for easy and seamless energy trading and
distribution.

Blockchain technology is a fairly new trading paradigm
in the distributed energy generation (DEG) arena borrowed
from the financial sector, the cryptocurrency [4]. It replaces
the human intervention interface with a decentralized topol-
ogy in distributed systems [5]. In summary, its promising
benefits include but are not limited to the following: reduced
transaction cost, increased security, satisfactory transparency,
reduced risk, minimized error possibility, easy reconciliation
of conflicting financial details, instant financial settlements,
etc [6], [7]. These led to its acceptability. Its solution how-
ever largely depends on the internet of things (IoT) tech-
nology protocols, such as WiFi, ZigBee, Bluetooth, etc, for
transaction completeness [8]. This implies that for every
transaction to be successful, every participant requires an
internet-active device and a strong connection on the move.
The internet protocol on the other hand may be unable to
offer adequate support at the moment, for example, in times
of extremely high-traffic transactions and node population.
This and other reasons could lead to unforeseen transaction
latency amongst the members of the blockchain consortium.
It thus becomes a concern as this raises anxiety amongst
participating nodes due to the completion time uncertainty of
the initiated transactions.

A. THE BLOCKCHAIN TRANSACTION LATENCY AND
UNCERTAINTY
The blockchain transaction time delay is contributed by the
activities of the participating members as well as the inher-
ent factors in the blockchain design. The increasing num-
ber of nodes and transactions in the blockchain network
grossly amounts to increased transaction traffic leading to
an unforeseen delay [9]. During the peak traffic period in
the blockchain transaction, several undesired bottlenecks are
experienced. The transaction demands are queued up amount-
ing to a huge backlog of transaction traffic. Consequently,
transaction costs accelerate leading to an overall increased
system cost. In addition, since the supplies are outweighed
by the demand queues, miners would become selective in
the transactions’ validation process. This prompts the miners’
greater preference to select transactions with higher attached
incentives and ignore those with the least incentives. The
individual participating nodes would, as a result, slide into
competition in the quest to ensure a faster validation of their
initiated transactions. This is tactically achieved by increas-
ing the mining token attached to each transaction to attract

miners’ immediate validation attention. Basically, in a pool
of transaction queues, the higher a transaction fee limit is set,
the faster the transaction validation would be. The undesired
resultant effect is that some transactions are stuck in the
Mempool (a queue in the network where all transactions are
kept until validation is confirmed) due to a lower transaction
fee set [10]. Sometimes, they are rejected by the system
after a long stay in the memory pool, and the funds are
refunded to the owner, yet the initiated transactions are not
invalid [11].

Furthermore, in blockchains, for all transaction blocks,
there is a fixed minimum time required before each block
is created and appended to the blockchain [12]. For exam-
ple, the bitcoin and Ethereum blockchains append their new
blocks about every 10 minutes and 15 seconds, respec-
tively [13], [14]. Thus, the minimum transaction time
required for each transaction in the block is the number
of transactions in the block divided by the minimum time
required before each block is created. It is logical to focus
on how to increase the size of a block in order to increase
the number of contained transactions thereby reducing the
transaction time. However, each block in the blockchain also
has a maximum size limit that cannot be exceeded. For
instance, bitcoin has a fixed block size of 1MB [7]. Some
blockchains however offer the members the opportunity to
alter these factors in consensus, however, it does not solve
the transaction time reduction intent. If the block size and
the block transaction time are successfully increased and
reduced, respectively, there would be a consequent require-
ment for a corresponding bandwidth increment [15], [16].
This is to aid faster transaction downloads resulting from the
increased throughput. Unfortunately, increasing the internet
transaction bandwidth is a factor of the individual nodes’
connecting devices and internet facilities. These can hardly
be achieved in totality.

Other reasons for the transaction delay in the blockchain
could include lossy block, insufficient miners, malicious
attacks, slow internet, etc [17]. Lossy blocks emanate from
the loss of one of the two or more blocks that were val-
idated concurrently [18]. Such blocks cannot be added to
the chain at the same time, thus, one is validly added while
others, known as orphanage blocks, result in the creation of
a temporary fork that is lost in the future [19]. Spam attacks
come in form of some aggrieved nodes or adversaries sending
loads of minute transaction sizes with tiny fees from one
address to another with the aim to slow down the network
transaction speed. Additional time delays exist as a result
of other unforeseen transaction delay circumstances within
the blockchain network. The transaction delay uncertainty
would affect consumers’ energy purchases in times of urgent
demands and emergencies. It is therefore critical to embrace
methods that would minimize latency and achieve faster
transaction throughput within the distributed energy-trading
ecosystem. These formed the basis of the motivations for our
paper.
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B. RESEARCH CONTRIBUTIONS
Researchers had focused on means to improve energy trad-
ing from the distributed generations using blockchain tech-
nology. Blockchain itself gained attention in the recent
past, in 2009, but in the financial sector initially. Its
breakthrough in cryptocurrency transactions spearheaded its
acceptance in electrical engineering and other sectors of the
economy, hence, the adoption and integration in the energy-
trading domain. Several researchers had subsequently made
various breakthrough findings following the blockchain-
driven enhancement in the energy-trading sector to maneuver
its accompanied flaws. The transaction latencywas optimized
in [20] using a replicated and fault tolerance (RAFT)-based
private blockchain but by intelligently migrating transac-
tions from the region of high concentration to the region of
low concentration. Several factors, including the choice of
constraints by the participants, were not considered in the
optimization technique utilized. The transaction latency in
the private (permissioned) blockchain is calculated in [21]
but was focused on various network configurations. Opti-
mization analysis of the latency time was not considered.
Literature [9] performed an optimization in the blockchain
model but centered on minimizing the malicious attacks,
reduction of communication loss, and the reduction of net-
work loads resulting from the high data storage requirement.
Literature [22] proposed an optimized method of verify-
ing blockchain transactions amongst trustworthy members.
Using an optimized Merkle tree, a more efficient transac-
tion verification method was achieved. Its transaction time
was, however, not considered. In the literature [4], the
blockchain transaction time is simulated and the transac-
tion time reduction was considered. A method of reducing
the transaction time was consequently proposed. It how-
ever did not consider accommodating its optimization (mini-
mization) possibility and participants’ transaction constraints
accommodation.

Our research contributions are as follows:
i Because the greater portion of the transaction latency is
contributed by the transaction validation delay, we take
combined advantages of the validation time minimiza-
tion approach in the network packet transmission pro-
posed by the Practical byzantine fault tolerance (pBFT)
model and the transaction time minimization offered by
the private (P) hyperledger sawtooth blockchain. These
are integrated to achieve the P-pBFT model. Thus, the
pBFT algorithm is fused into the private hyperledger
sawtooth blockchain network to achieve a combined
feature extraction for further transaction latency mini-
mization and prediction. This led to aminimum possible
transaction time achievement.

ii We also take advantage of the transaction time pre-
diction simulation result obtained in ‘i’ to propose an
optimized transaction time controllability model sup-
ported by the prediction algorithm. Here, the blockchain
participants are availed the opportunity of defin-
ing their transaction constraints according to their

comfort demand. Through optimization, the constraints
are accommodated into the prediction model thus
achieving more flexible and user-friendly controlled
transactions amongst the participants.

C. PAPER ORGANIZATION
The private blockchain model and the pBFT algorithm are
briefly introduced in section II. Also, the proposed algo-
rithm derived from their integration, the P-pBFT, is presented
and demonstrated in the same section. In section III, the
simulation model of the P-pBFT is performed in two cate-
gories. Firstly, a P-pBFT-driven simulation is performed by
fitting the transacting nodes and transaction blocks to obtain
their equivalent transaction time. Secondly, constraints-
accommodated optimization of the derived transaction time
is performed. The results in the two categories are presented
and analyzed in Section IV. Transaction time prediction and
optimization approaches are analyzed. Section V concludes
the research findings.

II. OPTIMIZED BLOCKCHAIN TRANSACTION FEATURES
A. PRIVATE HYPERLEDGER SAWTOOTH BLOCKCHAIN
MODEL
The hyperledger is a blockchain framework with an interest
in minimum resource consumption. This makes the choice a
good option for cost minimization [23]. It is an open-source
system hosted by the Linux foundation. Its flexibility is an
interesting and attractive feature. For example, it can host
both private and public consortium blockchain. It thus pos-
sesses several platforms selectable based on the requirement
of the members. These platforms include Burrow, Fabric,
Composer, and others [23]. It also offers diverse consen-
sus algorithms to be selected based on suitability to the
users’ needs. Its consensus algorithms include replicated
and fault tolerance (RAFT), practical Byzantine fault tol-
erance (pBFT), proof of elapsed time (PoET) with several
variants, etc.

TheHyperledger Sawtooth is a private blockchain platform
that offers the users flexibility of customizing the features
according to their preferences. It separates the core domain
of the system from the distributed domain thereby allowing
users access to a more flexible modular framework [24]. One
of the promising features of the hyperledger sawtooth is that
it offers a dynamic consensus algorithm. This gives the users
the capability of switching from one consensus algorithm to
another while remaining on the same blockchain platform.
This grants the users more scalability power [25]. Because
our paper focused on transaction latency minimization, the
consensus algorithm adopted is the pBFT. This also offers
other advantages such as the elimination of block-creation
delay constraints found in other consensus algorithms such as
proof-of-work. It, thus, also offers cost-effective validation.
For instance, the expensive computations performed and the
high-power consumption, such as that found in the proof-of-
work algorithm, are bypassed.
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FIGURE 1. The pBFT algorithm.

B. THE PRACTICAL BYZANTINE FAULT TOLERANCE (pBFT)
The BFT is derived from the Byzantine General’s problem,
a term in computer science in which involved parties embrace
a strategy to avert the possibility of total failure [26]. The
assumption is that some of the parties are either unreliable
or corrupt. The pBFT typically uses this technique to reach a
consensus in a distributed network where some of the nodes
are malicious and fail to send out information or send incor-
rect information [27]. All nodes in the network communicate
with one another with the aim that all honest nodes would
come to an agreement using the majority rule. Thus, possible
catastrophic impacts from the influences of malicious nodes
are checkmated. In the blockchain transaction, the pBFT is
introduced in the consensus algorithm to maneuver possi-
ble attacks from the malicious node(s) that could lead to
transaction delays and failures [28]. It is integrated with
the private blockchain consensus algorithm in this paper to
achieve increased transaction speed. For the pBFT system to
function, the number of malicious nodes must be less than
one-third of the total node population in the network [29].
In comparison with a similar type of algorithm, the RAFT is
also a fault tolerance consensus algorithm and they both have
other similar features, such as leader-based, non-forking,
quorum-based consensus, etc. However, as at the time of this
writing, while pBFT is byzantine fault-tolerant (BFT), RAFT
is crash fault-tolerant (CFT) [30], [31]. Generally speaking,
while BFT supports faults that are less than one-third (<(1/3))
of the total blockchain nodes, CFT supports faults that are less

than half (<(1/2)) of the total nodes [31], [32]. Also, while
the BFT focuses on handling the malicious faults, the CFT
focuses on node losses resulting from crashes (such as that
caused by a partial network failure). RAFT was designed not
to consider malicious nodes, i.e., it does not guarantee con-
sensus where malicious nodes are present. Furthermore, the
efficiency of RAFT increases with increasing network size
and is hence less suitable for smaller networks whilst PBFT
supports extensive network sizes that are equal to or greater
than 4 nodes. Since our paper proposed transaction time
minimization through an integrated algorithm for handling
malicious nodes via the Byzantine fault tolerancemechanism,
the pBFT is selected for suitability.

To describe the pBFT algorithm, we consider the simplest
pBFT node set-up for simplicity and clarity of purpose. It con-
sists of 4 nodes, namely 3 honest nodes and 1 malicious
node as shown in Fig. 1. This satisfies the node aggregate
condition for the application of pBFT. It states that the total
number of malicious nodes must be less than one-third of the
total node population saddled with a validation task [33].
The possible minimum (simplest) value of the total node
population, whose less-than-one-third value (number of the
malicious node) is an integer, is 4. Hence, the chosen value.

LEGEND
MN =Malicious node
HN = Honest node
The consensus steps are divided into four phases as

follows [28]:
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i Request: In the request mode, transaction requests,
such as energy-purchase requests, are sent from
the transaction-requesting nodes to the energy-selling
nodes. Requesters may either be a validator (V) or a
non-validator (V). It is commonly regarded as the leader
node.

ii Pre-prepare: In this phase, the receiving seller nodes
confirm their satisfaction with the requested trans-
action and consequently proceed to broadcast val-
idation requests to validators in acknowledgment
They thereafter wait for the validation request
acknowledgment.

iii In the prepare phase, the contacted validators, in the
pre-prepare phase, send a validation request acknowl-
edgment receipt by rebroadcasting the received valida-
tion request to all validators. Here, the malicious nodes
resume their malicious activities. They either refuse to
respond to the validation request or deliberately send
an incorrect response, such as a validation-rejection
packet.

iv Commit: In this phase, because the seller node in the
pre-prepare phase did not take part in the validation
request broadcasts sent in the prepare phase, a second
phase validation request broadcasts are sent, now by all
validators. This is to achieve the number of responses
that would suffice to reach the consensus quorum in the
replies, thus, satisfying the pBFT condition.

C. THE P-pBFT ALGORITHM
The P-pBFT algorithm extracts the individual promising fea-
tures of the private hyperledger sawtooth blockchain and
the pBFT algorithm to achieve minimal transaction latency.
This paper thus implements this nexus to achieve its latency
minimization purpose. Generally, for the public blockchain
(entire members having validation qualification), the mini-
mum number of validation-authorized nodes required must
be greater than half of the total node population. This is as
shown in (1).

n∑
i=1

Vi >
1
2

 n∑
i=1

Vi +
m∑
j=1

V j

 (1)

where Vi and V j are ith validation-authorized node and
jth nonvalidator node, respectively. Considering transaction
time minimization, the least possible number of valida-
tor nodes required (quorum) must satisfy the conditions
in (2) and (3). That is, given the total node population,
m+n, (2) gives the least possible number of validator nodes.
This is when the value of m + n is an even (even number)
positive integer. For instance, whenm+n = 8, (8+1)/2= 4.5.
Ceiling 4.5 gives 5. Therefore, the number of validator nodes
must not be less than 5. Likewise, (3) gives the least possible
number of validator nodes when the value of m+ n is an odd
(odd number) positive integer. For instance, whenm+n = 7,
7/2= 3.5. Ceiling 3.5 gives 4. Hence, the number of validator

nodes must not be less than 4.

↓

n∑
i=1

Vi=



(
n∑
i=1

Vi+
m∑
j=1

V j

)
+1

2



∣∣∣∣∣∣∣∣∣∣
m+n=Even positive integer

(2)

↓

n∑
i=1

Vi =



(
n∑
i=1

Vi +
m∑
j=1

V j

)
2



∣∣∣∣∣∣∣∣∣∣
m+n=Odd positive integer

(3)

where

(
n∑
i=1

Vi +
m∑
j=1

V j

)
is the total number of nodes in the

public blockchain network.
For private blockchains, the number of validation-qualified

nodes required is primarily based on the transaction and role
requirements within the members [34]. This is determined
and selected in consensus among the entire members. The
number of validation-authorized nodes must satisfy the con-
dition in (4). Hence, for validation-qualified nodes, the least
possible number of validation-authorized nodes that would
achieve the shortest transaction time is given by (5) when n
is an even positive integer, and (6) when n is an odd positive
integer.

n′∑
i=1

Vi >
1
2

(
n∑

k=1

V ′k

)
(4)

↓

n′∑
i=1

Vi =



(
n∑

k=1
V ′k

)
+ 1

2



∣∣∣∣∣∣∣∣∣
n=Even positive integer

(5)

↓

n′∑
i=1

Vi =



(
n∑

k=1
V ′k

)
2



∣∣∣∣∣∣∣∣∣
n=Odd positive integer

(6)

where Vi and V ′k are the ith validation-authorized node and
kth validation-qualified node, respectively.
For the pBFT consensus algorithm, the validator nodes

could comprise malicious nodes and honest nodes as shown
in (7).

n′∑
k=1

VNk =
n∑
i=1

HNi +
m∑
j=1

MNj (7)

where VNk ,HNi, andMNj are the kth validator node, ith hon-
est node, and jth malicious node, respectively.

For the pBFT to be implemented, the condition in (8) must
be satisfied. This represents the general formula of the pBFT
algorithm. It states that, given the coexistence of malicious
nodes and honest nodes in the blockchain transaction plat-
form, the malicious activities of the malicious nodes can be
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tolerated and neglected thereby bypassing their anticipated
delay to achieve a faster transaction. The number of such
malicious nodes however must be less than one-third of the
total number of validation-saddled nodes [33]. Therefore,
such a total number must be equal to or greater than 4 to
achieve a less-than-one-third integer value. This is as given
in (8). Thus, the maximum possible number of such tolerable
malicious nodes can be determined in every instance of the
node population. Given the total node population, m+n, (9)
gives themaximum possible number of malicious nodes. This
is when the value of m + n is a positive non-multiple of
3 wherem+n ≥ 4. For example, whenm+n = 5, 5/3= 1.67.
Flooring 1.67 gives 1. Therefore, the tolerable number of
malicious nodes must not exceed 1. Similarly, (10) gives
the maximum possible number of malicious nodes when the
value of m + n is otherwise a positive multiple of 3 where
m + n ≥ 6. For example, when m + n = 9, (9-1)/3 = 2.67.
Flooring 2.67 gives 2. Therefore, the tolerable number of
malicious nodes must not exceed 2. Equations (9) and (10)
are variants of (8).

m∑
i=1

MNi <
1
3

 n∑
i=1

HNi +
m∑
j=1

MNj

 (8)

↑

m∑
i=1

MNi =


(

n∑
i=1

HNi +
m∑
j=1

MNj

)
3

 (9)

∀(m+n) = positive non-multiple of 3, where (m+ n) ≥ 4.

↑

m∑
i=1

MNi =


(

n∑
i=1

HNi +
m∑
j=1

MNj

)
− 1

3

 (10)

∀(m+n) = positive multiple of 3, where (m+ n) ≥ 6.(
n∑
i=1

HNi +
m∑
j=1

MNj

)
is the total number of validation-

authorized nodes in the network. To achieve an integer value
of the malicious nodes as a less-than-one-third of the total
number of validation-authorized nodes as stated in (8), this
total number must be greater than or equal to 4 as shown
in (11). That is, it must not be less than 4. n∑

i=1

HNi +
m∑
j=1

MNj

 ≥ 4 (11)

The total number of validators is given by (12). Thus, themin-
imum number of validators to achieve the shortest transaction
time is given by (13).

n′∑
k=1

VNk = 3
m∑
j=1

MNj + 0 (12)

where 1≤ 0 ≤ 3

↓

n′∑
k=1

VNk = 3
m∑
j=1

MNj + 1 (13)

We consider a situation where the total node population
suddenly goes less than or equal to 3 times the number of
malicious validator nodes as shown in (14). This happens
when more nodes become corrupt and thus adversaries in
the network. The effect is that validations would be halted
leading to a pile of initiated transactions that have not been
validated. This situation remains a deadlock as long as the
validators quorum is not reached. This situation is, however,
almost never realistic as the high-security measure in the
hyperledger blockchain sawtooth does not permit members
to join the blockchain at will but must be added by the
administrator. However, at this juncture, taking advantage of
the dynamic consensus algorithm spectacularly offered by
the hyperledger sawtooth blockchain, we propose the pBFT
replacement with the PoET consensus algorithm as shown
in (15). With PoET, validation access is granted individually
and randomly amongst the nodes [35]. The network assigns
each node a random waiting period within which the node
with the shortest waiting period wins the validation access of
each block. In this manner, malicious nodes never confuse
validation protocol. Also, malicious node(s) are easily iden-
tified and fished out through their malicious activities when
the next PoET validation access accidentally falls on them.
The system reverts to the pBFTwhen normalcy is maintained,
i.e when the condition in (8) is reinstated. A similar approach
is also taken when the condition in (11) is not satisfied until
the otherwise. n∑

i=1

HNi +
m∑
j=1

MNj


≤ 3

(
m∑
i=1

MNi

)
(14) m∑

i=1

MNi <
1
3

 n∑
i=1

HNi +
m∑
j=1

MNj


→

{
1, pBFT
0, otherwise, PoET (15)

For the P-pBFT, we fuse (13) into (5) and (6) while main-
taining the conditions in (4) and (8).

III. THE TRANSACTION TIME SIMULATION
Similar transaction time optimization was previously
achieved by the private blockchain simulation and analysis
performed in our previous paper in [4]. This paper further
optimizes the transaction time by the P-pBFT method. The
simulation results are compared considering similar trans-
action topology. We consider a distributed energy market
transaction comprising of 12 participants as shown in Fig. 2.
Maintaining similar notations as were in [4], 7 of the mem-
bers are the consumers. These are designated by the circles in
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green. They are saddled with the validation function which is
tied to their condition for subsequent energy purchase ability.
Hence, they would only be able to purchase their future
energy needs only if they participated in the processing of pre-
vious validation requests received. The smaller-size circles,
in yellow, are consumption-sufficient energy producers (pro-
sumers) that sell energy to the consumers and other middle
agents. They use previous consumption histories of the sole
consumers to adapt to their generation requirements, thus,
meeting energy consumption demand. The larger circles in
yellow are the middlemen who participate in the blockchain
transaction solely for themoney-making intent. Theymonitor
price changes and buy from the producers at lower prices and
sell to the consumers for profit margin.

FIGURE 2. Blockchain transaction members.

The features of each member are given in Table 1. For
example, A has the ability to receive transaction notifications,
create transaction blocks, and validate created blocks. Simi-
larly, B only has the ability to receive transaction notifica-
tions and lacks the ability to create and validate transaction
blocks. Let x and y be block-creation time and validation
time, respectively. For the demonstration purpose, we respec-
tively assign 0.1 and 0.5 to x and y. Each created block is
sent to every validation-authorized node for the transaction
validation. Assuming equal network transaction condition
and nonconcurrent block creation and validation time, the
minimum transaction time (T ) required before each created
block is added to the chain is given by (16).

T = 0.5n+ 0.1 (16)

where n = number of validation-authorized nodes. With
respect to energy transactions and block formation, this is,
hence, investigated among the public, private, and P-pBFT
blockchain models. Assuming public blockchain, given 12
validation-qualified nodes in Fig. 2, the least number of
validation-authorized nodes to achieve minimum transaction
time as given by (2) is 7. For private blockchain, given
7 validation-qualified nodes, the least number of validation-
authorized nodes given by (6) is 4. Likewise, considering
P-pBFT, given 4 validation-qualified nodes, validation time

TABLE 1. Members’ transaction features.

of 3 pBFT-compliant nodes are administered as given by (13)
under the condition in (12). This is under the condition of
one malicious node. Therefore, for each transacted block,
the respective minimum transaction time considering pub-
lic, private, and P-pBFT are 3.6s (i.e, (0.5∗7) + 0.1), 2.1s
(i.e, (0.5∗4) + 0.1), and 1.6s (i.e, (0.5∗3) + 0.1), respec-
tively as obtained from (16). Further energy purchases from
50kWh to 1500kWh resulting in the creation of 8 more
transaction blocks were considered. The cumulative mini-
mum transaction time for the public, private, and P-pBFT
are tabularly and graphically shown in Table 2 and Fig. 3,
respectively. For instance, in Table 2, the public blockchain
transaction time of 3.6s is cumulated 9 times, corresponding
to 9 energy transactions, to yield 32.4s. A similar cumu-
lative effect yielded 18.9s and 14.4s for the private and
P-pBFT blockchain, respectively. The transaction time was
shortest in the P-pBFT blockchain followed by the private
blockchain and then the public. The transaction time in
the P-pBFT was reduced by 23.8% and 55.56% than in
the private and public blockchain, respectively. This is as
obtained from Table 2 from the final cumulative value as
follows: ((18.9 - 14.4)/18.9)∗100% = 23.8%. This is for the
P-pBFT transaction time reduction relative to the private-
based blockchain. The P-pBFT transaction time reduction
relative to the public blockchain is obtained as follows:
((32.4 - 14.4)/32.4)∗100% = 55.56%. This achievement is
universal.

It implies that, given any transaction time reached by
the public and private blockchain, further transaction time
reduction would be achieved with the P-pBFT algorithm to
the tune of the aforementioned respective percentages. This is
on the condition that the same transaction network topology is
maintained. That is, the ratio of the total number of members
and the number of validation-saddled members remain the
same. However, if this is altered, such as during network
growth, transaction time reduction, further than that of the
private blockchain, would always be achieved according to
the alteration with the P-pBFT algorithm. This holds for all
kinds of network topology. For graphical visualization, the
individual values of the public blockchain, private blockchain,
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TABLE 2. Block transaction time for public, Private, and P-pBFT
Blockchain.

FIGURE 3. Energy transaction time comparison between public, private,
and P-pBFT blockchain models.

and P-pBFT blockchain are plotted in comparison against the
various energy transactions made. This is as shown in Fig. 3.
To compare with our existing paper in [4], the transaction
reduction rate achieved in this paper with private blockchain
is the same as that achieved in [4]. The difference in the
reduction percentages is a result of the difference in their
network topologies. For instance, in [4], while the total
number of members and the total number of validation-
saddled members is 8 and 3, respectively, it is 12 and 7 in this
paper. A different topology is however selected in this paper
to suitably accommodate the condition for the introduction of
the P-pBFT algorithm given in (8). The additional achieve-
ment of this paper is the further transaction time reduction
to the tune of 23.8% with the integration of the P-pBFT
algorithm, hence, one of the novelties. The extra novelty is the
further transaction time minimization achieved in section IV
subsection B. This makes it more flexible for blockchain
users in determining their transaction time ahead of time as
well as its adjustment to their convenience.

A. PUBLIC, PRIVATE, & P-pBFT COMPARISONS FOR 1, 2,
AND 3 PRACTICAL BYZANTINE FAULTS
To further compare the P-pBFT transaction time mini-
mization achievement with those of the private and public

blockchain models, the number of transaction blocks is
extended to 50 blocks and assumes equal individual energy
purchases. In each case, instead of a single byzantine fault
(i.e, malicious node) as performed in the previous simu-
lation, the number of byzantine faults is instead increased
from 1 to 3. This is to gain more visualization by comparing
the effect of increased malicious nodes on the transaction
time. The second intent is to compare this increase among the
public, private, and P-pBFT blockchains. To unify the trans-
action features so as to provide an equal condition amongst
the 3 faults, equal quantities of transacted energy were
considered. Thus, the individual quantities of transacted
energy become negligible. Hence, this is replaced by the
number of transactions, ranging from 1 to 50. The emerg-
ing graph of the simulation is shown in Fig. 4. The results
show that, in each of the three faults, a transaction time
ratio, similar to that in the previous simulation, was recorded
between the three blockchains. That is, the transaction time
reduction amongst the various 3 blockchains maintained the
same percentages as was obtained from Table 2 and Fig. 3.
The P-pBFT-specific visualization is shown in Fig. 5 by
comparing the P-pBFT transaction time in the 1, 2, and
3 byzantine faults. The quantitative difference between the
3 faults is a result of the increased number of nodes required
for the increasing byzantine faults. This consequently results
in increased transaction time. This is so as to satisfy the
condition, the valid maximum number of malicious nodes,
given in (8).

IV. TRANSACTION TIME PREDICTION AND
MINIMIZATION
A. TRANSACTION TIME REGRESSION AND PREDICTION
To compare the P-pBFT results with those obtained from
the private blockchain network in [4], subsequent simula-
tions were performed. The network simulator (NS3) was
used to emulate and simulate the transactive property of the
blockchain transactive platform. This is to obtain the respec-
tive transaction time for each node increment and block size
increment. The intent is to extract the underlying pattern in
the relationship between the transaction time, block size, and
the number of nodes. This focus is to obtain a fitting equation,
from the underlying relationship, that would be used as an
objective function to perform optimization analysis. NS3 is
a network simulator for a series of discrete events using the
internet. It provides researchers with features that are utilized
to test-rout algorithms and protocols in lieu of the physical
hardware [36], [37]. Just like the node-to-node transactive
feature existent in the blockchain transactive platform, NS3
offers similar features that achieve point-to-point wireless
communication using the internet connection. It allows for
the installation of devices, internet stacks, etc. that enable
users to animate data transfer between nodes. It emulates
the blockchain transactive network and offers the opportu-
nity to simulate the transaction time obtainable from the
blockchain transaction blocks and nodes. It possesses several
other parameter settings required to achieve the blockchain
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FIGURE 4. Public, Private, and P-pBFT blockchain model comparisons for (a) 1 PB Fault, (b) 2 PB Faults, and (c) 3 PB Faults.

FIGURE 5. P-pBFT comparison for 1, 2, & 3 PB Faults.

network simulation, such as source IP, destination IP,
sequence number, etc. Its transaction interval is stochastic and
was achieved by the Montecarlo equation [38] given in (17)
and (18). Equation (17) generates the transaction time of the
longer transaction while the transaction time of the shorter
transaction is generated by (18).

TS = (−1/µ) lnU1 (17)

TL = (−1/λ) lnU2 (18)

where TS and TL are shorter transaction and longer trans-
action time, respectively; µ and λ are the transaction rates
of the shorter transaction time and longer transaction time
with values, 0.8 and 0.2, respectively; µ and λ are related as
µ = 1- λ; U1 and U2 are set of random numbers between
0 to 1. In each of the increments of the block size and number
of nodes, the other was kept constant. When the block size
was increased from 10KB to 5120KB at the step increments
of 10KB, the node was fixed at 250. The simulation result
is as shown in Fig 6(a). Similarly, the nodes were increased
from 4 to 500 during which the block size was kept constant
at 2.5MB as shown in Fig 6(b).

To unify the block size and number of nodes (in Fig. 6(a)
and Fig. 6(b), respectively) and obtain a common transaction
time (T ), first, the DecisionTreeRegressor algorithm was
used to fit the block size (Z ) and its corresponding transac-
tion time (Tz). The fitting data are obtained from Fig. 6(a).
The train_test_split parameters of the simulation include:

TABLE 3. Block transaction time optimization scripts.

test_size= 0.2, random_state= 90, and a prediction accuracy
of 0.99 was obtained. Second, the resulting fitting model was
thereafter used to predict the node transaction time (TN ) from
Fig 6(b) to obtain the equivalent new block size ZNEW . Thus,
the emerging variables include the existing number of nodes
(N ), TN , and ZNEW . The ZNEW ranges from 10KB to 3590KB.
The visualization of the graph ofN , TN , and ZNEW is shown in
Fig. 7. A unified transaction time is common to both the block
size and the number of nodes axes, hence, the optimization
function equation could be easily obtained subsequently.

To minimize the transaction time in Fig. 7, first, its fitting
equation is obtained. Since the relationship in the data is
linear, the linear regression model is used to obtain the fitting
equation as shown in (19). The simulation was performed
in PYTHON using the Jupyter Notebook IDE. The simu-
lation details include test_size = 0.2, random_state = 90,
and the prediction accuracy of 0.99. Knowing the number
of blockchain participants and estimate of the block size,
the equation can conveniently be used to achieve transaction
time awareness ahead of time via prediction. It is necessary
to note that this is specific to the transaction consortium in
question. Equation (19) would vary depending on the trans-
action pattern and transaction history of the consortium under
consideration.

T = 0.0088Z + 0.1054N + 0.9172 (19)

B. TRANSACTION TIME MINIMIZATION
Hitherto, the anxiety of transaction time uncertainty grossly
affects the pace of development and acceptability of
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FIGURE 6. Blockchain transaction time for (a) Increasing block sizes, (b) Increasing number of nodes.

FIGURE 7. The unified transaction time for the increasing block sizes and
nodes.

FIGURE 8. Simulation result of the transaction time optimization scripts
in Table 3.

blockchain technology. Hence, its adoption and subsequent
integration in various sectors still face admissibility chal-
lenges varying from user to user. With the derivation of a
model equation from the blockchain transaction history, it
becomes feasible to leverage such an equation in determining
and controlling the transaction time. In furtherance to the
minimization focus, various exploitations of the equation lead
to transaction time prediction and subsequent minimization.
This is via manipulation of the equation variables. Since the
block size can also take float values while the number of
nodes can only take integer values, representing the number
of humans, the mixed-integer linear programming (MILP)

optimizationmodel was used to achieve transaction timemin-
imization. Equation (19) was consequently optimized leading
to the transaction time minimization approach as given in
the 11 lines of code in Table 3. During this process, the
transaction time could be manipulated according to the trans-
action time collective preference of blockchain members.
This is achieved via two approaches. The first is by varying
the equation variables according to the members’ collective
preference reached in consensus. The resulting predictive
transaction time is thereafter calculated. For instance, the
members may decide on limiting their population size (N )
to a certain number and/or controlling the transaction block
size (Z ) within a certain range. The second is by introduc-
ing a preferred minimization constraint and calculating the
resulting value of the objective function. Both approaches
are tailored towards controlling transaction time minimiza-
tion according to the blockchain members’ unanimous
preference.

In Table 3, Line 3 chooses the type of optimization model
to be mixed-integer linear programming (MILP). Line 4
restricts the variable type of the number of node to an
integer variable. Line 5 defines the variable type of the
block size as a continuous variable. Line 6 contains a test-
optimization constraint, 6∗Z + 2∗N ≥ 50, where Z =
transaction block size and N = number of nodes. Line
7 contains another test-optimization constraint that requires
the minimum number of nodes to be greater than or equal
to 5. Line 8 contains the objective function equation, (19),
that was optimized. Line 11 solves the optimization model.
The optimization model presented a minimum transaction
time of 1.5029s at Z = 6.67 and N = 5 as shown in
Fig. 8. This is the output of the optimization performed
using (19), transaction time equation, as the objective func-
tion. It implies that for a minimum transaction time of≈1.50s
to be achieved, the transaction block size and number
of blockchain members must be limited to ≈6.67 and 5,
respectively.

In a similar approach, the blockchain consortiums in con-
sensus can alter constraints to suit their collective interest
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to determine and achieve the minimum transaction time
ahead of the transactions. The simulation was performed
in PYTHON under Jupyter Notebook IDE and using the
libraries of the CPLEXoptimization package. The blockchain
participants, thus, possess the ability to determine and
embrace the minimum transaction time given preferred
constraints.

V. CONCLUSION
In our proposed model, the transaction latency was reduced
to the tune of 23.8% by the P-pBFT relative to the private
chain model. This is a result of increased energy transac-
tions given a time-limit constraint. Reducing the transac-
tion latency consequently achieves faster transactions, annul
or reduces extra transaction fees, and promotes more satis-
factory blockchain admissibility. This offers the consortium
members increased profit given the same transaction time
as in the former. Several other benefits are achieved by the
proposed model. With the proposed transaction consensus
algorithm, the hyperledger sawtooth, waiting periods, such as
that found in the bitcoin and Ethereum blockchains, are elim-
inated thereby promoting faster transactions. Forking is also
absent which upholds consistent transaction protocols. Fur-
thermore, following the selected consensus algorithm, energy
consumption-intensive computations, such as that associated
with the proof-of-work algorithm, are eliminated. Hence,
its associated cost is consequently reduced. In addition, the
fewer number of validators required leads to a reduction in the
transaction bandwidth requirements. This in return increases
the transaction throughput needed to achieve the fastest trans-
action. Also, the flexibility in regulating the node population
and the transaction size ultimately allows themembers to own
the transaction time gross management and control.
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