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ABSTRACT Change detection (CD) through Earth observation techniques can offer very significant
information for monitoring tasks in a time-efficient manner. Very high-resolution (VHR) images can display
objects in fine detail, thus making it possible to rapidly perceive isolated changes. However, this is a
challenging task because of the increased within-class variance and geometric registration errors caused
by different satellite view directions and angles. Lately, deep learning (DL) CD methods have proven
very appealing for the CD problem because of their flexibility to combine and process different types of
information along with the increased availability of higher processing power systems. Even though previous
research has developed several notable DL methodologies, it has mostly focused on images with minor
co-registration errors. Based on that, the goal of this study is to evaluate the performance of five state-of-
the-art DL CD methods, two unsupervised and three supervised, on VHR images with severe co-registration
errors. The methods are implemented on four urban European areas of versatile morphology. In addition,
before applying the CD process, four popular automatic co-registration methods were evaluated because
of the importance of this pre-processing step for the successful output of the CD problem. It was shown
that phase correlation used on the Fourier-Mellin Transform produced the most satisfactory co-registration
results and STANet detected building-related changes most successfully. Its success can be attributed to
its particular attention mechanism and its training dataset. The rest of the co-registration and CD methods
showed low performance.

INDEX TERMS Change detection algorithms, artificial neural networks, very high-resolution imagery,

image registration, land cover monitoring, buildings.

I. INTRODUCTION

Change detection (CD) is an important Earth observa-
tion task that aims at monitoring land cover transitions
through time for a given area. In the recent past, atten-
tion has been drawn towards very high-resolution (VHR)
images because smaller objects (e.g. buildings) can be dis-
played in detail. However, moving to VHR increases signif-
icantly the complexity of the problem, since these images
present increased within-class variance and geometric reg-
istration errors [1]-[4]. The successful completion of the
task becomes even more challenging when the data are
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collected from different sensors, since their heterogeneity is
heightened [5]-[7].

Among the well-known traditional pixel-based CD meth-
ods are algebra methods such as change vector analysis,
(CVA) [8]-[10] and transformation methods such as principal
component analysis (PCA) [11] and multivariate alteration
detection (MAD) [12]. CVA computes the spectral differ-
ence and provides change intensity and direction [13]. PCA
implies the assumption of a linear relation between no-change
pixels belonging to the two acquisitions [14], and selects a
part of the principal components for the CD [15]. MAD,
based on canonical correlation analysis (CCA) [16], also
exploits unchanged pixels and aims at identifying changes
from the canonical difference of multivariate images [14].
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Since exploring spatial information is significant, object-
based CD methods (OBCD) have been developed, where
the basic unit consists of pixels with similar spectral sig-
natures [17], [18]. Although OBCD is less sensitive to
co-registration noise [19], the performance of these methods
highly depends on the accuracy of the segmentation process
which generally alters the geometry of the objects [17].

Several techniques have been used in pixel-based CD to
improve robustness to residual misregistration. The majority
of the techniques have been applied on medium resolution
images (spatial resolution:~30 m). In [20], the authors pro-
posed image smoothing via an average or median filter and
alternatively adaptive grey-scale mapping which calculates
total excess and deficit with respect to the image mean in a
pixel window. In [21], an approach was proposed which uti-
lizes bands where the investigated changes are not detectable,
since co-registration noise is generally visible in all spec-
tral bands. In [22], residual misregistration was detected by
introducing a modeling approach that makes use of spatial
brightness gradients, assuming that misregistration effects are
locally uniform. In [8], a method was presented which detects
co-registration noise by representing spectral change vectors
in the polar domain and exploiting the direction distribution
information. The same approach was followed in [10] for
VHR images with the difference that the pixels in the adjacent
neighborhood were also considered. In [23], the symmetric
local co-registration adjustment (SLCRA) scheme was devel-
oped for HR imagery (~5 m). The method chooses corre-
sponding pixels by calculating the minimum dissimilarity in
a window. Finally, in [14], the same approach was followed
to reduce minor misregistration errors in statistically similar
entities.

Recently, convolutional deep learning (DL) CD methods
have drawn very high attention because of their innate ability
to detect spatial context from raw data and their flexibility
in the combined processing of different types of informa-
tion. Another reason is the technological progress that has
increased access to higher processing power systems. Hence,
both unsupervised and supervised approaches have been pro-
posed. Unsupervised methods are generally based on the
comparison of feature maps produced from the bitemporal
images. In [24], convolutional neural network (CNN) feature
maps of the pre-trained CaffeNet on Imagenet [25] were con-
catenated and the change map was computed using pixel-wise
Euclidean distance. The same authors in a different study [26]
compared features extracted from different zooming levels
of the pre-trained VGG-16 [27] on the same dataset to pro-
duce the final change map. As a pre-processing step, they
applied PCA and segmented the three higher uncorrelated
channels into superpixels. A similar approach was followed
in [28] with the difference that the pre-trained VGG-16 deep
change features were refined by a variance ranking-based
method to retain only the relevant features. In [29], low-
rank-based saliency computation and deep feature represen-
tation were combined. VGG-16 was fine-tuned on the AID
dataset [30] and after extracting multilevel CNN features
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from superpixels, saliency maps that indicate pixel change
probabilities were generated. In [31], the authors proposed
the creation of a difference image of the feature maps pro-
duced by U-Net [32] pre-trained for semantic segmentation
on the Vaihingen dataset [33]. By using networks pre-trained
on the same dataset, transfer learning on U-Net was applied
in [34] and an unsupervised context-sensitive deep CVA
framework was proposed in [35]. Automatically selected fea-
tures were combined into hypervectors that were compared
pixel-wise to obtain deep change vectors for multiclass CD
based on the direction of change. Finally, in [36], an unsu-
pervised deep Siamese kernel PCA convolutional mapping
network for binary and multiclass CD was designed. The
multiclass CD was accomplished by a 2-D polar mapping.

Other studies have focused on approaches that avoid the
costly annotation of samples. In [37], a Siamese version
of VGG-16 pre-trained on AID was extended by adding a
deep feature difference CNN and then transfer learning was
applied combined with training on a small sample of VHR
images with annotated changes. The final change map was
created by a threshold. In [13], the authors applied an auto-
matic pre-detection method of the training data and proposed
a deep Siamese convolutional multiple-layers recurrent NN
(RNN), which can be used both for homogeneous and hetero-
geneous images. Finally, in [38], pre-disaster OpenStreetMap
building data were used to automatically generate training
samples for a modified version of U-Net, where residual
connections were added.

The increase in the availability of annotated CD datasets
has greatly accelerated the research of supervised methods,
which usually produce more accurate results. The SZTAKI
AirChange Benchmark Set (1,5 m/px) [39] was the first VHR
CD dataset that was made publicly available. This dataset has
been used in many studies. In [40], the authors used it to train
a Siamese CNN by the weighted contrastive loss. The changes
of the image pair were detected by the distance of the feature
vectors and the final output was produced by a threshold and
a k-NN approach. In [41], three fully CNNs were trained
on the SZTAKI dataset and instead of concatenating both
connections of the encoding streams of the Siamese versions,
the absolute value of their difference was concatenated. The
same dataset was used in [42] to train the DeepLabV2 [43]
network by an improved triplet loss function. The network
was pre-trained on the PASCAL VOC 2012 dataset [44].
In addition, the SZTAKI and a building CD dataset were used
in [45] to train a deep NN architecture based on the combina-
tion of an attention mechanism with information transmission
by the use of bidirectional LSTMs. Finally, in [46], a modified
version of U-Net was trained on the SZTAKI dataset by
using a depth-wise separable convolution making the network
lighter and more efficient.

Lately, more datasets have been created to promote
research in the field. In [47], the first large-scale VHR seman-
tic CD dataset was presented, and several fully CNNs for
semantic CD were proposed. In [48], another dataset was
used which is composed of multisource VHR images with
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annotated multitype changes [49]. In this study, a multiscale
convolution module was incorporated in a fully convolutional
network (FCN). The authors also proposed a combination
of the weighted binary cross-entropy loss (WBCE) and the
dice coefficient loss to improve the training of imbalanced
samples. Finally, in [50], focus was put on semantic CD and
a Siamese framework with a global hierarchical (G-H) sam-
pling mechanism was trained on three datasets with semantic
annotated changes [51], [52]. The purpose of the G-H sam-
pling mechanism is the mitigation of the imbalance problem.
The authors also used the binary change mask to constrain the
semantic CD results.

It is noted that since DL methods capture spatial infor-
mation, it logically follows that they perform better in mis-
registration scenarios than pixel-based methods that exploit
only spectral information. Recently, to further enhance their
spatial context perception, many studies have adopted spa-
tial attention mechanisms because they capture long-range
spatial dependencies which leads to the reduction of pseu-
dochanges [53]. Spatial attention highlights meaningful spa-
tial relationships through reweighting of the feature maps [4].
The authors in [53] implemented dual attentive fully con-
volutional Siamese networks to examine spatial and spectral
long-range dependencies. They also addressed the imbalance
sample problem by use of the weighted double-margin con-
trastive loss. The network was trained and evaluated on two
datasets, the multisource VHR dataset proposed in [49] and
two VHR image scenes with annotated changes of build-
ings (WHU building dataset) [54]. In [55], a Siamese-based
spatial-temporal attention CNN was introduced, along with
one of the largest CD datasets of the field (changes related to
buildings). In [4], an end-to-end network, called the pyramid
feature-based attention-guided Siamese network was pro-
posed. The authors introduced a co-attention mechanism and
trained the network on two different building CD datasets:
WHU (orthoimagery) and a challenging dataset of satellite
images (with displacement). In [56], a dual-task constrained
deep Siamese CNN, which contains a CD network and two
semantic segmentation networks, was presented along with a
dual attention module. It was trained on the WHU building
dataset. In [57], deep features were extracted from a fully
convolutional two-stream architecture and were fed into a
deeply supervised difference discrimination network. Deep
features of the raw images were fused with image difference
features by attention modules and change map losses were
also introduced in the intermediate layers. The CNN was
trained on the dataset created in [49] and on a multisource
Google Earth dataset. Finally, in [58] a scheme was proposed
that contains an efficient convolution module in combination
with fusion strategies based on spatial/spectral attention. The
network was trained on the dataset proposed in [49] and on a
recent version of WHU with semantic changes.

Even though attention mechanisms dominate the current
literature on mitigating the effects of co-registration errors
on VHR CD, some other approaches have also been pro-
posed. In [59], three encoder-decoder-structured CNNs were
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designed to yield change maps from RGB satellite images
with small color variations and co-registration errors, and a
large fully-labeled dataset of Google Earth images was con-
structed. The ensemble of the networks outperformed each
individual CNN. In [49] a conditional adversarial network
was trained and evaluated on synthetic images with a small
relative shift. Finally, in [3] a framework that consists of two
parts was proposed by use of the WHU dataset. It involves
a building change detection network that takes bi-temporal
binary building maps produced from a building extraction
network. The authors simulated arbitrary building changes
and various building parallaxes in the binary building map
to increase robustness to co-registration errors.

Although the current scientific research concerning DL
CD with co-registration noise has shown promising results,
it has mostly focused on images with minor co-registration
errors. Based on that, the goal of this study is to assess
several state-of-the-art DL CD methods on VHR images
with severe co-registration noise. The study evaluates the
performance of five state-of-the-art deep DL CD methods,
two unsupervised and three supervised on four urban study
areas of different morphology. The VHR images are selected
from various satellites and exhibit high geometric distortions
and co-registration errors. The fundamental logic behind the
selection of the DL CD methods was the representation of
each main category. Another reason was the public avail-
ability of the code proposed by the creators of the methods,
to ensure correct implementation. Thus, the first unsuper-
vised method [24] is a pre-trained network that follows
a patch-to-pixel approach, while the second unsupervised
method, which was developed for the purpose of our study,
has an encoder-decoder architecture and was trained on the
study data. Concerning the selected supervised methods, the
first (FDCNN) [37] avoids the costly annotation of samples
by applying transfer learning in combination with training
on a small annotated CD sample of multitype changes, while
the second (DASNet) [53] and the third (STANet) [55] apply
spatial attention mechanisms to capture long-range spatial
dependencies. DASNet was trained on the multisource VHR
dataset proposed in [49] (multitype changes) and on the WHU
building dataset, and STANet on a large dataset with changes
related to buildings. It is noted that the supervised networks
were implemented by use of the weights provided by the
creators of the methods.

Before applying the CD process, four popular auto-
matic co-registration methods were evaluated since this
pre-processing step is extremely important for the success of
the CD problem. The selected methods cover a wide range
of the existing literature approaches. The first two are Scale
Invariant Feature Transform (SIFT) [60] and the Oriented
FAST and Rotated BRIEF (ORB) [61] which detect local fea-
tures and assign descriptors. The third is a CNN approach [62]
and the fourth is the Fourier-Mellin Transform (FMT) [63]
which is a global method.

In the following sections, at first a brief theoretical back-
ground of the evaluated co-registration and DL. CD methods
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is stated. Then, the procured images and the study areas are
presented followed by the description and the discussion of
the results.

Il. THEORETICAL BACKGROUND

A. CO-REGISTRATION METHODS

Four popular methods were tested for the automatic
co-registration of the images. These methods were SIFT,
ORB, a CNN feature-based approach, and the FMT. The
selected methods cover a wide range of the existing literature
approaches.

1) SIFT

SIFT locates local features known as “keypoints™ that are
scale and rotation invariant. The keypoints are detected
by creating different scales of the images (application of
Gaussian blur) and locating local maxima and minima. Then,
their orientation and magnitude are defined by calculating
gradients. Thus, a unique fingerprint is created for each point
called “descriptor.”” The method consists of four parts: Scale-
space extrema detection, accurate keypoint localization, ori-
entation assignment, and keypoint descriptor generation.

2) ORB

ORB is a fusion of FAST (Features from accelerated seg-
ment test) [64] keypoint detector and BRIEF (Binary Robust
Independent Elementary Features) [65] descriptor with mod-
ifications to enhance the performance. FAST is a corner
detection method and BRIEF assigns descriptors by selecting
a random pair of pixels in the neighborhood of a keypoint
from a Gaussian distribution and comparing their brightness.
The FAST modifications refer to the use of a multiscale
image pyramid and the assignment of orientation, whereas
the BRIEF modifications to the inclusion of orientation
invariance.

3) FOURIER-MELLIN TRANSFORM

FMT-based image registration is a global method since it
uses all the image pixels of both images to define the trans-
formation parameters [66]. In this method, at first the Fast
Fourier transformation (FFT) of the input images is calculated
followed by the calculation of the magnitudes.

Then, the magnitudes are transformed to log-polar coor-
dinates. Taking the Fourier transformation of a log-polar
map is equivalent to the computation of the Fourier-Mellin
Transform (Equation 1) [67].

400 21
Fyky, ko) = / /f(ercosgo,ersin¢)ei(k"+k2r)d<pdr e))

—00 0

where: r, ¢: log-polar coordinates and k: scale.

By applying phase correlation, the angle and the scale
can be retrieved. After applying rotation and scale, phase
correlation can be applied again and the translation can be
calculated as the final step of the 2-D image registration.
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4) CO-REGISTRATION - CNN

The CNN feature-based approach uses a CNN to generate
multiscale feature descriptors and then the Expectation Max-
imization method (EM) [68] is applied to gradually increase
the selection of inliers. After detecting a feature point set X
from the referenced image and a feature point set Y from
the sensed image, the transformed locations of Y (Z) are
obtained. The multiscale feature descriptors are generated
using three pooling layers (D1(x), Da2(x), D3(x)) from a pre-
trained VGG-16 network on Imagenet dataset. After defin-
ing a grid, the feature point is determined as the center of
each grid cell. Features x and y are matched according to
Equation 2.

d(x,y) = VQ)di(x,y) + do(x,y) + d3(x,y) (2

where: dj(x, y): Euclidean distance of D;(x), D;(y).

Inlier selection produces a M x N prior probability matrix
using both convolutional feature and structural information
which is then taken by a Gaussian mixture model (GMM)
based transformation solver. In order to compute the matrix,
at first an integrated cost matrix is computed using an
element-wise Hadamard product. Then, the Jonker-Volgelant
algorithm [69] is applied to solve the linear assignment on the
cost matrix. Assigned point pairs are regarded as putatively
corresponding.

Points in set Y are considered as GMM centroids and EM
is then applied to find the optimal transformation parameters.
The objective of the approach is to minimize the negative
log-likelihood function. EM iteratively solves the non-rigid
transformation (Equation 3) and the selection of inliers is
updated in every k iterations. The process consists of the
E-step where the posterior probability matrix is computed
from the last iteration, and the M-step where the derivatives
are solved and the parameters are updated. As a final step,
the transformed image is calculated using thin plate spline
interpolation.

Z=Y+GW 3

where: G: the matrix generated by a Gaussian radial
basis function (GRBF) and W contains the transformation
parameters.

B. CHANGE DETECTION METHODS

Five land cover DL CD methods were implemented: two
unsupervised and three supervised.

1) UNSUPERVISED METHODS

The first unsupervised method was the patch-to-pixel CNN
proposed in [24]. For its implementation [70], Tensor-
flow [71] and Keras [72] functions were applied. The
method uses the VGG-19 architecture pre-trained on the
Imagenet database. The size of the input image patches
was 224 x 224 px and the output size was 112 x 112 px.
Firstly, the feature maps are extracted from five convolu-
tional layers (Convy, Convy, ..., Conv,) to exploit both the
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spatial (lower level features) and the semantic information
(higher-level features). Since these features are not of the
same size due to downsampling (pooling) operations, mul-
tilevel maps of the same size are concatenated after being
resized to the same size (resampling operations), resulting in
a higher-dimensional feature map.

The CD is performed using pixel-wise Euclidean distance
in a feature space of k— dimension (Equation 4). For the
production of the final change map, the optimum threshold
is defined by applying the Otsu [73] segmentation method,
which detects the minimal intra-class variance of two classes.
For the implementation of the first unsupervised method
in our study, Otsu segmentation was applied on images
of size 1120 x 1120 px, produced by joining 25 output
patches (112 x 112 px) after resampling to the input size
(224 x 224 px). It is noted that in the original implemen-
tation Otsu segmentation was applied on the output patches
(size 112 x 112 px).

k
dij =Y ((uf* — (uf)*)? )

k=1

where k: feature dimension and Mf and ,ujk features values at
dimension k, of the positions i and j.

In the second unsupervised method, which was developed
for the purpose of our study, an encoder - decoder CNN
with three convolutional layers in the encoder part (64, 32,
16 feature maps) and three convolutional layers in the decoder
part (32, 64, 4 feature maps) was implemented by use of
Tensorflow and Keras functions. The network was trained on
patches of size: 224 x 224 of the images of the first date
(four images in total (one per each study area)) and the visible
and near-infrared (NIR) bands were used. The input patches
were fed to the CNN by a generator function which ran-
domly selected a study area and then a random batch of eight
input patches. The model was trained for 400 epochs with
407 train steps on an NVIDIA 1070 Ti Graphical Processing
Unit (GPU) for approximately six hours.

Then, similar steps to the first unsupervised method were
followed. First, multilevel maps of the same size (128 x
128 px) were created via resampling for the first two and
last two convolutional layers, and then the feature maps
were combined to create the change map using pixel-wise
Euclidean distance and manually applying an Otsu threshold
for images of size 1120 x 1120 px.

2) FDCNN
The first supervised method was the feature difference CNN
(FDCNN) [37], which uses transfer learning on a CNN
(VGG-16) pre-trained on the AID dataset [30] (30 aerial
scene types), combined with training on a small sample of
VHR images with annotated changes. For its implementa-
tion [74], the Caffe framework [75] was used.

The network consists of three main parts. The first part is a
two-channel Sub-VGG-16 with shared weights, composed of
the first three scales of VGG-16 with input size 224 x 224 px.
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The second part is the FD-Net where feature difference maps
of three scales are created and normalized (Equation 5).
Before computing the feature difference maps, resampling
is applied to generate maps of the same size. In addition,
the second-period image (X3) is differentiated from the first
period (X1) image to obtain accurate boundary information
of the changes. The third part is the FF-net where the back-
propagation of the network is realized by a simple CNN
with few training points, which produces the final change
magnitude map (CMM).

|Fi — Fl|

FD(i) = ——2
max(|Fi — Fi|)

=1,...,N 5)

where FD: the feature difference map, F { Fé': the feature
maps with inputs X1, X5, and N: the total number of feature
maps.

The network implements an improved cross-entropy loss
that uses the change magnitude of each pixel as prior knowl-
edge for learning and a weight loss function to alleviate the
tendency of the network to no-change miss-detection due to
unbalanced training data. CMMs are generated by applying
CVA on X1, X». After obtaining the CMM, the final change
map is obtained by a threshold.

3) DASNET

The second supervised method was the dual attentive fully
convolutional Siamese network (DASNet) [53], which aims
at capturing long-range dependencies. The network was
trained on two CD datasets. One composed of multisource
remote sensing images with multitype annotated changes
(spatial resolution of 3 to 100 cm/px) [49] and one com-
posed of two VHR image scenes with annotated changes of
buildings (WHU building dataset) [54]. For its implementa-
tion [53], the Pytorch library [77] was used.

First, the Siam-Conv module is used to generate local
features: Fyo, F;1 € RE*HXW and then the dual mechanism
is applied to establish the connections between them. The
feature F is fed into three convolutional layers to obtain three
new features: Fa, Fb, Fc € REXH>W

For the spatial attention, Fa, Fb, Fc are reshaped to RE*N,
Then, matrix multiplication is conducted between Fbh' and
Fa and a spatial attention map is obtained through a softmax
layer (Equation 6), which measures the connection between a
feature at position i and a feature at position j. Fc is reshaped
to ROV and matrix multiplication with Fs is conducted.
Finally, the result is reshaped to RE*#*W and added to the
original feature to obtain the final output (Equation 7).

eFai'Fbj
N
Fsaj = n Z(FsﬁFCJ) + Fj 7

i=1

where Fa, Fb, Fc : features succeeding Siam-Conv, F': origi-
nal feature, 1: scale parameter,and N = H x W.
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For the channel attention, F is reshaped to RSN and then
matrix multiplication is performed between F’ and F to
obtain the channel attention map. Then, similar steps as in
spatial attention are followed. Equations 6, 7 are used by
substituting N with the spectral dimension since it captures
long-range context in the channel dimension.

The features obtained through the dual attention mecha-
nism are aggregated.

The weighted double-margin contrastive loss was proposed
to address the imbalanced sample problem. It is calculated for
the spatial and channel attention modules: Lgq, L4, as well as
the final output feature pairs L, (Equation 8).

Loss = ALgg + Mo Leg + AL, ®)

where A;: weight of each loss

The output of DASNet is an RGB image patch of size
256 x 256 px. High red values show a high probability of
change. Thus, for the implementation of DASNet in our study,
the final binary change map was produced by applying an
Otsu threshold in the Red band for images of size 1120 x
1120 px. These images were produced by joining output
patches (256 x 256 px) after resampling to the input size,
which was 224 x 224 px in the case of our study.

4) STANET

The third supervised method was the spatial-temporal
attention-based network (STANet) [55]. The authors trained
the network on a dataset that they proposed (LEVIR-CD),
which contains professionally annotated changes related
to buildings (soil/grass/hardened ground building). It was
created from 637 VHR Google Earth image pairs (size:
1024 x 1024 px) from Texas, US and represents various
types of buildings. For its implementation [78] the Pytorch
library was used.

The network has a Siamese structure. First, an FCN
(Resnet-18 [79]) is employed to extract the bitemporal image
feature maps (X(l),X(Z) e REXHXW)Y Then, XD, x@ are
stacked into a feature tensor X € RE*H>*Wx2 and fed to
the attention module to create two attention feature maps
(ZV, z?) (Equation 9). The self-attention mechanism mod-
els attention weights between any two pixels.

Z=FX)+X 9

where ¥ =
learned.
Three tensors are introduced to illustrate the basic idea of
the self-attention mechanism: query, key and value, which
are obtained from the input feature tensor through three
different convolutional layers. The input feature tensor is
the concatenation of the bitemporal image feature maps in
the temporal dimension. X is firstly transformed into three
feature tensors Q, K,V € RE*H*Wx2 gnq then O,K,V are
reshaped to the matrices K, 0 € RN and V e RN
where N = H x W x 2 and C’ is the feature dimension.
0, K are used in the computation of the attention layer. Then,
the spatial-temporal attention map A € RY*V is defined as

F(X) is a residual mapping of X to be
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the similarity matrix (Equation 10). Finally, the output matrix

Y € RO is computed by multiplying V and A and then
reshaping to ¥ € RCXHxWx2,

o

Q
Jﬁ) (10)

To capture spatial-temporal dependencies in multiple
scales and alleviate misregistration issues a pyramid version
is implemented, which has four branches of different scale.
In each branch, the attention mechanism is applied in subre-
gions and then aggregation is performed. The residual tensor
Y and the original tensor X are then added to produce the
updated tensor Z € RE*XHXWx2,

Finally, a distance map D is generated by calculating the
distance between each pixel pair in the two feature maps by a
residual function. During training, the model is optimized by
minimizing the loss calculated by the distance map and the
label map. In the testing phase, the label map is calculated by
thresholding.

The training is performed by a batch-balanced contrastive
loss (BCL).

A = softmax(

lll. DATA

A. DESCRIPTION OF STUDY AREAS

The satellite images used in this study were collected from
four European areas: Tgnsberg (Norway), Granada (Spain),
Rhodes (Greece), and Venice (Italy). Tgnsberg presents
mostly buildings of low height with tiled roofs (gray or red
tones). The urban structures are spread among large areas of
forests and crops and a river also crosses the region. Granada
is characterized by a very dense urban fabric, which contains
very high buildings with tiled roofs of red tones. The city
is also enclosed by steep mountains and a few crops. The
city of Rhodes is located on an island and shows a dense
urban fabric of medium-height buildings with terraces. The
relief is generally flat and there is a moderate quantity of
crops. A substantial percentage of the Rhodes images is cov-
ered by seawater. Finally, Venice presents very homogeneous
buildings with red-tiled roofs in very close distances. As in
Rhodes, the Venice images are also surrounded by a high
water percentage. The presence of a high amount of ships
is also noticeable. The locations and thumbnails for all four
study areas are shown in Fig. 1.

B. DETAILED INFORMATION OF PROCURED IMAGES

For the detection of the land cover changes, VHR
pan-sharpened images collected from Geoeye-1 (GEO1) and
Worldview-2/3 (WV-2/3) satellites were used. The images
were globally co-registered and contained spectral informa-
tion in the visual and near-infrared (VNIR) part of the light
spectrum. Their time difference varied between five and six
years and the area size between 17 and 33 km?. The spatial
resolution for GEO1 and WV-2 images was 0.5 m, whereas
for WV-3 was 0.3 m. Details about the images are shown in
Table 1.
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FIGURE 1. Locations and thumbnails of the four study areas.

TABLE 1. Detailed information of VHR satellite images used for the land
cover CD.

Area Collection  Satellite  Resolution Size
date (m) (km?)
2092013 WV-2 0.5
Tonsberg 1570019 GEOI 0.5 25
19/7/2013  GEO1 0.5
Granada 50018 wv-3 0.3 21
23/4/2013  WV-2 0.5
Rhodes  “Son019  wv-3 03 33
Veni 4/52013  GEO1 0.5 7
eMee  13/50018 WV-3 0.5

IV. RESULTS AND DISCUSSION

A. PRE-PROCESSING STEPS

Before implementing the CD methodology, the pre-
processing steps were applied. These steps included: a) cre-
ation of mosaics from the WV-3 images since the area of
interest was depicted in multiple tiles, b) resampling of the
WV-3 images from 0.3 m to 0.5 m spatial resolution (same as
GEO1, WV2), and ¢) co-registration.

B. CO-REGISTRATION

It is important to note that the procured images were not
orthorectified, thus the co-registration process was applied
locally and not globally. In more detail, SIFT, ORB, and
the Fourier-Mellin transformation were tested on samples
of size 1120 x 1120 px, whereas the CNN feature-based
approach was tested on patches of size 224 x 224 px. The
local approach is necessary because of the perspective view
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(b)
FIGURE 2. Example of visible/non-visible facades in Venice because of

the different satellite view angles. (a) Image collected on 13/5/2018 by
WV-2. (b) Image collected on 4/5/2013 by GEO1.

@

geometry that causes non-uniform scale according to the
relief. It should be also noted that because of the differ-
ent satellite view directions and angles, the images cannot
be co-registered with high accuracy (e.g. visible/non-visible
facades) (Fig. 2).

For both SIFT and ORB, the descriptor of one feature in
the first set is matched with all other features in the second
set using some distance calculation. During the matching
process, outliers are excluded by the RANSAC (Random
Sample Consensus) [80]. In our case, for both methods,
many points were incorrectly matched. An example area in
Venice showing incorrectly matched points detected by the
SIFT method is shown in Fig. 3. The image shows that the
algorithm fails to generate point descriptors with the adequate
information needed to produce correct matches.

Concerning the CNN co-registration method, it was
observed that the results were inconsistent because they were
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(a)

" (a2) (b2

) (c2)

(b)
FIGURE 3. Example area in Venice showing incorrectly matched points detected by SIFT. (a) Image collected on 13/5/2018 by WV-2.
(b) Image collected on 4/5/2013 by GEO1.

a e

FIGURE 4. Example outputs of the CNN feature-based co-registration (Tonberg). (a1, a2) Image collected on 12/7/2019 by GEO1.
(b1, b2) Image collected on 20/9/2013 by WV-2. (c1, c2) Co-registered output. (d1, d2) Checkboard display of a1 & b1/ a2 & b2.

(e1, e2) Checkboard display of a1 & c1/ a2 & c2.

closely reliant on the objects depicted in the tile. In more
detail, the method performed well when a) urban structures
with clearly defined edges (e.g. buildings, roads) were present
in the patch and b) the structures were situated in the center
of the tile. However, when the patch presented fuzzy objects
(e.g. crops), or the pixels were situated close to the borders of
the patch, distorted outputs were produced. Fig. 4 shows two
examples of outputs for this method. A checkerboard display
is also presented to make the results more easily perceptible.

FMT performed better than the other automatic
co-registration methods, but still not as well as the manual
approach where matching points are manually collected.
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Fig. 5 shows a comparison of two examples of co-registered
outputs produced by the Fourier-Mellin Transform and the
manual approach. It is shown that the Fourier-Melin Trans-
form shows lower accuracy in areas of variable relief.
Taking into consideration the performance of the four
automatic co-registration methods analyzed above, it was
decided to co-register the images manually, so that the
co-registration errors are minimized as much as possible,
given the case studies. For the implementation of the manual
co-registration process, at first a grid with cells of size 1120 x
1120 px was created for each image and matching points were
selected manually for 261 grid cells in total (Tgnsberg: 84,
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(b2)

FIGURE 5. Comparison of Fourier-Mellin Transform and manual co-registration (Example outputs in Venice). (a1, a2) Image collected on
13/5/2018 by WV-2. (b1, b2) Co-registered output of Fourier-Mellin Transform. (c1, c2) Manually co-registered output. (d1, d2) Image
collected on 4/5/2013 by GEO1. The red bullet shows the position for a point.

Granada: 70, Rhodes: 59, Venice: 48). At least four points
were selected for each grid cell and then the affine transfor-
mation was applied. The selection of the number of points
was based on a visual evaluation of the scene height variance
and the magnitude of geometric distortions. Thus, the number
and height variance of the points increased according to the
difficulty of each case.

Fig. 6 shows the box plots of the Root Mean Squared
Error (RMSE) for the four areas of interest. The RMSE
was calculated by use of the points that had been selected
for the manual co-registration. It can be seen that Granada
showed the highest mean RMSE (~ 4m) followed by Tgns-
berg (~ 3m), Venice (~ 2m), and Rhodes (~ 1.5m). Granada
also showed the highest variance as it can be seen from the
higher distance between the first (Q1) and third quartile (Q3)
(~ 4.5 m) and the values of the outliers (isolated incidents)
reaching RMSE values of ~15 m. Lower Q3-Q1 values
are presented for Tgnsberg (~2.5 m), Venice, and Rhodes
(<2 m). Low variance for Rhodes could be explained by
similar view directions of WV-2 and WV-3.

C. CHANGE DETECTION METHODS
The first unsupervised CD method and the three supervised
applied in this study made use of the publicly available
code proposed by the creators of each method, to ensure
the correct implementation. It is noted that in this study we
refer to the DASNet network trained on multitype changes
as “DASNetCDD” and to the DASNet network trained on
changes of buildings as “DASNetBCDD.”

The methods were evaluated both qualitatively by visually
observing the outputs of the methods and quantitatively by
calculating evaluation metrics.
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FIGURE 6. Box plots showing the distribution of the co-registration RMSE
for the four areas of interest.

1) QUALITATIVE EVALUATION
For the qualitative evaluation, several samples of outputs
were observed for all the algorithms. Fig. 7 shows the
results for example areas in Tensberg (Figs 7 (al-hl)) and
Granada (Figs 7 (a2-h2)) produced by the unsupervised and
the supervised methods. Similarly, Fig. 8 shows the respective
results for example areas in Rhodes (Figs 8 (al-hl)) and
Venice (Figs 8 (a2-h2)). The red square shows the significant
changes.

The results of the first unsupervised method
(Figs 7 (cl, c2), 8 (cl, c2)) show a high commission error
caused by different satellite view directions and angles
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FIGURE 7. Example areas in Tensberg (15t & 2" column) and Granada (35t & 4t column) showing results of the unsupervised and supervised methods.
(al, a2) Image of the latest date. (b1, b2) Image of the earliest date. (c1, c2) 15t Unsupervised method. (d1, d2) 2nd Unsupervised method.
(e1, e2) FDCNN. (f1, f2) DASNetCDD. (g1, g2) DASNetBCDD. (h1, h2) STANet.

(e.g visible/non-visible facades), radiometric differences, method, the results of the second unsupervised method
and insufficient co-registration. It is noted that radio- show a high commission error caused by the same issues
metric differences cause diverse spectral information for (Figs 7 (d1, d2), 8 (d1, d2))). The second unsupervised
the same object and geometric distortions cause object method also showed high sensitivity to seasonal changes
shifts. Similarly to the results of the first unsupervised (e.g. crops).
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FIGURE 8. Example areas in Rhodes (15t & 2"d columns) and Venice (35t & 4th columns) showing results of the unsupervised and supervised methods.
(a1, a2) Image of the latest date. (b1, b2) Image of the earliest date. (c1, c2) 15t Unsupervised method. (d1, d2) 2nd Unsupervised method.
(e1, e2) FDCNN. (f1, f2) DASNetCDD. (g1, g2) DASNetBCDD. (h1, h2) STANet.

Since the unsupervised methods are based on comparing to show lower commission error than directly comparing the
the distance of feature maps, it reasonably follows that a original bitemporal images.
large number of pseudochanges will occur in the final result. Concerning the supervised CD methods, the outputs of
It should be noted however, that feature maps display the FDCNN (Figs 7 (el, e2), 8 (el, e2)) show a large com-
object in various detail levels, thus the output is expected mission error and it can be observed that even insignificant

VOLUME 10, 2022 33733



IEEE Access

V. Kristollari, V. Karathanassi: CD in VHR Imagery With Severe Co-Registration Errors Using DL: Comparative Study

(e -

(22) (h2)
0 1 2 A

[
km

FIGURE 9. Results of the supervised and unsupervised methods for the whole area of Tensberg (15t & 2" rows) and Rhodes (379 & 4th rows).
(a1, a2) Image of the latest date. (b1, b2) Image of the earliest date. (c1, c2) 15t Unsupervised method. (d1, d2) 2nd Unsupervised method.
(e1, e2) FDCNN. (f1, f2) DASNetCDD. (g1, g2) DASNetBCDD. (h1, h2) STANet. The red arrows show edge noise or water pseudochanges.

changes in vegetation scenes are incorrectly detected (mostly
pseudochanges in the forest). Similarly, large commission
error is produced by DASNetCDD (Figs 7 (f1, £2), 8 (f1, £2)),
where high sensitivity for radiometric differences is pre-
sented. It can be also observed that there is distortion
in the shapes of the objects. It should be noted that
the training set of DASNetCDD was dissimilar to our
study areas (e.g. it contained images with snow). DASNet-
BCDD (Figs 7 (gl, g2), 8 (g1, g2)) also incorrectly detects
non-existent changes of buildings while simultaneously
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showing high omission error. Finally, better results are shown
by STANet (Figs 7 (h1, h2), 8 (h1, h2)) as it can be seen that
changes related to buildings are detected more successfully
than in all previously applied unsupervised and supervised
methods. It can also be easily seen that the commission
error is lower. The good performance of this method can be
attributed to the proposed attention mechanism in combina-
tion with the large professionally annotated dataset.

Figs 9, 10 show the results produced by the unsupervised
and the supervised methods for the whole study area of
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FIGURE 10. Results of the supervised and unsupervised methods for the whole area of Granada (15t & 2" rows) and Venice (34 & 4th rows).
(a1, a2) Image of the latest date. (b1, b2) Image of the earliest date. (c1, c2) 15t Unsupervised method. (d1, d2) 2nd Unsupervised method.
(e1, e2) FDCNN. (f1, f2) DASNetCDD. (g1, g2) DASNetBCDD. (h1, h2) STANet. The red arrow shows water pseudochanges.

Tonsberg (Figs 9 (al-h1)), Rhodes (Figs 9 (a2-h2)), Granada
(Figs 10 (al-h1l)), and (Figs 10 (a2-h2)). The observation
of these figures leads to some further conclusions. In more
detail, it can be seen that a) the first unsupervised method
sometimes shows noise at the edges of the input CNN patch
(Figs 9 (cl, c2)), and b) the second unsupervised method
and DASNetBCDD exhibit sensitivity to sunglint/watercolor
differences (Figs 9 (d2), 10 (g2)). The above mentioned issues
are indicated by red arrows.

2) QUANTITATIVE EVALUATION
Quantitative evaluation was performed by the calculation
of metrics. These metrics were recall (Equation 11), which
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corresponds to omission error, precision (Equation 12), which
corresponds to commission error, F; score (Equation 13)
which combines recall and precision metrics.

TP
Recall = ———— (11)
TP + FN
- TP
Precision = ——— (12)
TP 4 FP
B =2 precision - recall (13)

precision + recall
where: TP: True positive, FN: False negative and FP: False
positive
The quantitative evaluation was performed a) for the whole
area of the four study areas for the results of STANet
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FIGURE 11. Percentages of the types of changes detected by STANet for the whole study area. The “pseudo (other)” category refers to
changes caused mostly by co-registration errors and radiometric differences.

(261 images of size: 1120 x 1120 px) and b) for a repre-
sentative sample which contained ~ 20% of the results of all
algorithms (59 images of size: 1120 x 1120 px). Correctly
and incorrectly detected objects were defined by carefully
observing the results in a laborious and time-consuming pro-
cess (required ~ 1.5 month to complete). We believe that the
representative sample is sufficient for the evaluation of the
performance since this percentage is the common practice for
the test set. It is noted that instead of creating ground-truth
maps (e.g. polygons) from the photo-interpretative process,
the evaluation metrics were calculated by directly counting
the number of objects for each category). We decided to
follow this approach because it is significantly simpler and
less time-consuming.

It is noted that false negatives were calculated by taking
into account only the undetected buildings, whereas true
positives by considering detected buildings as well as paving,
roofs, and areas of dense tree growth (i.e. soil — forest).
False positives were considered changes that are not of inter-
est in this study (i.e. changes related to vehicles and sea-
sonal changes (e.g. agricultural fields)) and pseudochanges.
We categorized pseudochanges to those found in forests or in
the water (e.g. sunglint) and to those caused by other reasons
(e.g. co-registration and radiometric differences).

i. STANet evaluation for the whole study area

The STANet evaluation metrics for all four study areas
and the training set (reported by the creators of STANet)
are shown in Table 2. By observing the table it can be seen
that the omission error is lower than the commission error.
The lowest omission error is presented in Rhodes (7%) and
the highest in Venice (26%). It is mostly caused in cases
not present in the training set. The commission error is
higher than ~ 40% for all study areas and can be attributed
mainly to the co-registration errors caused by the differ-
ent satellite view directions and angles. Radiometric differ-
ences were the second reason for the commission error. This
error percentage is expected since in much better conditions
(training set composed of images from the same satellite
with small co-registration errors) the network showed a 16%
commission error. Tgnsberg and Rhodes present the lowest
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TABLE 2. Evaluation metrics for the results of STANet.

Area Recall Precision F;-score
Tgnsberg 0.88 0.61 0.72
Granada 0.90 0.49 0.63

Rhodes 0.93 0.60 0.73
Venice 0.74 0.40 0.51
Training set 0.91 0.84 0.87

commission errors (~ 40%) and the highest F; scores fol-
lowed by Granada and Venice.

The pie charts displayed in Fig. 11 show the percentages of
the types of changes detected by STANet for the four study
areas. The highest pseudochanges are presented in Granada
and Venice because of the presence of high building blocks
and the different view directions and angles of GEOl and WV.
Another challenge for Granada was its mountainous terrain
because geometric distortions are increased. The lower pseu-
dochanges for Rhodes can be attributed to the similar view
direction of WV-2 and WV-3, whereas for Tgnsberg to the
low building height and higher similarity with the training
set. It should be noted that as shown in the box plots of
Fig. 6, Granada presented the highest mean RMSE in the
co-registration process, whereas Rhodes the lowest. It is also
interesting to notice the high amount of vehicles (ships) that
exist in Venice and Rhodes.

ii. Evaluation of all methods on the test set

The evaluation metrics (recall, precision, F;-score) for all
the methods for a representative sample (test set (~ 20%
of the results)) are shown in Table 3 for the unsupervised
methods and FDCNN, and in Table 4 for DASNetCDD,
DASNetBCDD and STANet. In addition, a new evaluation
metric was defined for the needs of the study (““precisionCD”’
(Equation 14)) that associates the commission error with
the percentage of the pixels that were classified as change.
We believe this index provides a better understanding of
the magnitude of the commission error because it directly
corresponds to its depiction in the image. The values of
precisionCD for the test set are shown in Table 5. Finally, the
percentages of the types of changes detected by all algorithms

VOLUME 10, 2022



V. Kristollari, V. Karathanassi: CD in VHR Imagery With Severe Co-Registration Errors Using DL: Comparative Study

IEEE Access

1%t Unsupervised

(a2)

2% 1% 3%

1% 2%
(a3)
4% 4o

(a4)

el
2
F
[=¥ o,
Z1% -—"’V o ——
-
=1
& 3%
3%
(bl) (b2) (b3)
8%
10%
4%
% 3% : 13%
Q -
A 3% —~— S0
= 2% ’ 1%
2%
(cl) (c2) (c3) (c4)
Tensberg Granada Rhodes Venice

I Buildings M8 Paving ¥ Roofs

Forest B Vehicles MM Seasonal Il Pseudo Il

seudg | gﬁyd()) O Changes

(forest) water er) of interest

FIGURE 12. Percentages of the types of changes detected on the test set by the 15t unsupervised method (a1-a4), the 2nd

Unsupervised method (b1-b4), and FDCNN (c1-c4).

TABLE 3. Evaluation metrics on the test set (15t Unsupervised, 2"d Unsupervised, FDCNN).

1% Unsupervised | 2" Unsupervised | FDCNN
Area Recall Precision F1-score | Recall Precision F1-score | Recall Precision F;-score
Tgnsberg 0.86 0.27 0.41 0.93 0.37 0.53 0.78 0.28 0.41
Granada 0.76 0.19 0.30 0.86 0.28 0.42 0.74 0.26 0.39
Rhodes 0.88 0.24 0.38 0.96 0.37 0.54 0.73 0.29 0.42
Venice 0.82 0.11 0.19 0.89 0.18 0.30 0.77 0.17 0.27
mean 0.83 0.20 0.32 | 0.91 0.30 0.45 | 0.75 0.25 0.37

on the test set are displayed via pie charts on Figs. 12, 13.

precisionCD = (1 — precision) - %CP (14)

where: CP: pixels detected as change.

In Tables 3, 4 it can be observed that DASNetCDD displays
the lowest omission error (<9%) followed by the second unsu-
pervised method (<14%). STANet and the first unsupervised
method show an average omission error of ~15%, while the
lowest performance is exhibited by FDCNN and DASNet-
BCDD with an average of ~25%. Regarding commission
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error, STANet shows the best performance (>37%) followed
by the second unsupervised method with a minimum differ-
ence of 22%. The highest commission errors are shown by the
first unsupervised method and DASNetCDD with an average
of 80%. Similarly, STANet displays the highest F;-score with
an average value 0.66 followed by the second unsupervised
method (0.45). The lowest F;-scores are displayed by the first
unsupervised method and DASNetCDD (~0.33). Regarding
study areas, in general, Tgnsberg and Rhodes present the
lowest commission errors and the highest Fy-scores.

33737



IEEE Access

V. Kristollari, V. Karathanassi: CD in VHR Imagery With Severe Co-Registration Errors Using DL: Comparative Study

TABLE 4. Evaluation metrics on the test set (DASNetCDD, DASNetBCDD, STANet).

DASNetCDD | DASNetBCDD | STANet
Area Recall Precision F1-score | Recall Precision F1- score | Recall Precision F-score
Tgnsberg 0.91 0.25 0.39 0.73 0.36 0.49 0.92 0.63 0.75
Granada 0.93 0.16 0.27 0.77 0.28 0.41 0.85 0.52 0.65
Rhodes 0.97 0.25 0.40 0.77 0.26 0.39 0.94 0.59 0.73
Venice 0.95 0.15 0.25 0.77 0.12 0.21 0.69 0.42 0.52
mean 0.94 0.20 0.33 | 0.76 0.26 0.37 | 0.85 0.54 0.66
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FIGURE 13. Percentages of the types of changes detected on the test set by DASNetCDD (a1-a4), DASNetBCDD (b1-b4), and

STANet (c1-c4).

In Table 5, the values of the precisionCD metric show that
when the commission error of STANet is translated into pix-
els, it is easily understandable that the pixels miss-classified
by STANet as change, are 13 times less than DASNetBCCD
which also focuses on changes of buildings. In addition,
it can be observed that the commission error of DASNetCDD
corresponds to the highest number of pixels and that the
respective errors of the unsupervised methods, as well as of
FDCNN and DASNetBCDD correspond to a similar amount
of pixels.
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From the pie charts displayed in Figs. 12, 13, it can be seen
that STANet presents the highest percentages of the changes
of interest for all four study areas. It is noted that this behavior
is expected since the percentage of the changes of interest
directly corresponds to the precision values. In addition,
STANet presents the lowest percentages of pseudochanges of
the “other” category (e.g. co-registration errors, radiometric
differences). Further interesting observations are the high
sensitivity shown by: a) the second unsupervised method for
the detection of seasonal changes followed by DASNetCDD
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TABLE 5. Calculation of precisionCD on the test set.

Area 1% Unsupervised 2" Unsupervised FDCNN DASNetCDD DASNetBCDD  STANet
Tensberg 0.0480 0.0552 0.0520 0.0951 0.0282 0.0030
Granada 0.0802 0.0518 0.0536 0.2042 0.0313 0.0048

Rhodes 0.0563 0.0347 0.0129 0.1687 0.0188 0.0013
Venice 0.0855 0.0472 0.0378 0.1886 0.0689 0.0023
mean 0.0675 0.0472 0.0391 0.1641 0.0368 0.0028

and FDCNN, b) FDCNN for the detection of pseudochanges
in the forest, and ¢) DASNetBCDD for the detection of
pseudochanges in water (e.g. sunglint). It is noted that sea-
sonal changes were included in the VHR images used in the
training set of FDCNN. In addition, all methods are sensi-
tive to the detection of changes in the presence of vehicles
(mostly ships) and that both unsupervised methods show the
highest miss-detection on this type of change. STANet shows
the lowest percentage of vehicle changes. Finally, regarding
study areas, Granada shows the highest percentage of pseu-
dochanges of the “other” category in the results of all the
algorithms while Tgnsberg the lowest.

Concerning the need for a human operator, it is not required
for the implementation of the unsupervised methods as well
as DASNet and STANet. However, for the implementation
of FDCNN in our study, a threshold was manually selected.
Finally, it should be noted that inference time for the second
unsupervised method and STANet was ~ 0.05 sec for an
image patch (size: 224 x 224) while for the rest of the methods
(first unsupervised, FDCNN, DASNet) was ~ 0.3 sec. The
methods were implemented in a machine with i17-8700K CPU
and NVIDIA 1070 Ti GPU.

V. CONCLUSION

In this study, five state-of-the-art DL CD methods were
evaluated for VHR images with severe co-registration errors.
In addition, before applying the CD process, four popular
automatic co-registration methods were evaluated because of
the importance of this pre-processing step for the successful
output of the CD algorithms. The study was performed on
images depicting four European areas with versatile urban
patterns.

The implemented co-registration methods covered a wide
range of the existing literature approaches. It was observed
that SIFT and ORB, as well as a CNN-based method, dis-
played low performance, while results were more satisfying
for the Fourier-Mellin Transform. However, given the crucial
role of co-registration in the final CD result, it was decided to
follow the more accurate manual approach, which produced
mean RMSE between 1.5 and 4 m.

Concerning the CD methods, two unsupervised and three
supervised were applied. The supervised method called
STANet, produced satisfying results concerning the detection
of buildings which are considered the most important indica-
tor for the assessment of urban development. In addition, the
commission error for this method was smaller than all other
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tested methods and was mostly attributed to the remaining
co-registration issues. Its success can be attributed to the
proposed attention mechanism in combination with a large
professionally annotated dataset. The other methods showed
a high commission error caused by different satellite view
directions and angles that caused geometric distortions, co-
registration errors, radiometric differences, seasonal changes
and changes related to vehicles.
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