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ABSTRACT Alzheimer’s disease (AD) is caused by cortical degeneration leading to memory loss and
dementia. A possible criterion for the early identification of Alzheimer’s dementia is to identify the difference
between positive and negative linguistic and cognitive abilities of the patients. This study involves the use
of Convolutional Neural Network (CNN), designed a hybrid model with CNN & Bidirectional Long-Short
TermMemory (Bidirectional LSTM), and proposed a StackedDeepDense Neural Network (SDDNN)model
for text classification and prediction of Alzheimer’s dementia. These models were trained end-to-end using
DementiaBank clinical transcript dataset. The transcripts consisted of recorded interviews of Alzheimer’s
patients with clinical experts. The models were investigated under two settings: Randomly initialized and
Glove embedding. Further, hyperparameter optimization was accomplished using GridSearch, which yielded
optimal parameters for the design of suitable learningmodels for most accurate predictions. Other parameters
were computed and compared based on AUC, accuracy, specificity, precision, F1 score, and recall. To ensure
performance generalization, the classification accuracy was tested using 10-fold cross-validation approach.
The performance and classification accuracy of the proposed model was significantly improved to 93.31%
when applied with Glove embedding and hyperparameter tuning. This research work will considerably help
the clinical experts in early detection and diagnosis of AD.

INDEX TERMS Dementia, audio transcript data, deep learning, convolutional neural network, Bi-LSTM,
stacked deep dense neural network.

I. INTRODUCTION
Alzheimer’s disease (AD) is the most prevalent form of
dementia, a degenerative brain condition primarily affecting
older individuals [1]. By comparing the patient’s brain
functionality at different visits, it has been found that decline
in memory and other cognitive function is responsible for
primary dementia syndrome [2]. In 2006, 26.6 million
patients suffered from AD worldwide. It has been predicted
that ADwill affect 1.2% of the global population by 2046 [3].
Hence it is a need of the hour to detect AD at an early
stage to effectively treat patients suffering from the disease.
With the help of machine learning techniques, early detection
of Alzheimer’s is possible by identifying patient’s linguistic
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patterns within their health care records. In this paper,
we investigated effective computational diagnostic models
for predicting AD from verbal utterances in transcript data.
A potential clinical usefulness of these models is their
ability to predict the probable AD. For each patient, local
weighted learning is used to modify a classifier model, and
sequence computing of biomarkers is highly cost-effective
and informative for their diagnosis. The whole data is
considered at once by decreasing the cost and number
of biomarkers required to attain a positive diagnosis for
individual patients. The clinical setup is proved useful along
with the contributing effective and personalized detection of
AD [4]. Recognition of dementia using automated speech
recognition, feature extraction/selection techniques, and clas-
sification algorithms has lately become mainstream practise
in the field of dementia detection and characterization.
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Based on some limitations of existing techniques, there
is a need to enhance and improvise the state-of-the-art
models to effectively deal with existing problem. In this
study, we have implemented Deep learning models-CNN and
combination of CNN & Bidirectional LSTM and proposed a
novel SDDNN model for predicting AD and support normal
individuals by identifying their linguistic patterns. We have
demonstrated the effectiveness of the proposed model by
using stacking of multiple sequence learning models such
as CNN, CNN + Bidirectional LSTM and Bidirectional
LSTM with attention. The proposed stacking model is used
to observe deeper characteristics of conversational patterns
and aids in differentiating between two diagnostic groups
with extremely similar symptoms. The proposed stacked
model has the ability to integrate the capabilities of many
different sequence based deep neural network models to
provide results that more accurate than existing individual
models in ensemble.

A. MOTIVATION
AD in patients probably starts decades ago, prior to the
onset of symptoms [5]. So there is a much potential either
to prevent it or to slow down its progress when research
advancement makes it possible to detect the disease by
using biomarkers before its symptoms begin. The motive
behind this work is to apply end-to-end deep neural network
models to analyze linguistic markers in patients. These
markers are analyzed using the spoken languages of AD
patients and control normal and then classifying them using
Natural Language Processing (NLP) techniques. For mental
healthcare professionals, a model that can detect AD from
clinical transcription data can be very useful in the trial,
quantification and tracking of AD positive cases.

B. CONTRIBUTIONS
This work presents a Deep Dense Neural Network to detect
language patterns for classifying AD (AD+) and non-AD
(AD-). Following are the contributions of this article:
• In this article, we presented a stacked deep learning
neural network models for the early detection and
diagnosis of AD from DementiaBank clinical transcript
data. The linguistic characteristics of AD patients have
been analysed and classified using NLP techniques and
deep learning models respectively.

• We investigated the role of ‘‘Glove (pretrained) word
embedding’’ and ‘‘randomly initialized word embed-
ding.’’

• Additionally, hyperparameter optimization is performed
using Grid Search to get the most accurate predictions
for each model.

• We have proposed and designed a novel SDDNN
model stacking CNN, CNN+ Bidirectional LSTM, and
Bidirectional LSTM with attention approach, to detect
AD form clinical transcript data using pre-trained Glove
embedding and hyperparameter tuning that outper-
formed state-of-the-art models.

• In the proposed stacked model, we concatenated the
outputs of the flattened layers obtained from CNN,
CNN + Bidirectional LSTM and Bidirectional LSTM
with attention model, and dense layers to obtain the final
classification results.

• Our model’s predictions were validated using a 10-fold
cross-validation procedure.

C. ROAD MAP
The rest of this paper is structured as follows: Section 2 covers
the causes of AD and includes an outline of NLP with deep
learning for disease detection, as well as a review of previous
studies. Section 3 gives a detailed description of the Demen-
tiaBank dataset. The technique and methodologies used in
this study are discussed in Section 4. Section 5 addresses
the experimental results obtained using deep learningmodels.
Conclusion and future directions are covered in the last
section.

II. BACKGROUND STUDY
In this section, we have studied the causes and risk factors
of AD, framework of its diagnosis, and reviewed the existing
work done by various researchers.

A. CAUSES AND RISK FACTORS OF ALZHEIMER DISEASE
Scientists believe that there is not a single cause of AD but
it can be developed due to many factors such as the gradual
loss of brain cells, changes in lifestyle, and environmental
factors. Its risk factors may also include old age, family
genetics and heredity that cannot be reversed. The risk of
AD is high in cases with history of their parents with the
disease [6]. On an average females are more prone to AD
than males due to longer life expectancy of the former. People
with head trauma are more likely to suffer from AD. People
with poor sleep patterns have a higher risk of developing
AD. Language difficulties are most prevalent among people
having mental health issues such as cognitive impairments,
dementia, hearing challenges, or any other congenital brain
abnormalities [7], [8]. The damaging usually starts from
the memory controlling area of the brain, but its process is
initiated years before development of the first symptom. The
disease in patients may lead to:
• Cognitive disorders
• Behavioral disorders
• Psychological disorders
AD can be diagnosed at an early stage using a technique

known as computer-aided diagnosis (CAD) [9]–[11]. CAD
has the capacity to comprehend and interpret massive
volumes of natural language data for the purpose of disease
diagnosis. The most demanding tasks in language processing
includes: voice recognition, sentiment analysis, and language
comprehension. The effective ways of taking measures may
be explored from data for prediction of AD by comparing
deep learning techniques using prognostic models [12], [13].
Various studies have aimed at predicting the time for AD
progression under a time-to-event examination set-up and
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FIGURE 1. Steps for data pre-processing and feature extraction from
audio transcript data.

effective performance has been achieved. Recently, deep
learning methods have been developed based on CNN along
with LSTM arrangement that attained significant advances.

B. NATURAL LANGUAGE PROCESSING (NLP) WITH DEEP
LEARNING
This subsection introduces the process of NLP used by Deep
Learning models. Disease prediction is a subset of NLP,
which is a branch of Artificial Intelligence (AI) [14]. Fig. 1
depicts the NLP steps used for extracting tokens to be used
by deep learning models.

Audio transcripts are fed to the neural network where
identification of the linguistic pattern of AD+ and AD-
patients takes place. Based on the observed data patterns,
AD+ patients are classified from AD- [15].

III. EXISTING WORK
Accurate diagnosis of AD is still a challenging task in clinical
practices. In recent years, various deep learning based models
such as CNN, RNN, LSTM, CNN-RNN and CNN-LSTM
were frequently used on transcripts of spoken languages of
AD patients and control patients. Additionally, attention-
based hybrid LSTM-CNNmodel has been employed in order
to perform classifications in various healthcare domains.
Liu et al. (2019) [16] used Attention-based Hybrid LSTM-
CNNModel to detect various types of Arrhythmias. Cai et al.
(2017) implemented hybrid CNN-LSTM model for Ana-
lyzing User Intent in Online Health Communities [17].
Current research has shown that high performance can be
attained using longitudinal data that is utilized to make the
classifiers [18]. Different subjects are required for prediction
models based on longitudinal data. In the longitudinal
study, missing data is a ubiquitous issue and this issue is
conventionally circumvented by imputing lost data [19]. The
effective means for informational measures can be learned
from AD dementia data by examining the results of deep
learning techniques and the prognosis of AD [12], [13].

Locke (1997) emphasized on lexical-semantic language
components, part of which can be seen in the case of a

younger utterance age. This study also underlined that lexical
capability increased, automated syntactic processing, and
hence lexical and syntactic language shifts [20]. Schwenk
(2007), demonstrated the possibility of training an advanced
neural network language model with a low error rate and
ambiguity. The output was much better with only one hidden
layer compared with the conventional language model. Deep
learning has been strengthened because the error rate and
ambiguity are lower [21]. Ball et al. (2009) showed positive
results in syntactic interpretation in the context of an acquired
language, such as Aphasia in adults, promoting further focus
on efficient syntactic identification methods. We further
explored deep models of neural networks to learn the lan-
guage changes that differentiate the language of AD patients
from healthy controls [22]. The effectiveness of using com-
plex syntax for MCI classification features has been shown
by Roark et al. (2011). In their study, speaking languages
were used for the training of support vehicle machines (SVM)
in 37 MCI patients and 37 NC with seven important pauses
and syntactical language annotations. 86.1% of the area
below the ROC curve was achieved by this approach [23].
Further, Sidorov et al. (2012) introduced the concept of
syntactic sn-grams named it n-grams, which is different from
traditional n-grams in terms of construction method [24].
In the proposed n-gram approach, the neighbours were using
syntactic trees to track the linguistic correlations. Due to
this, it was able to bring the syntactic knowledge into
ML methods. Their proposed n-gram can be suitable for a
wide range of tasks of NLP in which traditional n-grams
were applied. They have described the way of applying
authorship attention. For evaluation NB, J48, and SVM
classifiers were traditionally applied in baseline n-grams of
words, the POS letters and tags that showed the best results
achieved using SVM. In comparison, Sidorov et al.(2014),
showed that n-grams and skip-gram efficient class predictors
for many tasks of language modelling sparse records [25].
Study proposed by Prud’hommeaux and Roark, 2015 was
based on ‘graph-based content word word-level score’ to
predict cognitive condition (AD) also followed by MCI,
is Alzheimer’s. The work was performed with the SVM in the
sameDementiaBank given an AUC of 82.3%. The techniques
based on the graph however are important alignment models
built separately and of adequate scale datasets [26].

Orimaye, et al. proposed models to differentiate between
the likely AD group and the stable group through many
linguistic biomarkers, syntactics, and n-grams. As such, the
likely AD category of the stable elderly with a better ROC
curve region (AUC = 0.82) using their diagnosis SVM
model was considerably different from healthy elderly [27].
To distinguish between samples of vocabulary from AD
and HC, Karlekar, et al. (2018), CNNs, LSTM, and CNN-
RNNs were applied in the experiment. Their study achieved
accuracies of 82.8%, 83.7%, 84.9%, and 91.1% for AD
classification [28]. In this regard, Sheela, et al. (2020) [29]
used DL and NLP approaches to evaluate language patterns
of AD patients. Their proposed neural networks were trained
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TABLE 1. DementiaBank dataset details.

based on the transcripts of AD and CN. Sheela applied two
models: CNN and CNN + bidirectional LSTM, and applied
it to a dataset for comparison purposes. The experimental
results showed that 72% accuracywas achieved using CNN+
bidirectional LSTM [29].

IV. DementiaBank DATASET
The dataset is acquired from transcripts of spoken conver-
sations of Alzheimer’s patients (AD+) and control patients
(AD-) from Pitt Corpus. Table 1 summarizes the summary of
DementiaBank dataset. The University of Pittsburgh School
of Medicine and the National Institute on Aging collaborated
on a longitudinal research of AD and related dementias,
which resulted in the collection of this data.1

DementiaBank dataset includes transcripts of patients with
Alzheimer’s dementia, other related dementia and healthy
controls while having verbal interviews. These interviews
were conducted based on a picture that contained different
components depicting the ‘‘cookie-theft’’ scene at the Boston
Diagnostic Aphasia Examination. These interviews were
conducted in English. In the interview, ‘‘cookie-theft’’
picture was shown to the patients and told them to explore
anything in the given picture they could see. The oral
utterances of the patients were recorded and transcribed in the
corresponding text in a transcription format. Other exercise
includes the ’Recall Test’, which requested patients to recall
characteristics of the tale previously told or seen in the
picture.

DementiaBank dataset contains 104 normal individuals
and 208 dementia patients. It includes a total of 1,017
transcripts of Alzheimer’s and 243 verified control tran-
scripts. Each of the transcript in the data sample is broken
into sentences or statements. Among the 14,362 samples of
utterances, 11,458 are diagnosed with AD and 2,904 are the
control patients [30].

The dataset used in this article is structured as a TSV file
containing 3,245 records. The dataset is divided into training
and testing sets in the ratio of 80:20. Further, 10% of the
training data is used in each fold (K-fold) for validation
purpose. The test and training set contain both ‘AD positive’
and ‘AD negative’ utterances. Each record and label is used as
mentioned below: AD negative (AD−) utterance as ‘0’control
patients and AD positive (AD+) utterance as ‘1’dementia
patients.

Automated morpho-syntactic analysis is included with
each transcript in DementiaBank, such as:
• Standard part-of-speech tagging
• The tense’s description, and
• Markers for repeated words

1https://dementia.talkbank.org/access/English/Pitt.html

FIGURE 2. Text vector of size (100 dimensions) using: (a) Glove
embedding (b) Randomly initialized embedding.

In other databases, such as CHILD Talk Bank, the same
automated labelling is done, therefore it is not unique to
DementiaBank.

V. METHODOLOGY
The framework for the proposed methodology for the early
diagnosis of AD is addressed in this section, as shown
in Fig. 2. The proposed methodology has different stages,
as explained below.

A. PRE-PROCESSING OF AUDIO TRANSCRIPT DATA
Significant experience involves data that is fuel to the learning
models. The dataset was obtained from DementiaBank. Prior
to feed data into the learning models, pre-processing and
feature extraction is done for obtaining better results. The
simplest way to represent text data is to use a bag of words.
It is a procedure in which a list is created to describe distinct
terms in text data called vocabulary [31]. For each word in
the phrase, 1 indicates that it is present in the vocabulary,
whereas 0 indicates that it is not. Patients with possible
AD are marked as positive, and the entries of the control
patients are marked as negative. One of the major drawback
of using ‘‘bag of words’’ is that it discards the order of words.
Consequently, the sentence’s context is ignored. The steps
involved in the pre-processing of audio transcript data are
discussed as follows:
• Data cleaning: Keeping only alphabets by removing all
the symbols.
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• Converting the whole sentence into the lower case for
uniformity.

• Tokenization: Splitting a phrase, sentence, paragraph,
or an entire text document into smaller units/words.

• Removing stop words: Designed custom stop words and
removed them. Typical stop words from English are:
‘‘is’’, ‘‘an’’, ‘‘this’’, ‘‘the’’, etc.

• Performing Lemmatization: Lemmatization returns the
dictionary form of a word, which must be a valid word.

• After performing Lemmatization, the words are rejoined
to form sentences.

In the proposed work, lemmatization is chosen instead
of stemming because stemming produce stems of words
that might not be a twin of the morphological root of the
word.

B. FEATURE EXTRACTION USING WORD EMBEDDING
The context of words is critical in NLP, thus we utilised
a different method called word embeddings to capture
the context of words [32], [33]. Word embedding is a
representation of words where similar terms are denoted in
the same way. Conceptually, it is a mathematical model from
space with numerous dimensions per word to a continuous
vector space with low dimensions.

One of the major challenges in NLP is the shortage
of training data. Although NLP is a diversified area
with a variety of different tasks, most task dataset only
include a few thousand human-labeled exercises/examples
for training [34]. However, advanced deep learning NLP-
based models find benefits with a much larger volume of data
such asmillions or billions. To overcome this gap, researchers
have developed a variety of model training techniques with
a huge amount of un-annotated web text called pre-training.
The pre-trained model can be refined on small NLP tasks,
such as questionnaires and emotion analyses, leading to
major accuracy improvements. In this study, two embedding
techniques have been implemented as follows:
• Randomly initialized embedding
• Glove embedding

An example of Glove embedding and Randomly initialized
embedding is elaborated using a sentence ‘‘Hardly hard to
tell any more’’ as shown in Fig. 2a and 2b respectively.

C. METHODS USED
The methodology section describes the work of the tech-
niques used, model design, implementation, and training.
Three deep neural network models: CNN, CNN + Bidirec-
tional LSTM, and the proposed SDDNN model are used
for the classification task. These models are implemented
using Glove embedding and Randomly initialized embedding
techniques.

1) CONVOLUTIONAL NEURAL NETWORK (CNN)
The first model used is one dimensional (1D) CNN. The
fundamental architecture of CNN enables network layers to
learn numerous complex characteristics that a simple neural

network cannot [35], [36]. Every input is passed through
the embedding layer and then through 1D convolution
layer followed by max-pooling layer. After carrying out
convolution, the result is passed through two dense layers.
The activation function used in the last dense layer is sigmoid,
which outputs probabilities of both the classes. Dropout is
used between convolution 1D layer and max pooling layer
and then between last two dense layers [37]. Its step-wise
description is given in Algorithm 1.

Algorithm 1 CNN Model
1: procedure CNN ()
2: Input: Training data, the number of training epochs,

number of iterations;
3: Output: Classification (AD+ or AD−)
4: Iter = 0
5: for every data sample xi in (x1, x2, . . . , xn ∈ R, where
R is a vector of size 2596*100) do

6: Iter = Iter + 1
7: if (iter < Epoch)
8: E = Embedding(v_len, i_length =

100, weights = [embedding_matrix]) //Create word
embedding of xi

9: conv1 = Conv1D(filters =

256, kernel_size = 5, activation =′ relu′)
10: m_pool = Max_pool(pool_size = 2)
11: fnn1 = Dense(units = neurons, activation
= ‘relu’) //feed the extracted features from previous layer
to FFN

12: fnn2 = Feedforward neural network
(fnn1) //Classify whether the sample is AD+ or AD−

13: end if
14: end for
15: end procedure

The detailed architecture of this model is shown in Fig.3
and its mathematical operations are summarized in Table 2.

Following are the types of embedded layers in deep CNN
model:
• Convolution layer: New feature values are computed
by applying a convolution operation among the input
data and filters (convolution kernels). A filter can be
perceived as a small window that includes the coefficient
values. A number of convolved features are generated
using different convolution kernels on the given data.
These features are typicallymore useful than the original
input parameters, thereby increasing the efficiency of the
model [38].

• Downsampling (MaxPooling) layer: A pooling layer
is a downsampling technique that takes some values
out of the convolved values and creates a matrix of
lower-dimensions. Thus the pooling layer computes
a lower-dimension matrix, which is considered as
simplified version of convolved features [39]. Thus the
downsampling technique will make the system more
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FIGURE 3. Architectural description of CNN model implemented in this study.

TABLE 2. Summary of mathematical operations in CNN model.

stable as the pooled results are not altered by minor
changes in the input.

• Fully connected (Normal Flat feed-forward neural
network) layer: In the fully connected layer, every input
is connected to every output by the weight. It serves
the purpose of performing an actual classification task.
Without this layer, a classical CNN cannot split out the
predicted classes. The flattened feature map or feature
vector is passed through a fully connected layer, which
is similar to hidden layers in ANN [40], [41].

2) HYBRID OF CONVOLUTIONAL NEURAL NETWORK AND
BIDIRECTIONAL LONG SHORT TERM MEMORY (CNN +
BIDIRECTIONAL LSTM)
In this model, 1D convolution and 1D Bidirectional LSTM
layers are used. Every input is passed through the embedding
layer and then through the 1D convolution layer followed
by max-pooling layer. With the use of feedback connections,
RNNs have the ability to comprehend long-term connec-
tions [42]–[44]. LSTM comprises of three gates, and one cell
state, each having a sigmoid activation function. Sigmoid has
smooth curves from 0 to 1 and is differentiable. Each cell
has a state vector and it can read, write, or reset it at any
time step [45]. The main advantage of this network is that
it remembers the past. In more detail, the output of LSTM is
passed to the final dense layer. The detailed architecture of
this model is shown in Fig. 4.
The activation used in the dense layer is sigmoid [46]–[48],

which outputs the probabilities of both classes. A dropout of
0.2 is used between the LSTM layer and dense layer. The
step-wise details of the model are discussed in Algorithm 2.

Algorithm 2 CNN + Bidirectional LSTM Model
1: procedure CNN−LSTM ()
2: Input: Training data, the number of training epochs,

number of iterations;
3: Output: Classification (AD+ or AD−)
4: Iter = 0
5: for every data sample xi in (x1, x2, . . . , xn ∈ R, where
R is a vector of size 2596*100) do

6: Iter = Iter + 1
7: if (iter < Epoch)
8: E = Embedding(v_len, i_length, weights
= [embedding_matrix]) //Create word embedding of xi

9: conv1 = Conv1D(filters =

256, kernel_size = 5, activation =′ relu′)
10: m_pool = Max_pool(pool_size = 2)
11: lstm1 = Bidirectional−LSTM(m_pool)

//Feed the extracted features from 1D Convolution to
Bidirectional LSTM

12: fnn1 = Feedforward neural network
(lstm1) //Classify whether the sample is AD+ or AD−

13: end if
14: end for
15: end procedure

Equations (1)-(6) describe the operations performed by an
LSTM that comprises of three gates and one cell state.

Forget Gate: ft

ft = σ (wf s(t−1) + wf xt ) (1)
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FIGURE 4. Architectural description of CNN + Bidirectional LSTM model implemented.

Input Gate: it

it = σ (wis(t−1) + wixt ) (2)

Output Gate: ot

ot = σ (wos(t−1) + woxt ) (3)

Each gate has different sets of weights. Here c‘ is called
as intermediate cell state. ct ‘ is calculated using the given
equation

Intermediate cell state ct ‘

ct ‘ = tanh(wcs(t−1) + wcxt ) (4)

Cell state ct is computed below as a result of adding the input
gate and intermediate cell state with the old cell state and the
forget gate as:

Cell state ct

ct = (it × ct ‘)+ (ft × c(t−1)) (5)

Then the cell state, the tanh activation multiplied with the
output gate to get the new state

New State ht constitutes the output of the memory cell
and is calculated by

ht = ot × tanh(ct ) (6)

In the equations given above S0 represents old state and
X1 denote the input. Here is also the previous cell state co.
S0 and X1 are the inputs and wc, wo,wi and wf are separate
weight vectors. First the previous state is calculated then
the previous state and input is passed through sigmoid (σ )
activation function. We have used the variants of the CNN +
Bidirectional LSTM model in our implementation.

3) PROPOSED ARCHITECTURE OF STACKED DEEP DENSE
NEURAL NETWORK (SDDNN) MODEL
Stackedmodel is a distributed predictivemodel that combines
two or more hierarchical units to construct an individual

weight and bias matrix. After computing these measures,
they are processed through an artificial neural network,
which generates a matrix with a uniform dimension. Finally,
depending on the application, the dense output or the
new configuration of weights and biases is passed to the
concatenation layer. The combined output is then processed
using a combination of neural functions and dense layers
to arrive at an appropriate class prediction. In the proposed
SDDNN model, a CNN is used as the first unit followed by
Max pooling and a dense layer. A combination of CNN with
Bidirectional LSTM (CNN + Bidirectional LSTM) memory
networks is used as the second unit and a convolution network
and Bidirectional LSTM with attention (Bidirectional LSTM
with attention) is used as the third unit. Rather than using
the additional function to create a vector segment, this study
suggests using a concatenation layer. This not only reduces
the computation but is also capable of extracting feature
vectors in a more precise and efficient manner. Finally, three
dense layers are used to make the prediction. The step-wise
details of the proposed novel SDDNN (CNN, CNN + Bidi-
rectional LSTM, Bidirectional LSTM with attention) model
are discussed in Algorithm 3 and its architecture is depicted
in Fig. 5.

DementiaBank dataset is trained using the proposed
SDDNNmodel to identify Alzheimer’s dementia using audio
transcript data. The basic requirements for the units in this
model are determined by the dataset’s corpus tension. The
data is widely dispersed and has a broad range in terms of
standard deviation and raw manifestation. A simple recurrent
technique is not efficient for such type of data.

To offer suitable gradients and functional modifications to
the data set, initially CNN is used to induce the neighbour
kernel association inside the embedding’s. Following this,
bidirectional LSTM network is then used to generate the
universal association function. Finally, the incorporation
of an attention layer to a collinear distribution function
leads to optimization of gradients and relative class-wise
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Algorithm 3 Proposed SDDNN Model
1: procedure SDDNN ()
2: Input: Training data (dtrain), test dataset (dtest ), training epochs (e), input shape (inp), and batch size (b)
3: Output: Classification for AD+ and AD−

4: Embedding = Emb(v_len, i_len,weights = [embedding matrix]) // create word embedding
5: model_CNN← Conv1D(filters = 256, kernelsize, activation = ’relu’)(Embedding)
6: Maxpool_CNN =Maxpool(pool_size = 2)(model_CNN)
7: Transform_CNN = Dense(2048)(Maxpool_CNN)
8: model_CNN← Conv1D(filters = 256, kernelsize = 5, activation = ’relu’)(Embedding)
9: Maxpool_CNN =Maxpool(pool_size = 2)(model_CNN)

10: LSTM = Bidirectional_LSTM(64)(Maxpool_CNN)
11: Transform_CNN_BiLSTM = Dense(2048)(LSTM)
12: model_CNN← Conv1D(filters = 256, kernelsize = 5, activation = ’relu’)(Embedding)
13: LSTM = Bidirectional_LSTM(64)(Maxpool_CNN)
14: Attn. = Attention(LSTM)
15: Transform_CNN_BiLSTM_Attention = Dense(2048)(Attn)
16: Converge = Concatenate () [Transform_CNN, Transform_CNN_BiLSTM, Transform_CNN_BiLSTM_Attention
17: Dense = Dense(1024)(Converge)
18: Dense = Dropout (0.28)(Dense)
19: Dense = Dense(256)(Dense)
20: Dense = Dense(2)(Dense)
21: i = 0, For every data sample xi in X where R is the vector size of 2596?100
22: i = i + 1, i← 1
23: while i ≤ e do
24: model_hybrid1_Fit(d_train,b,e)← Train the Hybrid Model-1
25: end while
26: accuracy, precision, recall, fbeta_score, auc← model_hybrid1_Evaluate(dtest )
27: return accuracy, precision, recall, fbeta_score, auc
28: end procedure

FIGURE 5. Proposed Stacked Deep Dense Neural Network (SDDNN) model: 1D CNN, CNN + Bidirectional LSTM, Bidirectional LSTM with attention, fully
connected dense and output layers.
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accuracy. Thus, activation optimization functions like Relu
and softmax are embedded into individual layer structures.
According to the current linguistic modelling principles,
attention is of higher importance. In addition, it is important
to emphasise on initially selected weights and biases that
are entirely random and tend to choose constructual issues.
Thus, it is critical to maintain a particular range for the
weighted mean and standard deviation. Finally, after all of
thesemodifications and procedures, the optimisation function
Adam is selected, with a learning rate of 0.0001. Adam
features have a dynamic learning rate and modification
function that is linked with the model’s mathematical origin.

VI. EXPERIMENTAL ANALYSIS
A. EXPERIMENTAL SETUP
We implemented three models: CNN, CNN + Bidirectional
LSTM, and the proposed SDDNN model with exploration
in terms of Randomly initiated and Glove embedding using
Google Colaboratory on the top of TensorFlow gpu 2.2.0.
The Google Colab is an open source services provided by
Google [49] and provides a GUI to researchers with limited
resources [50].

B. EVALUATION PARAMETERS
In order to evaluate the performance of these models, classes
may be assessed in terms of several indices such as true
positive (TP), true negative (TN), false positive (FP), and false
negative (FN) [51]–[53]. TP depicts the accurately identified
positive samples whereas TN depicts the accurately identified
negative samples.

Samples FP indicates wrongly identified positive samples
whereas FN shows wrongly classified negative samples. It is
also known as type I error. The various performance metrics
such as accuracy (Eq. 7), precision (Eq. 8), recall (Eq. 9),
specificity (Eq. 10) and F1 score, (Eq. 11) used for evaluating
the effectiveness of these models are provided below.

Accuracy =
(TP+ TN )

(TP+ FP+ FN + TN )
(7)

Precision =
TP

(TP+ FP)
(8)

Recall =
TP

(TP+ FN )
(9)

Specificity =
TN

(TN + FP)
(10)

F1Score =
(2 ∗ (Recall ∗ Precision))
(Recall + Precision)

(11)

Accuracy is one of the most often used measures to deter-
mine the performance of correctly recognized samples. The
accuracy of a model is its ability to properly classify positive
samples out of total positive samples [54]. Recall determines
the exact positive samples (TP + FN) accessible. Specificity
determines the actual negative samples. The F1 score is
calculated from the recall and precision. We also obtained the
results of these three models with two embedding techniques.

C. HYPERPARAMETER TUNING TO OBTAIN OPTIMIZED
PARAMETERS USING GridSearch
The second objective is to optimize the hyperparameters
of the model. Hyperparameter tuning can reduce the error
in the test dataset. The method of estimation for each
model is distinct, and therefore each model has its own
hyperparameters that need to be optimized. There are
numerous parameters to be configured as discussed in [55],
[56]. Hyperparameter tuning of all the models is summarized
in Table 3.
• Learning Rate: This controls the amount of weight
required to be updated in the optimization algorithm.
Constant learning rate, momentum-based techniques,
gradually decreasing learning rate, and adaptive learning
rates can be used depending on the choice of opti-
mizer [57].

• Number of epochs: The total number of times the
training data is sent through the neural network model.
The number of iterations is raised until the test-training
error difference decreases.

• Batch size: The batch size is a hyperparameter that
defines the number of samples to work through before
updating the internal model parameters. A small group is
preferable in the learning process for simplicity. A range
of 15-130 can be a sensible choice [58].

• Number of hidden layers: It is sometimes practical
to make variations in the number of hidden layers to
decrease the error rate between testing and validation
accuracy. The errors do not improve. Due to this, the
computational cost to train a DNN increases. Having
a variety of layers might lead to under-fitting, whereas
having many layers may lead to over-fitting but is not
harmful with regularization technique.

• Dropout: Dropout is a desirable regularization tech-
nique for overfitting in neural networks. The technique
merely drops units in deep neural models to maintain the
specified likelihood. A default value of 0.5, could be a
sensible choice for training [59], [60].

We implemented GridSearch, an optimization tool used
for tuning of hyperparameters. The concept is that various
hyperparameters represent a certain combination of values
to minimize the error of our predictive model. Our purpose
is to locate this particular parameter combination using
GridSearch. This approach tests each possible parameter and
chooses the optimal parameters for each model.

VII. RESULTS AND DISCUSSIONS
All three models yielded approximately the same results for
all the parameters considered in the analysis. The models
achieved different classification accuracy levels for the same
testing data for Randomly initialized and Glove embedding.

A. RESULTS WITH HYPERPARAMETER TUNING
Performance scores for all three models (CNN, CNN +
bidirectional LSTM, and SDDNN) evaluated with optimized
parameters obtained using GridSearch are given in Table 4.
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TABLE 3. Hyperparameter tuning to obtain optimized parameters using GridSearch.

TABLE 4. Performance scores (in %) of three models for binary classification on DementiaBank dataset with optimized parameters using GridSearch
(hyperparameter tuning).

TABLE 5. Performance evaluation of models with optimized parameter using 10-Fold CV.

GridSearch carries out an exhaustive search, resulting in
several possible best parameters being selected from a grid
of parameter values. The configuration of hyperparameters,
especially in deep learning, influences the performance of
the optimizer. The performances of these models improved
significantly after performing hyoerparameter tuning.

As shown in Table 4, our proposed SDDNN model with
Glove embedding has outperformed other models with a
classification accuracy of 93.31%. Stacked approach with
optimized parameters has proven to make most accurate
predictions. However, CNN achieved an accuracy of 84.44%
and 85.05% with Randomly initialized embedding and Glove
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FIGURE 6. 10-fold cross validation performance of three models with two embedding techniques after
hyperparameter tuning.

embedding respectively. Whereas, Hybrid of CNN + Bidi-
rectional LSTM achieved 84.43% and 84.89% of accuracy
with Randomly initialized embedding and Glove embedding
respectively. the proposed model also showed better results
for specificity, precision, recall, and AUC compared to CNN
and CNN + Bidirectional LSTM models.

B. CROSS VALIDATION: EVALUATING ESTIMATOR
EFFICIENCY
During the evaluation of hyperparameters for the estimator,
there is a risk of overfitting in the test dataset. This is
because the values can be modified until the estimator
performs ideally. By doing this, there is a possibility of
data leakage. A validation test is required to determine
the final validity of the model’s predictions. Validation is
the process of determining whether the numerical findings
derived from hypothesis testing are acceptable as per the
description of data. K-folds cross-validation (CV) ensures
that each original dataset observation has the possibility of
showing the performance of any model. Shuffling of dataset
before running K-fold CV technique ensures that the order
of the input and output data is completely randomized.
To ensure that the input data is unbiased, shuffling is
performed. Finally, the dataset is divided into k equal-sized
partitions.

In this analysis, a 10-fold CV technique is implemented
for all three models for both Randomly initialized and Glove
embedding. Therefore, the first step is to break the dataset
into 10 equal groups. After determining the empirical square
loss, first fold is used to test the models and compute the loss.

For the k th part, we fit the model to the other K −1 parts of
the data and determine the prediction error of the fitted model
while predicting the k th part of the data. This is repeated for
k = 1, 2, . . . ,K , and the K estimates of the prediction error
are combined. Let k : 1, 2, . . . ,N be an indexing function
indicating the partition to which observation i is randomly
assigned. The fitted function computed with the k th part of
the deleted data, is denoted by f̂ −k (x). The cross-validation

estimation of the prediction error was defined in Eq. 12:

CV (f̂ ) =
1
N

N∑
i=1

L(yi, f̂ −k(i)(xi)) (12)

where N = 10 and k(i) = i, for ith observation. The
fit is determined for the ith observation using all of the
data except the ith. These settings have been demonstrated
empirically to produce test error rate estimates that are neither
excessively high in bias nor extremely high in variance when
k = 10 CV is used. CV is done for three models with
two embedding techniques (Randomly Initialized Embedding
and Glove Embedding). The average of the 10 10-fold CV
is then provided as the performance metric for all the three
models. 10 rounds of CV are calculated using different
divisions and the validation results are averaged across the
rounds to determine the model’s prediction performance
as shown in Table 5. The proposed SDDNN model using
Randomly initialized and Glove embedding has shown the
highest mean value of 99.23 and 99.78 respectively after
hyperparameter tuning. The mean of 10 folds for each model
represents the fitness metrics used in prediction in order to
obtain a more precise approximation of model prediction
performance. The Boxplot [61] of the 10-fold CV for CNN,
CNN + Bidirectional LSTM, SDDNN model with the two
embedding techniques is shown in Fig. 6 which helps in
drawing the following inference:

(a) CNN + Bidirectional LSTM with Glove embedding
(CNN+Bi_LSTM+GE) shows poor behaviour.

(b) The SDDNNmodel in combination with Randomly ini-
tialized and Glove embedding (SDDNN+RE, SDDNN+GE)
shows better performance.

C. CONFUSION MATRICES
To evaluate and compare the performance of the three
models, confusion matrices [62], [63] are computed for both
Randomly initialized and Glove embedding types.

For all the three models, a total of 649 samples are used
to test the confusion matrix. The confusion matrices for
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FIGURE 7. Confusion matrices [64] for 2-Class classification task using
(a) Randomly initialized embedding and (b) Glove embedding for CNN
model.

FIGURE 8. Confusion matrices for 2-Class classification task using
(a) Randomly initialized embedding and (b) Glove embedding for CNN +
Bidirectional LSTM model.

the binary classification problem of detecting the linguistic
cues for AD+ and AD- are provided in Figs. 7, 8 and 9
respectively. For CNN model: The confusion matrix spec-
ifies a table that is used to describe the classification
performance on a test dataset for known true values. For
randomly initialized embedding, 565 samples represent
true (predicted) values, whereas only 84 samples repre-
sent false (error) values. Confusion Matrix for CNN +
Bidirectional LSTM hybrid model: For randomly initialized
embedding, 565 samples represent true (predicted) values,

FIGURE 9. Confusion matrices for 2-Class classification task using
(a) Randomly initialized embedding and (b) Glove embedding for the
proposed SDDNN model.

FIGURE 10. Accuracy comparison for CNN, CNN + Bidirectional LSTM and
SDDNN with optimized parameters using two embedding technique.

whereas only 94 samples represent false (error) values. For
glove embedding, 568 samples represent true (predicted)
values, and 84 samples represent false (error) values.Whereas
only 51 samples represent false (error) values. For glove
embedding, 604 samples represent true (predicted) values
and 45 samples represent false (error) values. Confusion
Matrix for SDDNN: For randomly initialized embedding,
598 samples represent true (predicted) values.

D. COMPARATIVE ANALYSIS
In this subsection, performance-based comparison of the
proposed model with CNN and CNN + Bidirectional LSTM
is carried out using a variety of performance metrics. The
graphs in Fig. 10 represents the comparison among CNN,
CNN + Bidirectional LSTM, and the proposed SDDNN
model based on testing accuracy levels.

VOLUME 10, 2022 32761



Y. F. Khan et al.: SDDNN Model to Predict Alzheimer’s Dementia Using Audio Transcript Data

FIGURE 11. Comparison based on Precision, Recall and F1 score for CNN, CNN + Bidirectional LSTM and SDDNN using two
embedding technique.

FIGURE 12. Accuracy comparison of proposed model with existing methods.

TABLE 6. Comparison of the proposed model with existing works.

The graph shows that parameter tuning significantly
improves the performance of all three models. However,
among all the three models, Glove embedded Stacked
SDDNN model with optimized parameters achieves max-
imum accuracy (93.31%). The results shown in Fig. 11
provide a comparison based on the precision, recall, and
F1 score. The graph shows that maximum precision of

88.23% is obtained by Randomly initialize embedded
proposed SDDNN model with optimized parameters. The
maximum recall value of 87.23% is obtained by Glove
embedded proposed SDDNN model, and maximum F1 score
of 85.69% is obtained by Glove embedded SDDNN model.
Table 6 compares the benchmark accuracies achieved by
the proposed model with the accuracy achieved by previous
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FIGURE 13. Plots of AUC for: (a) CNN (Randomly initiated embedding) (b) CNN (Glove embedding) (c) CNN + Bidirectional LSTM (Randomly initiated
embedding) (d) CNN + Bidirectional LSTM (Glove embedding) (e) SDDNN (Randomly initiated embedding) (f) SDDNN (Glove embedding).

studies. The graph shown in Fig. 12 represents the com-
parative performance of the proposed model with those of
previous studies.

E. AREA UNDER THE ROC CURVE (AUC) PLOTS
The AUC plots of the three models, CNN, CNN +
Bidirectional LSTM, and the proposed SDDNN model are
shown in Fig. 13 for both Randomly initiated and Glove
embedding. The output curve shows that the maximum AUC
is achieved by Glove embedded SDDNN model with a value
of 0.9222 that outperformed CNN and CNN + Bidirectional
LSTM with two embedding techniques.

VIII. CONCLUSION AND FUTURE SCOPE
For neurodegenerative conditions, such as Alzheimer’s dis-
ease (AD) and associated dementias, the manual identifica-
tion of these disorders has proven difficult. Currently, specific
clinical diagnostic criteria and cognitive examinations are
used to diagnose these illnesses. By using various deep
learning algorithms, together with lower-level linguistic data
produced from spoken utterances, it is possible to construct
automated diagnostic models for the detection of people
with suspected Alzheimer’s disease from a larger population.
DementiaBank language transcript clinical dataset allowed us
to create multiple hybrid deep learning models to improve
results.

In this article, three deep neural network models namely
CNN, CNN + bidirectional LSTM, and SDDNN are
used for 2-class (AD+ and AD-) classification purposes
using two approaches: Randomly initialized and Glove

embedding. Attention mechanism has been applied to a
computational model for improving classification in the
prediction of Alzheimer’s dementia using audio transcript
data.

For clinical AD datasets and the NLP viewpoint, we dis-
cussed and described the applicability of deep neural
networks with two embedding techniques to classify AD
patients. Of all the approaches, SDDNN using Glove
embedding performed better than other models. Different
performance parameters like accuracy, precision, specificity,
recall, AUC, and F1 score were used for testing and compar-
ing these models. Glove embedding SDDNN outperformed
state-of-the-art methods by achieving an accuracy, precision,
specificity, recall,F1 score andAUC of 93.31%, 88.22, 91.23,
87.23, 85.69 and 92.22 respectively.

In future, work can explore some more stages of
Alzheimer’s disease and apply more robust classification
models for multi-class classification. These models can be
used in several healthcare domains. However, it is also
necessary to improve the diagnostic model’s performance on
larger datasets, thereby, enhancing the Accuracy.
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